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Abstract (italiano)

In questa tesi sono state applicate le tecniche del gruppo di rinormalizzazione fun-
zionale allo studio della teoria quantistica di campo scalare con simmetria O(N) sia
in uno spaziotempo piatto (Euclideo) che nel caso di accoppiamento ad un campo
gravitazionale nel paradigma dell’asymptotic safety.

Nel primo capitolo vengono esposti in breve alcuni concetti basilari della teoria
dei campi in uno spazio euclideo a dimensione arbitraria.

Nel secondo capitolo si discute estensivamente il metodo di rinormalizzazione
funzionale ideato da Wetterich e si fornisce un primo semplice esempio di appli-
cazione, il modello scalare.

Nel terzo capitolo e stato studiato in dettaglio il modello O(N) in uno spaziotempo
piatto, ricavando analiticamente le equazioni di evoluzione delle quantita rilevanti
del modello. Quindi ci si e specializzati sul caso N — oco.

Nel quarto capitolo viene iniziata I’analisi delle equazioni di punto fisso nel limite
N — o0, a partire dal caso di dimensione anomala nulla e rinormalizzazione della
funzione d’onda costante (approssimazione LPA), gia studiato in letteratura. Viene
poi considerato il caso NLO nella derivative expansion.

Nel quinto capitolo si e introdotto ’accoppiamento non minimale con un campo
gravitazionale, la cui natura quantistica ¢ considerata a livello di QFT secondo il
paradigma di rinormalizzabilita dell’asymptotic safety. Per questo modello si sono
ricavate le equazioni di punto fisso per le principali osservabili e se ne & studiato il
comportamento per diversi valori di V.






Abstract (english)

In this thesis the techniques of the functional renormalization group have been ap-
plied to the study of a scalar quantum field theory with an internal O(N) symmetry
both in a flat spacetime and in the case of the coupling to a gravitational field, in
the paradigm of the asymptotic safety.

In the first chapter some basic aspects of the QFT in a flat spacetime with
arbitrary dimension have been briefly exposed.

In the second chapter the Wetterich approach to renormalization theory has
been extensively discussed and a first example of application, the scalar model, has
been shown.

In the third chapter the O(N) model in a flat spacetime has been extensively
studied and the expression for the flow equations of the relevant quantities have
been analytically derived. Then the special case N — oo has been considered.

In the fourth chapter the analysis of the flow equation in the limit — oo has
been begun. I started exposing the case of a constant wavefunction renormalization
and an identically vanishing anomalous dimension (LPA), already studied in the
literature. Then the case NLO in the derivative expansion has been investigated.

In the fifth chapter the minimal coupling with a gravitational field has been
added, which quantum nature has been considered as a QFT in the paradigm of the
asymptotic safety. For this model the fixed point equations have been determined
and their behavior for different values of N has been studied.






Introduction

The quantum field theory is one of the most successful frameworks for physical mathematical
modeling developed by the XX century physicists. Both quantum and statistical physics are
described in terms of fields in their present formulations and can be mostly studied with the
same mathematical tools. The Standard Model of fundamental interactions, which encodes all
our present knowledge about elementary particles and fundamental forces, is itself an interacting
quantum field theory. It is a common belief in the theoretical physicist community that every
kind of fundamental physical phenomenon will be reduced, in the future, to a field theory of
some kind, even if maybe not as local quantum field theories. Indeed also string theory is still
waiting to rise to a field theoretical description, being the attempts to formulate a string field
theory not yet very successful.

Renormalization is one of the central tools on which almost every field theory is built,
because it allows to coherently derive misurable quantity from the theory and relate phenomena
which appears at different scales of observation. Indeed this is the key observation at the
base of its modern formulation and comprehension, and in particular it helps in relating the
microscopic behavior of a system with its long distance behavior. The modern paradigm of
renormalization was developed by several people among whom K. Wilson gave the strongest
impulse in the seventies, leading to the so called Wilson’s renormalization (semi)group idea and
to the development of some tools which, in principle, can permit a nonperturbative analysis of
quantum and statistical systems.

Following Wilson’s philosophy of integrating the quantum (or thermal, in it’s statistical
physics application) fluctuations, for example momentum shell by momentum shell, several
formulations of the nonperturbative renormalization group have been developed since then,
among which the Wetterich’s formulation, based on the concept of a scale dependence of the
effective (average) action, is one of the most employed today, due to the simplicity of its
application with respect to other approaches.

One of the interesting features of this approach is that, in principle and in practice, one
can also find a systematic way to obtain the perturbative results which are most commonly
extracted using the standard perturbative approach. But at the same time it can go beyond
it. What is still missing is a way to gibe precise estimates of the errors associated to a give
“truncation” and renormalisation scheme.

At non perturbative level this approach is been currently used to study some of the difficult
problems in theoretical physics. One is the confinement phase of Quantum Chromodynamics
(QCD), and currently for several observables one can obtain results at least at the same order
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of accuracy of the one derived in a lattice formulation. The other is the study of gravitational
interactions. It is well known that General Relativity can not admit within perturbation theory
a coherent quantum formulation in terms of a quantized field, because of the divergences that
arise in quantum computations which cannot be absorbed by a redefinition of the fields or
of the coupling constants. A simple power counting criterion already shows that the General
Relativity as a QFT is perturbatively non renormalizable at two loops, since the Newton
constant has mass dimension —2, while gravity interacting with matter is not renormalizable
already at one loop.

In view of that, it is clear that nonperturbative methods are the ideal candidates in order
to provide predictions of the UV behavior of this theory. Indeed in 1976 Weinberg proposed a
generalization of the concept of renormalizability, based on the non trivial fixed point structure
of the underlying renormalization group flow. That was called asymptotic safety.

The idea, quoting the words of Weinberg himself, is that: “A theory is said to be asymp-
totically safe if the essential coupling parameters approach a fixed point as the momentum
scale of their renormalization point goes to infinity”. The parameters, made dimensionless by
rescaling, should stay finite in this limit and reversing the flow from the ultraviolet (UV) to
the infrared (IR) regime, only a finite number of them should flow away from the UV limiting
value (relevant directions).

This thesis is devoted to the application of Wetterich’s nonperturbative functional renormal-
ization method to the physics of scalar quantum field theory with an internal O(N) symmetry,
both in a flat Euclidean spacetime and in the case of the coupling to a gravitational field. In
flat space, i.e. with no gravitational interactions, we shall address the formulation in the first
two order of the so called derivative expansion, and mostly derive and discuss some aspects of
the flow equations in the limit N — oo, where some results have already ben derived in the
literature and other conjectured.

In the case of the coupling to a dynamical gravitational field, whose quantum nature has
been considered as a QFT in the paradigm of the asymptotic safety, we attempt to derive
with some approximation scheme the flow equations for a three dimensional euclidean space
time. Then the fixed point equations have been analysed in the quest of searching the scaling
solutions at criticality as a function of N.

This thesis is organized as follows:

1. In Chapter 1 I have exposed some basic concepts of the path integral formulation of a
quantum field theory and some useful notations have been introduced.

2. In Chapter 2 I have shown how the Wetterich approach to functional renormalization
theory allows a generalization of the concepts exposed in the first chapter in terms of
running (i.e. scale dependent) objects. I have also shown in detail how this renormaliza-
tion technique can be applied to a simple QFT model, the scalar field in D dimensions.

3. In Chapter 3 I have considered the scalar linear O(/N) model in D dimensions, truncated
at the second order in the derivative expansion. I have derived analytically the flow
equations for the relevant quantities, considering then the special case N — oo.

4. In Chapter 4 the analysis of the fixed point structure of the theory has been begun. First



the case of constant wavefunction renormalization and of a vanishing anomalous dimen-
sion, already known in the literature [47], has been exposed. Then we have considered
the NLO case, both for a vanishing and a non vanishing anomalous dimension.

. In Chapter 5 I have introduced the minimal coupling to the gravitational fields (treated
at the quantum level with a QFT in the paradigm of the asymptotic safety) and I have
studied the fixed point structure of the model.
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Chapter 1

Basics of Euclidean QFT

The main success of the past century theoretical physics is the formulation of a class of
theories called field theories, which allow an elegant and beautiful description of both quantum
systems (quantum field theory) and statistical systems (statistical field theory) using the same
mathematical framework.

In this chapter I will expose a simple introduction to functional methods applied in field
theories and, at the end, I will also mention briefly the main ideas of the Wilson’s approach to
renormalization theory, without claiming to be too exhaustive.

For further details refer to one of the references in the bibliography, for example [42], [3] or
4]

1.1 Basic definitions

In the following I will consider, for simplicity, the case of a neutral field ¢, but everything can
be generalized to other fields with little modifications. In a field theory all physical information
is stored in correlation functions, objects which are defined as the expectation value of the
product of n fields operator, calculated at different spacetime points.

©O16(a1) . 6(2)[0) = [ Do(an) ... o) e 5 (1.1
The normalization constant N is fixed requiring that (1) = 1. The functional measure of
integration is defined as:
+o0
/D¢ =11 / o (1.2)
zeRD ¥ T

According to this definition, the position = in the spacetime is treated as a discrete index, so
the functional integral can be imagined as a infinitely continuous generalization of a multiple
Lebesgue integral.

An elegant way to define the correlation functions is as functional derivatives of a generating
functional, defined in the following way:

Z[J] = /D¢e—5[¢]+(JI¢> (1.3)
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16 CHAPTER 1. BASICS OF EUCLIDEAN QFT

here I have used the generalized dot product notation:

D
(1) = / 4P () b(y) = / (;)QDJ(—M@

So we have the following expression for the n-point correlation function:

1 5" Z[J]
<¢S(1’1)¢(l‘n)> - Z[O} <5J(x1)5j($n)> J=0

This formulation of field theories has the implication that if the partition function can be
computed exactly, every correlation function can be derived from it, so the theory can be
considered solved.

From the generating functional Z we can define the Schwinger functional that is, roughly
speaking, a more efficient way to store the physical information:

W[J] = In Z|J]

(1.4)

Differentiating the Schwinger functional with respect to the external source, the connected
correlation functions are obtained:

5] B
§J(z1)...60(wn) | ;g (9(@1) - dlwn))e (1.5)

Differentiating twice, we obtain the 2-point connected correlation function, also called exact

propagator:
*W1J] _ _
ST @)0 T (@) |,y (D(z1)d(22)) — (¢(z1))(d(22)) = G(31 — 32) (1.6)
From the Schwinger functional we can also define the so called classical field:
W |[J
bulz) = (90 = (1.7

that is the normalized vacuum expectation value of the field operator ¢(x). Note that in the
limit of a vanishing external source we have:

(0l¢(x)|0)
0= = t 1.8
dc(x)] =0 0[0) cons (1.8)
(because of translational invariance). So if we exclude the possibility to have spontaneous
symmetry breaking in our model, that constant must be equal to zero. So ¢.(x) = 0 if

J(x) = 0 and vice versa. Now we can define the effective action I'[¢.] as the Legedre functional
transformation of the Schwinger functional:

Clge] = sup ((76:) ~ WIT]) (1.9)
We note that the effective action, being a Legendre transform, has the property to be convex:

5°r
5050 >0 (1.10)

that means, in the language of operators, that the second functional derivative of the effective
action has positive semidefinite eigenvalues.
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1.2 Proper Vertices

Differentiating the effective action with respect to the classical field and evaluating the
result for a vanishing classical field, we obtain the so called proper vertices of the theory:
__ 8"rg
(5(250(1171) Ce. 5@250(1'”)

In this way, the effective action can be expressed as an expansion in powers of the classical
fields, the proper vertices being the coefficients of the expansion:

™ (2. .. zp) (1.11)

T[] = Z:U;' H/d%@@ﬁﬂm (@1 ) (1.12)

These functions are translation invariant, so their expressions in momentum space read:

r™ (e, ...« ):/ 47y e_iplxl.../ d7pn e D) (p L p)(2m) P (py + . pn)
) »n (27T)D (27T)D 9 » ’n n

Let’s perform the calculation of some of the firsts of them. The first term of the expansion
is :

r®=rj]=0 (1.13)
In order to obtain '™, we have to differentiate once equation (1.9) obtaining:

5.J(y) 6J(y) OW[J]
F(l)gbC:[J;r +/dDy Oc(y —/dDy 1.14
[¢c] (@) Spe() ) dpe(x) 6J(y) $e=0 ( )

L[]
= =J(z 1.15
5e |yo (z) (1.15)
For the 2-point proper vertex we start from the definition:

§2T[¢e dPp ip(a—
@y ) = — O TPl :/p@) o—ip(z—) 116
) S@se il ) o (119

Recalling the definition of the classical field ¢. ((1.7)), the following relations hold true:

PWII]  dpe(x) [dIy) ]t [ T[] 17
I8 6I() {wc(x)] - [5@(@6@@)] (17)
From this we obtain the following important relation:
p, CWU $OT(¢) o
| st s =0 ) (1.18)

From eq.(|1.18]), after setting both the external source and the classical field equal to zero and
recalling the definition of the propagator (1.6)) we obtain:

/dDyG(x — @ (y — 2) = 6(x — 2) (1.19)
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Or, in momentum space:
G (p) =1 (1.20)
To calculate the 3-points proper vertex, equation (1.18) has to be differentiated with respect
to the external source. The result is:
BW . §°T . 2w . 2w . 53T
8J0Jy0Jy  0pLogz 0500y 0Jy0Jy  PLIPLIPE

=0 (1.21)
where I use the discrete index type notation, and the convolution product over repeated index

is understood. In order to obtain the second term of the previous expression, the following
relation has to be used:

5 L I N 5T[¢e] Spe(w)
5‘](1)) <5¢c(1’)5¢c(y>> B /d (5¢C(m)5¢c(y)5¢c(w) (SJ(U) = (1.22)

_ / dw 5T (] S2WJ)
0¢c(x)0¢c(y)d¢c(w) 0.J(v)d](w)
Setting the classical field equal to zero and recalling the fact that the n-point connected corre-

lation functions are defined as the n'* order functional derivatives of the Schwinger functional
with respect to the source we can rewrite equation ([1.21)) in the following way:

3 2 2 2 3
G, + T + G2 « G2 «TE)

w wyz

0 (1.23)
And:

D), = G, « TR 1«12 =~ « (a) 7+ (62) "« (¢)” (2w
So, we come to the conclusion that the 3-point proper vertex is, exept for the minus sign,
nothing but the connected 3-point Green’s function in which all the external propagator have
been amputated.

So we have deduced that the 3-point proper vertex is, exept for the minus sign, the connected
3-point green function in which the external full propagators have been amputated.

A similar reasoning can be made, by induction, for the generic nt" order derivative of T,
obtaining the result that the effective action is the generating functional of all the n-point
proper vertices.

1.3 Effective potential

The definition of the effective action I'(¢.) leads to the concept of the effective potential U,
which reveals to be an useful tool in the study of the long range physics or in the understanding
of the phenomenon of the spontaneous symmetry breaking.

By definition, U(¢) is simply the effective action calculated in a constant classical field
configuration, ¢. = ¢:

U(p) = i ‘Zﬂ”) (0,...,0) (1.25)
n=2
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QFT quantity Symbol SM analogous
Generating functional A Canonical partition function
Generator of the connected c.f. W —pB- Helmoltz free energy
External source J generalized external parameter
Classical field O generalized external force
Effective action r Gibbs free enthalpy
Classical action S dimensionless Hamiltonian (5H)

Table 1.1: The Euclidean QFT and the statistical mechanics share the same general mathe-
matical structure. That means that we can eventually obtain the one from the other simply
taking into account the correspondances illustrated in this table. I recall the definition of the
thermodynamic 3 as the reciprocal of the absolute temperature, 3 = (kgT)~!, where kp is the
Boltzmann constant.

Thus we have, in coordinate space:

ng)]:Z:Q(f:/dazl.../dxnf(")(asl,...,zn) (1.26)

So, in momentum space:

in

F d k 77,k33] 27TD5<2143 >P( kla"'7k)_ (1‘27)

i_n/d%l&kl) /dea 27TD(5<Zk> Mk, ... ky) =

— i i?:(Qﬂ')Dé 0)TM™(0,...,0) =
n=2
= (2m)P5(0) U(9)

1.4 Wilson’s approach to renormaliztion

The Wilson’s renormalization group was formulated by Kenneth Wilson and coautors in
the 70s in a series of pioneering papers ([36][37][39]) and nowadays it is the essence of modern
renormalization theory.

Here I will recall the basic concepts of it, because it will be the basis for the nonperturbative
Wetterich’s formulation of the renormalization group, on which this work is based.

1.4.1 Kadanoff’s block spin

The basic idea of renormalization is due to Leo Kadanoff [43] who, before the Wilson’s formal
and mathematically rigorous formulation of the renormalization group techniques, proposed a
heuristic physical picture which provided the conceptual basis for the scaling behavior.
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That was the Kadanoff’s transformation, which allows to eliminate the small wavelength
degree of fredoomon from the physical description of a spin chain system dividing it into blocks
and doing a local average in order to obtain an “effective spin” for each block (this step is also
called decimation) and the system is rescaled.

In the following I will give a sketch of the procedure. The partition function reads:

Z =Y e IHISI (1.28)

Defining a the lattice size, we divide it into blocks of size a”, where D is the dimension of the
space (so, in our example, D = 2) and « is the spatial rescaling factor. Then one averages out
the spins in each block, obtaining an effective spin for each block. So we can compare the new
system with the previous one performing a rescaling ca — a. After this operation, we have a
rescaled system described by the effective partition function:

Z = e PHerslSal = ZZH&( A—a DZS) —AHUISi (1.29)

Sa Si Sa i€A

but, because of the relations:

ZH(S(SA—a DZS) =1

€A

we have that the partition function is left unchanged by the scaling transformation:

7 — Z e PHers(Sal — Z e~ PHISi] (1.30)
S,

Sa
and the new effective Hamiltonian describes the same long range physics of the previous one.

The idea is to iterate this procedure an infinite number of times, obtaining after each step
a new effective Hamiltonian at larger scales:

H-H - H - H - H = = HY -
In an Ising model one of the central observable the correlation lenght £, that is defined in terms
of the two point correlation function of spins. If we choose two point x and y on the lattice,
one can write the correlation functions in the following way:
_lz—yl
Glx—y)=~e € (1.31)
Obviously the correlation lenght change with the scale. After every step, it is reduced by a
factor a:
£
o
If this lenght (and all the other observable of the system) is left unchanged by the rescaling
transformation, we have what is called a fized point. This can happen in two different situations:

{ £ — o0 critical fixed point (1.32)

£E—0 trivial (or Gaussian) fixed point

So this technique is suitable to study the behavior of the system near a phase transition.
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X X X X X X X X X
PaS - a3 K - * K L 3 Pas
ol
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+H X X X X X X X X X
1 1R} 1
! u ! D B S T O T
1 1R} 1
T x x x X X X X X X
N LA 6 A S
Rescaling

Figure 1.1: An illustration of the Kadanoff procedure applied on a bidimensional (D = 2) Ising
system with size a. The initial lattice is divided into blocks of size 9 (so o = 3), an effective
spin for each block is computated and an effective spin S4 is obtained. To recover the initial
lattice the rescaling 3a — a is performed. [46]

1.4.2 Wilson Momentum shell integration

The idea of the Kadanoff s block spin can be extended to a system whose degree of freedom
are encoded in a field ¢(x), which we assume to be a continuous function of space and time.

In order to obtain an effective description of the physics of the system in the low momentum
(i.e., long distance) regime, we have to separate the contribution of the modes with momentum
higher and lower of a given coarse graining scale k:

#(q) = ¢<(q) + ¢>(q) (1.33)

The low momentum modes ¢~ and the high momentum ones ¢~ are defined in the following
way:

o<(q) = 0(k — [q])9(q) (1.34)

¢>(q) = 0(k — [q])9(q) (1.35)

In view of that, and recalling the definition of the generating functional in presence of a given
ultraviolet cutoff A, (that is the analogous of the initial lattice space in Kadanoff’s model so,
in a certain sense, we can say A = a~!) we have:

Z:/ [T doqe 51 (1.36)

lg|<A
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we can write:

/H ] dége e = /H dby e~ SH19) — /D¢< o= Sulp<] (1.37)

lq|<k k<|q|<A lq|<k

where the running action (also called the Wilsonian average action) is defined in the following
way:

—Sklp<] _ / [ dogesuél = /% o519 (1.38)

k<|q|<A

In this way we have arrived to a complicated functional integral equation, describing the de-
pendence of the Wilsonian equation on the scale parameter k.

When k£ = A the running action reduces to the classical bare action, which describes the
the physics of the system in the ultraviolet limit, conversely when & — 0, all the fluctuations
are included in the description of the model, giving us the complete microscopic quantum field
theory.

In the intermediate region we may interpret Sy as an effective action describing under
certain approximation the physics at the scale k. A reason to believe that is the fact that, by
definition, only modes with |¢| ~ k are active on the scale ~ k1.

When this ideas are implemented, one obtains that the exact evolution equation for Sj
depends on a certain cutoff function Kj(q). The equation describing the evolution of Sy has
been derived for the first time in [37] for a smooth cutoff function and in [41] for a sharp cutoff.

The most used version of this evolution equation, with a non specified cutoff function, has
been derived by J. Polchinski in [44] and reads:

_1 qu 52Sk: B 0.5 0S5y,
Ui = 5 [ GgmypoRKita )<5¢<<q>6¢<<—q> 59-(0) 6¢<<—q>> (1.39)

This equation encodes all the perturbative and nonperturbative effects of the model under con-
sideration, given the bare action Sy. However some problematic aspects have to be considered
in order to use equation for practical purpose. For example, if we want to compute any
observable out of the running action S, we still have to compute the partition function, and
that implies a functional integration over the low momenta modes ¢..

Another problem that arise is the non locality, because in eq. modes of different
momenta are coupled together.

Because of those difficulties related to the Wilson procedure, alternative formulations seem
to be desirable.

An alternative approach to functional renormalization that has been developed in recent
years is due to Wetterich, and it is focalized on a scale dependent effective action I', rather
than on a scale dependent action.

In this thesis I have used this approach, that will be extensively discussed in the following
chapter.
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Fixed Points

The behavior of an interacting field theory is characterized by a set of scale dependent
couplings g; 1., that I will define in the following way:

Ly (6] = Zgi,koi (9]

Where the O, j, is an appropriate set of operator that span the space to which the scale depen-
dent effective action belongs to and that are compatible with the symmetries of the system.
For simplicity I have chosen a basis of operator that does not flows, so O; is independent of k.
Taking the t-derivative of the effective action:

Iy [¢] = Z BiO; [¢]

we can define the beta functions. By definition, the beta function (; associated to the coupling
g; is simply its t derivative and it depends on the scale and on the coupling itself.
A fixed point is defined as a point where all the beta functions vanishes:

Bilgi) =0 (1.40)

where g7 is the i coupling calculated at the fixed point.

Obviously the fixed points are scale invariant points, so if we take it as initial condition of
the flow, our theory will remain there at every scale. In general a given running theory will
have several fixed points or even a continuum of fixed points forming a manifold in the coupling
space.

Each fixed point has its own basin of attraction, which is the set of points in coupling
constant space which flow inside it when the effective average action flows, so we can see a
fixed point as a point where flow lines start or end.

The study of the behavior of the flow in the proximity of a given fixed point is usually done
defining the stability matriz in the following way:

Ipi
il . = (1.41)
ijlg 3gj
This matrix can be diagonalized in order to obtain a set of eigenvalues:
Mijl . = diag (w1, wa, . ..) (1.42)

A negative eigenvalue means that the fixed point is attractive in the correspondig direction,
the converse is true if the eigenvalue is positive.
Critical exponents

If we are following the flow close to the fixed point along the direction v; (where I have
indicated with v; the eigenvector associated to the i*" eigenvalue) the coupling constant can
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be expressed as the sum of its value at the fixed point g; plus a small fuctuation around this
value:

gi = g; +0g; (1.43)
thus we can linearize the flow equation obtaining:
. OB
86g; = 9bs 6g; = Mijl,. 0g; (1.44)
8gj g* 9

Now we should solve the eigenvalue problem:
Mijl . 08 = wevl® (1.45)
and expand the coupling constant vector in terms of the basis given by the eigenvector of M:

6gi = > cav” (1.46)

where the ¢, are some constant to be found. Now, substituting equation (|1.46)) and (|1.45]) into
the equation (|1.44]), we come to the result:

¢a = AaCa (1.47)

that has the solution:

Aa
ca(t) = cq(0) et = ¢,(0) (/:)) (1.48)

The critical exponents of the model are defined as:
Vg = —Aq (1.49)
and, depending on their sign, the corresponding direction in coupling space is said:
1. relevant, if v, > 0;
2. marginal, if v, = 0;
3. irrelevan, if v, < 0;

In terms of dimensionless quantities (i.e. dimensionless couplings) if in the UV a fixed point
exist with finite values of the couplings g7 and if there exists a finite number of relevant
directions, then the theory is said to be renormalizable, even if interacting (this is called
asymptotic safety [48]).

Yang Mills theories are special cases of asymptotic safety called asymptotic freedom, since
g; = 0 at the fixed point.



Chapter 2

Wetterich’s non-perturbative FRG

The functional renormalization group (FRG) is an approach to renormalization that combines
the functional formulation of QFT with Wilson’s ideas of renormalization. In the particular
approach used in this thesis, introduced by Christof Wetterich[20], one uses a scale dependent
effective action, called effective average action, usually indicated with 'y, where k represents
a coarse-graining scale, with physical dimension of a momentum.

The effective average action is a functional which interpolates between the classical bare
action to be quantized, S, and the full quantum effective action I'. So, by definition, we have:

{ Ipso=T
[psn =09

Where A is an ultraviolet cutoff, which represent the physical energy scale beyond which QFT
loses its validity.

If A can be sent to oo, then the quantum field theory is said UV complete.

Physically, I'y, is an effective action for average of fields, the average being taken over a
volume =~ k~¢, so the degree of freedom with momenta greater than the coarse-graining scale
k are effectively integrated out.

That renormalization procedure can be formulated directly for a continuum field theory,
without the needs of a lattice regularization.

In this chapters I will show how the exact evolution equation for the effective average
action can be derived (i.e. an equation for the derivative of I'y, with respect to k), I will discuss
its proprieties and I will mention the two most common approximation schemes used in the
literature that make that equation resolvable.

2.1 Derivation of the flow equation for I';(¢.)

The starting point of our treatment is the definition of a non-local regulator term to be
added to the classical action:

Skl¢] = S[o] + ASk[4] (2.1)

25
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FA‘:A = vaarc

°
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Figure 2.1: A graphical representation of the renormalization group flow in the space of theories.
Each axis labels a different operator upon which the effective action depends. The functional
renormalization group equation determines the evolution of the effective average action I'y, for
a given initial condition I'y = S. A particular trajectory depends on the functional form of the
regulator chosen, but all trajectories end at the full quantum action I' when k£ — 0.

This term is, by definition, quadratic in the fields, so it can be written in momentum space as:

D
A8\l = 5 [ el Ru(a6() (22

Physically, the functional Ry(q) can be interpreted as a momentum-dependent correction to the
mass term, and its definition is the core of all Wetterich’s method. According to that definition,
we can write the scale dependent generating functional of the Euclidean n-point correlation
functions Z[J]:

Zi|J]:=exp <ASk [é]) ZylJ] = /Ange_SW—ASkWHJ-é (2.3)

where I have defined the dot product between the fields and the classical source in the following
way, in coordinate space:

J-p= /dDJ:Ja(:c)d)“(aU) (2.4)
or, equivalently:

D
o= / (ir)%ﬂa(—qwq) (2.5)

in momentum space. The scale dependent generating functional of the connected Green func-
tion is defined analogously to what we’ve seen in the previous chapter, as the logarithm of
Zi(9):

WilJ] = In(Ze(9)) (2.6)
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The primary role of the regulator term is to suppress the contribution of lower modes (the
ones inferior to k), leaving untouched the contribution of the higher ones. The choice of it is
almost free. There are just three condition a function must satisfy in order to be coherently
taken as a regulator, conditions that ensure the evolution of I'y, will be well defined in the range
0<k<A.

As a function of k, the regulator function Rj(q) must satisfy the following asymptotic
conditions:

1.
lim R >0 2.7
LimRi) (27)
This condition implements the infrared regularization. It ensure that the exact propagator
Gr(q?) doesn’t diverge when ¢? — 0 at vanishing fields. This usually happens because
of the contribution of the massless modes, leading to infrared divergences problems. So,
that makes Ry (¢) an infrared regulator.
2.
lim R =0 2.8
Llim Ri(a) (28)
This condition means that, as it must happens, Z;_,o[J] — Z[J] (and, consequently,
I'k—o[J] = I'[J]), so in this limit the full quantum behavior is recovered.
3.
lim R — 2.9
Jim Ri(q) - oo (29)

When k approaches the ultraviolet cutoff A the regulator terms causes an exponential
suppression of the quantum corrections in the path integral (2.3)), that becomes dominated
by the stationary points of the classical action S.

Now we have all we need to derive the Wetterich equation or, in other words, the flow equation
for the effective average action, which represent the central tool of the functional renormaliza-
tion group.

First of all, I will define the effective average action in a similar way to what I’ve done for
the effective action in the previous chapter:

rufo] = sup ( [ 76~ WilJ]) - Asilo (2.10)
J
where I have also defined the classical field:
o W]
be= ()= " (211)

It’s important to note that, because of definition , if we define the source as fixed, the
field will depend on the scale k and wviceversa. Since later we’ll want to study the effective
average action as a functional of a fixed classical field, necessarily the classical source J will
be a scale dependent quantity. Another observation I want to remark is that, because of the
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(d/dt) R,

Figure 2.2: The typical form of a regulator function Ry as a function of p? (lower curve) and
of its derivative 0;Rj. Due to its finite value for p> — 0, the regulator provides for an IR
regularization, while its derivative, due to the peaked form we can see plotted in the graph,
implements the wilsonian idea of UV regularization by integrating out only fluctuations within
a momentum shell near p? ~ k2.

terms ASk(¢¢), eq.(2.10) is not mathematically a Legendre transformation, so I'y (unlike I") is
not necessarily convex. The convexity is obviously recovered in the limit £ — 0.
Differentiating eq.(2.10]) with respect to k& we obtain:

OWy[J]
0J(x)

oLy, = /deakJ(fU)cf)c(ﬂf) — Wi (J) — OkJ () — O ASk[9c]

Because of definition ([2.11)), the first and the third terms cancel each other and we obtain:
Ol = —0pWi[J] — Ok ASk[0c] (2.12)

Here the derivative of W[.J] with respect to k appears. This can be calculated differentiating
eq.(2.6) and using eq.(2.3]). The result is:

1
owild) =~ [0 [ aPyouRule, )G () — A8 =

1
-3 Tr(0pRiG\) — Ok ASk[éc] (2.13)

where I used the definition of the scale dependent connected propagator Gi(q):

2
6= (G55 ) = to0) — @00 (2.14)
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If we now substitute this result into eq.(2.12)), we obtain:
1 (2)
Okli[oc] = 5 T (O RiG}”) (2.15)
What remains to do, now, is to find an expression of the exact propagator in terms of I'y and

of the regulator Ry. First of all we notice that, because of eq.(2.12)), the quantum equation of
motion receives a regulator modification:

_ 5Fk[¢6]
0¢c(x)

J(x) + (Rid)(x) (2.16)

From this we have:

6‘](I) — 52Fk[¢c] x
56ely) ~ 0e@)doely) TN (2.17)

while, from eq.(2.11)), we have:

S6cly) _ WilJ]
0J(z")  oJ(x")oJ(y)

= Gily — ') (2.18)

So we have obtained the following important relation:

0J(x) _ N 6J(x) Sb. 52T 4[] /
5J(z') dz—2') = /dDy5¢c(y) 5T /dDy (m + Rk(x,y)> Grly —2')  (2.19)

Or, in other words:
52Fk[¢0]
0¢e(w)d0c(y)

Collecting everything, we can finally obtain the celebrated Wetterich’s equation, that describes
the flow of the effective average action:

Gula =) = ( § Ryl y>)_1 (2.20)

. 2 -1
Fk[d’c] = atl—‘k[ﬁbc] = %TI" {8tRk (m + Rk(l’, y)> } (2.21)

For the sake of convenience, I have defined the adimensional parameter ¢, sometimes called RG
time in the literature, in the following way:

k d

The Wetterich’s equation is the starting point of all our future investigations. Here I will
spend some words on its proprieties:

1. This is a functional differential equation, so there are not functional integration to be
performed (in contrast with eq.(2.3))).
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1
O Iy [¢] = 5 Ot Ry,

Figure 2.3: A graphical representation of the Wetterich’s equation. The flow of T'y, is given by
a one-loop form, which involves the full propagator, represented here by a double line, and the
operator 0; Ry, represented by afilled red box

2. The role of the regulator Ry is twofold: its presence in the denominator of eq.
ensures the infrared regularization, while its derivative 0;Rj in the numerator ensures
UV regularization, because its support lies on a smeared momentum shell near p? ~ k2.
This peaked structure of 9, R implements nothing but the wilsonian idea of integrating
momentum shell by momentum shell and implies that the flow is localized in momentum
space. A typical form of a regulator and of its ¢ derivative is depicted in Fig[2.2]

3. The Wetterich’s equation has a one-loop structure, but it is nevertheless an exact equa-
tion, due to the presence of the exact propagator. This structure is the direct consequence
of the fact that the regulator term we added to the classical action, ASg, is quadratic in
the fields.

2.2 Approximations schemes

The Wetterich’s equation, despite its simple form, can’t be solved exactly for an arbitrary
I'y; that’s simply because it would be technically impossible to find an exact generic solution
for a system of infinite coupled integro-differential equations. So, some approximation on the
effective action must be made.

In the following I will discuss the two main approximation method used in the literature:
the verter expansion and the derivative expansion. These approximations don’t rely on the
smallness of a coupling parameter, so the method is, in essence, still non perturbative. The
mathematical results of making such approximations is to transform the Wetterich equation
into a set of differential equations, sometimes much more easy to solve.

2.2.1 Vertex expansion

The vertex expansion approach was introduced and extensively investigated by Tim R.
Morris [11] and it is widely used in the condensed matter physics community and also in low
energy QCD studies. It is based upon a truncation of the effective average action in powers of
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the field:

reled =Y = ;'/del o dP2, T (21, an)be(@) - delan) (2.23)
n=0 ’

where I have indicated with F,(Cn) the n'" order functional derivative of I'j, with respect to the

field. By inserting this into the Wetterich’s equation (2.21]) we obtain the flow equations for the
)

vertex functions F](Cn
equations.

It has been demonstrated that expanding the effective average action around the field
corresponding to the minimum of 'y, improves the convergence proprieties when one is interested
in the behavior of the system near phase transitions [22].

, which can be viewed as a differential FRG form of the Schwinger-Dyson

2.2.2 Derivative Expansion

In order to obtain approximate solutions of the flow equations, the other main strategy
is the derivative expansion of the effective action. That consists in expanding the effective
average action in powers of the gradient of the field. This method is often applied to problems
where one is interested in low momenta (or, equivalently, long wavelength) behavior, or when
the local structure is known to dominate.

It is the most used approximation technique in the literature and its convergence proprieties
has been largely discussed (see, for example, [22]).

In this thesis this technique will be applied to the O(N) model, so it will be extensively
discussed in the following chapters. For this reason, I will not spend much words about it now.

2.3 Regulator dependence and optimization

As we have seen, any explicit application of Wetterich’s equations requires some approxi-
mation and every approximate solutions have a restricted domain of validity. In addition to
that, when approximations are made, the independence of physical observables from the choice
of the regulator functional is lost.

If we consider a family of regulators Rj(q) parametrized by «, we are interested in find
the particular value of @ which minimizes the dependence of the observables of interest from
« itself. This translates in the requirement:

dO(«)
da

=0 (2.24)

=0opt

where O is any physically interesting observable of the model (e.g. the effective potential, a
critical exponent, etc...). This idea is called principle of minimum sensitivity (PMS) [I§].
2.3.1 Example of regulators

Various choice of the regulator functional have already been studied in great detail in the
literature. Here I will review the most common ones used and I will discuss the optimal
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parameter choice in the case of the evolution equation of the effective potential in the linear
O(N) model in the LPA (local potential approximation) of derivative expansion, which will be
studied in depth in the following chapter of this thesis. In general, because of issues due to
numerical calculation, it is preferable to work with the dimensionless rescaled regulator, defined
in the following way:

~ Ri(q)
- Zig?
where Zj is the wavefunction renormalization of the model, calculated in the configuration
that minimizes the effective potential. The dimensionless regulator results to be a function
only of ¢?/k?:=1y. For the sake of simplicity, I will discuss directly the rescaled regulators in
the following.

I (2.25)

1. Exponential regulator|[14]:

a
"—1
In the linear O(N) model treated with the LPA, the optimal parameter choice is a = 1,
c¢=1n(2) and b = 1.44.

Temp(y) = b>1

ety

2. Power Law regulator[15]:
a

T'pow(y) = yb

with optimal choice a =1 and b = 2.
3. Litim regulator[16]:

rLit(y) = a <ylb - 1> 0(1-y)

that is a continuous but not differentiable regulator with a compact support. It’s one of
the most widely used in the literature. The optimal choice for the parameters are a = 1
and b = 1.

4. CSS regulator[26]:

ross(y) = expleyp/ (1 — hyg)] — 1

expley/(1 — hy?)] - 1
It’s a very general regulator functional, that recovers all the other ones discussed here as
special limits:

6(1 — hy")

e Litim

v (1
o TOSS = T < yb ) (1-y)

e Power Law

(e}

. Yy
lim rogs = =
c—0,h—1 Yy

e Exponential

lim rcogs = 7exp[y8] -1
¢—0,h—1 exply®] — 1
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2.4 Application: the scalar model

Now I will illustrate the capabilities of the functional renormalization group by a simple
but highly nontrivial example: the scalar model in D dimensions, described by the following
bare action:

il = [ P | 50400,0+ v(0) (2.26)

which now we are going to quantize.

2.4.1 The effective potential

The effective average action is:

ol = [ % (000,0+ Vi) + 00" ) (.27

where I have assumed that the effective potential is a function of the field modulus square
p = ¢?/2. Note also that, here and in the following, for the sake of brevity, I will indicate the
classical field ¢. simply with ¢.

I’ll use as approximation scheme the derivative expansion in the LPA’ which is, together
with LPA, one of the most widely used approximation in the literature. It consists in keeping
only a field independent (but scale dependent) coefficient in the kinetic term, unlike the simpler
LPA which consider that term identically equal to one:

1. Z=1 = LPA
9. 7 =12, = LPA’

The running proper vertices and the Hessian will be calculated for a constant field ¢q, the value
which minimizes the effective potential:

2
¢(x) ~ ¢o ; Uk <¢20) =0 (2.28)
This is enough if we want to have a first estimate of the functional form of the potential U (p).

We chose the regulator function to be the Litim requlator:

Ri(p) = Zi(k® = p*)O(K* — p?) (2:29)
Ri(p®) = Ze[(2 — m)K* + mip®10(K? — p?) (2.30)
Where I have defined the running anomalous dimension n = —Zk/Zk. The Hessian of the

model, is given by the following expression:

2,07 = Zip* + U (p) (2.31)
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So, substituting it in the Wetterich equation in momentum space we obtain:

Zk:/ dp (2= m)k* + mp”
2 ) (2m)P Zpk? 4+ U(p) + 20U (p)

8:Us(p) = 0(k* — p*) =

k2 2 2
2 —nr)k? — mep D2
-z dn? ( 273 2.32

kUD/O P 2 ¥ UL(0) + 2007 (p) #) (2.52)

where a spherical polar coordinate system was introduced and the spherical symmetry of the
integrand used in order to separate the integration in p to the one in the angular coordinates.
I have also defined, for the sake of brevity, the constant vp, in the following way:

D
vp = oD+l 3T (2>

The result is easily obtined after some manipulation. It is:

4op Zy(D — ny, + 2)kP+2
Zxk* + Ui (p) + 2pU} (p)

QUk(¢) = (2.33)

Now it’s useful to express the latter equation in terms of dimensionless quantities, so I will
define an adimensional potential and an adimensional field modulus square, in the following

{ p=Zrk* Pp
uk(p) = k~PUL(P)

So, after some trivial algebraic manipulation, we obtain:

way:

, _Ouy(p) 7T (D —np+2)
w(p) = —Dug(p) + (D —2+n)p———"= + (2.34)
o 20T (B) (1L+ () + 27u(7))
Where the following relation has been used:
9 1Dy D
*Um i lhowPl| =74(7) + DE (7 (2.35)

2.4.2 Anomalous dimension

To close our set of equation we need also the flow equation for Z or, in other words, an
explicit expression for the anomalous dimension 7, = —Zi/Z;. This can be easily obtained

from the evolution equation of F,(f)(qb) in momentum space. By definition, the expression of
I7(¢) is
52

v _ 2 (2)
Sosa ) () = 2’ + U (9) (2.36)

T (¢, p?) =

So we have: e
1 ()
Z — —F 2.37
k= Vo 02 (¢,p ) o ( )
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and, of course:

(2.38)

Where Vp is the D- dimensional volume where the system under investigation is confined. So

the starting point of our calculation is the evolution equation for F,(f), which can be obtined
differentiating twice the Wetterich’s with respect to the fields:

PP(g) = 2T {p; v 1 } (2.39)
w 2 k5¢a5¢b Fk@) + Ry, ‘
In order to calculate the second functional derivative of the exact propagator:
Go—— 1 (2.40)
T 0@ R, '
we use the well known formula for the derivative of a martix knowing its inverse:
0 0
—Mt'=-M1' | —M)M! 2.41
Ox (83@ > (241)
And, for the second order derivative:
62
M=
0xdy
2
M (DY vt (D) v e (L et (D vt ()
ox oy oy ox dxdy
So the second functional derivative of the exact propagator is, in coordinate space:
52Gk(:171 :L’Q) (5F(2)($3 1‘4) 5F(2)(£L'5 l’6) 52F(2)($3 $6)
—— 2 = G, 23) | 2————L G4, k d — k d Gr(xg,
so(@ofy) T P g I T T e maety) | )
So the trace in (2.39)) becomes:
1 . 62 1 }
—Trq R = 2.42
2 { k5¢a5¢b Fk@) + Ry ( )

T2T1

s _ 1
56(x) 5o(y)  269(x)50(y) = =A-58 24)

Where I have used the generalized index notation: the x; are spacetime coordinate and the
integration over repeated index is understood. I will resolve the two integral separatly. The
first one is:

G, ((5F(2)x3x4kGx4x5k5F(2)x5mk 1 62F(2)$3$6k) o,

. @ ) ‘
/]Hlda:ij(xg - x1)WGk(m5 - x4)WGk(x2 — w6) Ry(a1 — 12) (2.44)
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We perform the calculation in momentum space so, we need the momentum-space expression
of the quantities in (?77?):

Gilas 1) = [ G Crla)e==n

Gr(zs —x4) = [ %ék(%)ei(xs—m)%

Gr(wy —x6) = [ gjr%ék(qg))ei(@—xﬁ)%

qD 4D qb ) . )
1—‘(3)(93 $3’$4 f 275%[ an% f p31*\3 pl+p2+p3)61p1mezp2$361p3x4

dP daP
DO (g, 25,0) = [ 52 [ 52 | S TO0] + p) -+ pleriverieiine

Ry = [2K2Z), + Z1(K? — ¢®)|0(k* — ¢?)

Performing the integrations, the following constraints on the momenta are found:

q =q P1=Dp1
B=q pi+pitgq
p2r=gq p2=gq

@ =—ps3 Py = —q
Pi=q¢ Dp3=-p1—q
Py=—q  Py=-—D1

After performing a Fourier transform, in order to express the result in momentum space, the
following expression for the A integral is obtained:

D D
Alp) = Vp / (d a / (d 2 G(@T® (p g, —p — 9)Ck(p + TP (—p. —4.p + )Gi(a) Bu(0)

2m) 27)
(2.45)
In a similar way the integral B can be evaluated, here I will just state the result:
dPq dPp (4) :
B(p) =V, Gr(q)T — —q)Gi(9)R 2.46
(p) D/ @)D / (@n)D KTy (0=, ¢, —0)Gr(q) Ri(q) (2.46)

These two integrals have an immediate graphical interpretation in terms of two 1-loop Feyn-
mann diagrams, which I reported in Fig[2.4 and in Fig[2.5] Now I will neclet the momentum
dependence of the proper vertices, assuming:

I~ 6/pU} (p) + 20*2U} (p)

T % 3y/pUL (p) + 120U1" (p) + 4p*U}" (p)
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Ri(q)

Gr(p+q)

Figure 2.4: Graphical representation of the A integral.

This approximation on the vertices implies the p independence of the B graph, so recalling
eq.(2.38), We come to the conclusion that this one has not influence on the flow equation for
Zi.. So, putting all the elements together, we come to the expression:

2= (1) [ abciomio s (o a) (2.7

In order to simplify the procedure, I will use the identity:
0? 0?
Zla | =25 [Gna)] 2.48
52 |Cxp )] =55 [Ckla) (2:48)
Now all we have to do is to calculate explicitly the derivative of the exact propagator:
0? -1
o (Zka® + Ui(p) + 20U} (p) + Zi(k* — ¢*)0(K* — ¢*)) (2.49)

The Heaviside 6 function allows us to rewrite the preceding expression as a sum of two terms,
in the following way:

9¢% \ Zkk? + Up(p) + 20U (p) ~ Zra® + Uy(p) + 20U (p) '

Performing the first derivative:

0 QQUJ(I{:2 - q2) 2Q;L5(q2 - k2) 9 1

+0(q*—k?)

—|Gr(q)| - + —
507 O]~ 2 U T 0T B L) T 30T 9" Znd® + UL(p) + 2001 (1)

The first and the second terms cancel each other, so we have:

0 20,71.0(q> — k?
D) =PI (25
q (Zka® + Ui (p) + 20U} (p))
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Ri(q)

Gilq) Grlq)

o
9

Figure 2.5: Graphical representation of the B integral.

and, performing the second derivative, we obtain the result:

> _ Zrq?0(¢* — k%) B 0(q* — k?) +2¢%5(¢* — k?)
g o] =2tz Ly ~ G o S| @

If we now substitute what we have found in equation (2.47)) we have, recalling the definition
of the Litim optimized regulator ,, that the terms containing the theta functions
don’t contribute to the integral, because their support is disjoint from the support of the theta
function in the definition of Ry(q).

So, substituting this result in eq.(2.47)) and recalling that §(k? — ¢*)0(k? — ¢*) = 1/26(k* —
q?), after some trivial algebrical manipulation, we come to the following expression for the
anomalous dimension:

320p 2k 2 [9p(U} (p))* + 652UL (0) UL (p) + o (U (0)) ]
(212 + UL(p) + 20U ()

e = (2.53)
p=p0

Where I have named pg the field modulus square at the potential minimun. Now we should
express the latter expression in terms of dimensionless quantities, so I recall the definitions of
the adimensional potential and of the adimensional field modulus square:

{ p=Zrk*Pp

ug(p) = k= PUL(D)

So we obtain: b )

2D (35ul(7) + pPull (7))
o0 (B) (1+ 250} (7))’

where all the quantities are calculated at the potential minimum.

M = (2.54)



Chapter 3

The O(N) model at O(9?) of the
derivative expansion

In this chapter I will apply the concepts illustrated in the previous one to a concrete model,
the O(N) model, which describes the behavior of an N-components real scalar field ¢(z) with
an O(N) rotational invariance in vector representation.

Due to its simplicity and to the wide number of physical systems it’s able to describe,
the O(N) model is one of the most studied in modern theoretical physics. As an example, I
remember here just some of the systems described using that as theoretical framework:

1. polymers, for N =0 [12];

2. the Ising model, for N =1 [g];

3. the XY model, for N =2 [9];

4. the Heisemberg model, for N = 3 [10];

5. chiral effective model for QCD, for N = 4[5];

6. theory of high T, sperconductivity, for N = 5[19];

Moreover, also the Higgs field of the Standard Model is based on a linear complex O(N) model.

The approximation scheme I'll use on the effective average action in order to solve the
Wetterich equation is a derivative expansion up to order O(9?) (naturally the derivative
expansion is consistent with the O(N) symmetry). So we have the following expression for I'y:

ru(6) = [ % Ul + 000 010,00 ) + 20 0(0u0l0) + 00| (3)

where I have defined p(z) = 3¢%(2)¢4(z). The effective potential Uy (p) is the observable that
permit us to study the ground state of a given theory as well as the basics interactions, while
the kinetic term involve two different renormalization functions, Zx(p) and Yi(p). For N > 1
the first one, Z(p), is related to the renormalization of the Goldstone modes, whereas the

39



40 CHAPTER 3. THE O(N) MODEL AT O(0?) OF THE DERIVATIVE EXPANSION

renormalization of the radial mode involves both Zx(p) and Y% (p). To maximally simplify our
model we will allow Ug(p), Zx(p) and Yi(p) to depends just on p and not explicitly on the
spacetime position. In this framework, the evolution equation for I'y reduces to a system of
coupled nonlinear differential equations for the three functions Uy (p), Zi(p) and Yi(p). These
evolution equations will be derived in the following, also considering the special case N — oo,
to eventually study scaling solutions (fixed point configurations of the function space).

3.1 Exact evolution equation for the effective potential

In order to obtain the FRG flow equation for the effective potential, I will set constant field
couplings in the Hessian I'®).
So, the effective average action is:

Tu(é) ~ [ Up)a®s = VoUi(p (3:2)

Where Vp = f dPz is the volume in the D—dimensional euclidean space where the physical
system under consideration is confined. Now we can trivially obtain the effective potential flow

equation:
. 1 Ry,
U = Tr 3.3
k(p) 2V {Fk(2) + Rk} (3.3)

In momentum space:

. D D . .
Ui(p) = Q;DE; [ [ [ 5 [ GmGaeR e (3

In order to avoid excessive formalism, I will use the same notation for functions or operators
in coordinate space and for their Fourier transform. So, for example the momentum space
expression for the exact propagator and the dotted regulator function appearing in (3.3) read:

D .
G — y) = [ (G (p)eltevr

Ry(y — ) = 6% [ b Ry (g?)ei v

I also remark that, because our model involve real scalar fields in coordinate space, in momen-
tum space we have:

ba(q) = b5(—q)

because of the definition of Fourier transorm:
ba(q) = /gb(x) e P g

In the integral in (3.4]) I'll introduce the variable z = y — x and, after performing the z and the
x integrals, the result is:

_ D
0o =3 [ (;T)qDGz (AR (3.5)
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To perform the integration in ¢ we will use the polar coordinate system in a D—dimensional

space:
dPq > b1

— =4 —d 3.6

/ i = 41 /0 " dq (3.6)

I have already performed the integral over the D-dimensional solid angle, because of the angular
independence of the integrand (3.5)) and I have also defined, for the sake of brevity, the numerical
factor vp:

So the (3.5) becomes:
U() = 2o [ 4P G @l ) (37)
The trace of the exact propagator is:

Gae®) = [T () + Ru(e®)] =

wodh 54, )
UL0) + Ze D)@ + Bal@®) T Up) T 2007(0) & [Z6(0) + pYa D)2 + Bnld®)
N -1 1
UL+ Ze )@ + Bal@®) T Up) T 20070(0) + Zelo) + %0+ ) Y
where I have defined: q}
%_Vﬁ (3.9)

So §% — gg“q/b\b and $a$b are the projectors on the longitudinal and on the transverse directions
respectively.

We can substitute equation (3.8) in , obtaining:
U(p) = sz/ ¢" 7 R(¢®) [(N = DG L(¢%) + Gy(¢?)] dg (3.10)
0

Where I have defined, for the sake of simplicity the transverse component of the propagator
and the longitudinal one, in the following way:

1
" UL(p) + Zi(p)@® + Ri(q)

1
~ U'(p) + 2001 (p) + (Zi(p) + pYi())a” + Ri(q)

So the propagator can be written in the following way:

G (q) = (3% — ") G L (q) + ¢°¢°G (q) (3.11)

G1(q)

G (q)
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1
875Uk; — 5

Figure 3.1: A Feynman-like graph representation for the exact evolution equation for the
effective potential Ug(p).

For p # 0 it’s easy to identify the first term as the contribution from the N —1 Goldstone bosons
and the first one as the contribution from the radial mode. The exact evolution equation for
the effective potential can be interpreted in a graphical way in terms of a 1-loop Feynman-like
diagrams, as shown in Fig[3.1]

In order to study the behavior of the effective potential, an approximation that is widely
used in the literature is the LPA (Local Potential Approximation). The LPA result consists in
setting Z =1 and Y = 0.

Although it may seems a crude approximation, the LPA is widely used in many studies,
because it qualitatively reproduces most of the properties of the complete functional renor-
malization group description of the O(/N) model in the large distance regime, like the stability
properties and number of fixed points.

3.2 The equations for Z;(p) and Y(p)

To go beyond the simple LPA approximation, we need to add the exact evolution equations
for the non trivial Z;(p) and Yi(p). To derive these equations we need to know the exact
evolution equation for the second order functional derivative of the effective average action,
then setting p to a constant is sufficient to extract the flow equations. That is what will be
calculated in the following section.

3.2.1 Evolution of F,(f)

The procedure is very similar to what we’'ve seen for the scalar model in the previous
chapter.
The starting point is the Wetterich equation . If we derive it twice with respect to
the fields we obtain:
[(2)ab 52

| .
@) = S5 ™ {Rka} (3.12)

Assuming the field-independence of the functional, our problem is to calculate the second
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functional derivative of the exact propagator:

1

Gp=——
T R,

We apply the well-known formula for the derivative of a matrix, knowing the expression of its

inverse:
82
Mt =
0xdy
0 0 0 0 0?
MY MM M MM M )M M) M - MMt
(e o (o) ear (ar) o () (5205)
So the second functional derivative of the exact propagator is:
xT1T 2)xsx 2)xsx 2)xsx
52Gaia§k — Gmlxg 2(5F£13)a43 ! TATS 5F5LS)G6 6k o 62Fg3)6l63 Gk Gxgmg (313)
0da(x)odp(y) R |7 dga(x) TUBE Ody(y)  Odal(w)idy(y) | R
So the trace in (3.12]) becomes:
1 ;62 1 }
—Trq R = 3.14
2 { “66a005 T, + Ry (319
oL TR, 1 6™ . 220 1
— T1T3 azaq k Hxaxs as5a6 k = a3zae k TEL2 271 = A o *B 1
Gk( 56a(0) CHSE Sy(5) 2 80a(w)idply) | ok Fhosa S A5 H (315)

Note that the evolution equations for I'® involves I'® and I'®. That’s a general results, it’s
possible to demonstrate that the flow equation for I'™ always involves T("+1) and T'("+2),

I’ll solve the two integrals A and B separately in the following subsections.

A evaluation

If we rewrite the generalized sums explicitly in terms of spacetime integrals the expression
of Ais

6 @) asas(2)
0T 4y (T3, T4) 0T a6(2) (5. xg) . asay
dox. ajas o 304k ’ asas o k yacaz _ _
} :/ (l I x]) G (s xl)—&ba(x) G (x5 — w4) 5ou(y) Gy (xo—we) R~ (x1—22)

QAm

j=1
(3.16)
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First, I'll solve the spacetime integral. It’s more convenient to work in momentum space. The expression
for the observable in (3.16)) become:

Ga1a3 _ f o q1 Ga1a3 ql)ei(wg—wl)tn
iy

Ga4a5 _ J" (27rq2 Ga4¢l5 q2>ei(x5—x4)qQ

Gagag _ f & qz Gaeaz q3)ei($2—$6)%
iy

D ) ) )
F(S)aa3a4 Z‘ J,‘3,334 j‘ (1127r131 f (1127‘-1)% f 1127T§7%F(3)a1a3a45(p1 +p2+p3)€1p1mezp213ezp3r4

D _1 D _7 . . ! -
I‘(3)ba5a6 y $57$6 f (‘12771;’]13 f (dzﬂl;% f (‘; 1)’% F(?’)ay%aa(;(p/l +pl2 +pé)€w1yewﬂsezp3%

aza1

Rk (1’1 - l‘g) = Rk5a1a2

Substituting these expressions in (3.16)) and performing the spacetime integration we find the following
constraints on the moments:

Q1 =4q P1=D1
q3=q Pi+pityq
p2=gq p2=q

q2 = —p3 Py =—q
Pi=q2 p3=-—-p1—q
Py =—q Py = —p1

So we can rewrite A in terms of just two momenta, for example p; and ¢:

dD dpl aia 3)aasa asa 3)basa aea © ana (o
A(z—y) Z/ )Dle 3(q )ng)q 3p4q)G 4 5(p1+q)FE_)p7_5qu+q)er 2(q) R 1(q)e( Y)p1

(3.17)
Now, in order to obtain the momentum-space expresion for A T'll perform a Fourier transform of (3.17)).
The result, after performing spacetime integrations in x and y, is:

aia 3)aaza asas 3)basa aga Haza
AP = o 2 [ G WLt G o+ T G R () (319

B evaluation

The evaluation of B can be performed in the same way. In coordinate space it is:

B(x ):/G‘“‘“(m x)—62r5123)‘16k(x3’x6)G“6“2(x x) e (z1, 2 HdD (3.19)
Y k 1,23 5%(56)5%(3/) 65 L2 1,22 .

In momentum space it becomes:

D 21(2) _  avas
B) = [ GG @ e G ), () =
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Ry Ry,

(2) _ P > 1
oLy = 2 p° —p

AN

Figure 3.2: A Feynman-like graph representation for I'?) = A4 — %B

|4 qu aia (4) agasz 5 @201
= (2m)P GZ/ (2m)D Gy, 3(Q)Faba3a6(p7 —p: ¢, —q)Gy*“* (@) R (@) = (3.20)

The expression of I'® in momentum space can trivially obtained by Fourier transform and it reads:

4 f(2)

@nplr Op+r) (321

L2 () = T2 (0,) = / dPadPyt P (z,y) P 'Y =

So, putting all together, we obtain the expression of r®.

@) B dPq | 1 aiay, (D) acaz (g3 @201
W=A4-5= P |~ 3G (T gpagas (=P @, —a) G (@ B (9)+ (3.22)
+Go s ( )F(3)aa3a4 G4 (p + )F(3)ba5a6 G2 ( Roza 3.23
kDY pg,—p—a)Tk P T D (—p—gp+) Tk Q) B (a) (3.23)

This equation, expressed as a sum of these two contributions, has an obvious graphical interpretation
in terms of the twoFeynman-like graph pictured in Fig.?7.

3.2.2 Evolution of Z.(p)

Now, in order to perform the calculation of the exact evolution equation of Zg(p), let’s remember
the expression of the second functional derivative of the effective average action:

2 ~ o~
sy = 0P Ui (p) + 620U (p) + Zi(p)p*Sas + pYi(p)D*Pathy =

= [U}(p) + Zi(p)1*] (Bar, — Gas) + [Uf(p) + 20U (p) + (Zi(p) + pYi(p))p?] dudbs =

So, if we perform a derivative respect to p? (the exact meaning of which will be defined in the following)
and take the longitudinal component of the previous expression, we obtain:

Sab = bt 0 I’y
N =1 9p? §¢a(p)dds(—p)

p=0

Z(p) =

(3.24)
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Deriving it with respect to ¢t = In (%) and using equation ([3.2.2]) we obtain the following expression for
Zk (p):

1= Zi(p) + Zi" (p)

5ab¢a¢b3<A f)

p=0

where T have defined Z](p) as the first graph contribution to the evolution of Z(p) and Z}!(p) as the
contribution due to the second graph.
I will start from the evaluation of Z{(p):

b — Py O

Zi' (o) = 2(N —1) op?

dD E abaza ajas: Haza
qDGa1a3(q)F(4) bas 6(p7 _p7q7_q)G 1 3(q)Rk2 1(q) _
(2m)
p=0

_ 1) b _ (Za(/gb qu . asag Tasz Tag Tas Tag 6 (4)
T 2(N —1) /(QW)DRk(q) {(5 — ™ p")G2 + p™ ¢ Gﬂ (8}72F D(p, —p,q, —q)) (3.25)

To go on with the evaluation it is now necessary to calculate the fourth functional derivative respect
to the fields of the effective average action . To simplify as much as possible the problem we will use
what is called the almost-constant fields approzimation. That consists in considering a large constant
background field ¢ and small space-dependent fluctuations around that:

¢'(z) = ¢' +0¢' () (3.26)

Concretely, that is equivalent in evaluating the functional derivatives of the effective average action (or
the running proper vertices) putting all the field’s spacetime derivatives equal to zero at the end of the
calculation. That is done for every functional derivative of the effective average action up to order four
in appendix A. It is a very long and tedious calculation, so here I will just state the result for T'4):

T (p, —p, g, —q) = (6706 + 6296 + 526"\ U}/ (p) + (2p) 26" "6 6"+
_~_2p(5ab(/b\a3 (gag + 6ad$b$a3 + 5ac$b$a6 + (Sbcaaaag + (sbd(;a(gag + 6cd$a$b)U];//(p)_’_
—|—Z;€(p) |:p25ab5cd + 2p . q(aad(sbc _ 5ac5bd) + q25ab5cd:| +
+2PZIIC/(/)) {p26ab$a3$a6 +p- q((sadab(gag _ 5ac$b$a6 + 5bc$a$a6 _ 6bd$a$a3) + q2(scd$a$b}_~_

Y,
+ k2(p) [p2(6ac5bd +6a05bd) +q2(6bc6ad + 5a05bd) +2p- q(5ac(5bd _ 6bc5ad)]+

+20°Y () (* + )96 6™ 6™ + pY[(p) [P* (379" + 6706 + 671667 + 676765 4 69" 6P)+
p- q(éac$b$a6 4 6bd$a$a3 _ 5ba3$a$a6 _ 6aa6$b$a3)+
+q2(5ad$b$a3 +5ab$a3$a6 +5ac$b$a6 +5bc$a$a6 +5bd$a$a3)

The p - ¢ terms do not contribute to Z',ﬁf (p) because of rotational invariance of the space of integration
and because the other functions in the integral depends just on ¢2:

dPq

/W(p Q) f(¢*) =0 (3.27)
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Therefore we can ignore the irrelevant p - ¢ terms and perform the p2-derivative of I'4):

5 S
gl (=P =) = Z(p)5760 + 2pZi{ ()5 6% 6+

Yilp)

5 (6(1(16 5ba3 4+ §aas 5ba6) + 2p2Yk//(p)$a$b$a3 $a6+

+

_,'_ka/(p)((Saa;;(;baag + 5ba3$a$a6 + 6aa6$b$a3 + 6ba6$a$a3 + 6@3(16(’5(1(’5})) (3.28)
Substituting this in equation (3.25)) we obtain, after contracting the O(N) indices:

1

11 dPq / 2 / 1" 2
280 = [ o R@ (N = 1Z(0) + i) GL@) + (Z(0) + 202 (0G| (3:29)

The evaluation of the other graph is quite similar. For the sake of brevity I will not rewrite the entire

calculation, but I will only give a sketch of the procedure. The starting point is obviously the expression
of Zi(p):

. 6ab - (gaﬁgb a qu aia 3)aasa asa 3)basa aga Ao
R v / @npF gL Pates  Gras(p+ gD G (RE (g)| =

p=0
(3.30)
Making explicit all the terms in the integrand (the explicit expression of I'® in the constant fields ap-
proximation and in momentum space can be found in the Appendix A) and performing the p? derivative
the final result can be derived after a long but not difficult calculation. In performing the derivative
respect to p? the following identities have been used:

1.

D
/(;w) (p-9)f(¢*)=0

D D
[ Gt 0?16 = 5 [ e ra)

and the following series expansion of the propagator:
GY(lp+d*) =G’ +2p-q+¢*) = GV () + (P + 20 )G (%)) + 2(p - )*G" (¢*) + O(p°)

Here G is considered as a function of ¢* and the primes denote derivatives with respect ¢*. The finale
result for Z}1(p) is:

SIT \ _ P dPq 2 2v2( N ool 2 2
Zi (p) = D/(QW)D (q){QGL(q)Gu(q)(D+2)q Yi(p) —8Z,(p)Yi(p)GL(9)G)(9)g"+  (3.31)

+4¢*(Z1(p))* G (0)G) (9)+4DYi (p) U (p) G ()G (9)+Y7 () G2 (0) G| (0) (D+8)g" =8Yi () Zi (p) G (0) G () g+
+2U1 (0)Yi(p)GZL(0) G} (a)(D + 8)4* — 16U% (p)GL(0) G} (0) Zi (p)a® + 24°Y; (p) G () G (a)+
+2D¢* G ()G (@)Y (p)UY (p) + 44" GL(0) G| ()UK (p)Yi(p) + 4DG ()G () (UK (p))*+

(
(

+4DG' ()G} (@) (UK p)* +8¢° G ()G} () (UK (p) )+4q2GL( )G (9)(Zi(p)? + 8GT(q) Z1.(p) (DG L(q)+
+Y(0) G (0)(DG'L(q) + 2¢* G (@)UY (p)) + 8¢* (U} (0)*GL() G (a) + 44° Vi (p) G (0) G| (0) UK. (p) +
+2¢°G"(0))q" + 4G} (@) Y(p) Z1,(p) (DG L(q) + 2¢°G'L(a)) + 4G () U (p)Yi(p) (DG, (a) + 2¢° G (4))¢?
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3.2.3 Evolution of Y;(p)

Instead of deriving the evolution equation of Yy (p) we will calculate the evolution of an equivalent
quantity, defined in the following way:

Zi(p) = Zk(p) + pYi(p) (3.32)

according to what is usually done in the literature. The evolution equation for Y (p) can obviously be
deduced from the one for Z(p) knowing the expression of Z(p), derived in the previous section. From

equation (3.2.2]) we obtain:

Zi(p) = ¢ady oL (3.33)
aPb A T T L T .
a 2 5¢a( )5¢b(7Q) p=0

The procedure is exactly the same just seen for Z (p), so I will only state the results:

s =1 o IT

Zx(p) = Z4(p) + Zy, (p) (3.34)
Where I have separated the two graph contributions:

dD 2 27/ / "
Zlp) = 5 0)20{ (¥ = G2 (0)[G.L (6*Z4(p) (DY + Z}(p)) + DYi(0)UF () +

+@Zi(p) + U;@'(p)) (26°G1L(a)(*Zi(p) + UL (0) + GL(a*) (4 + D)@ Zi(p) + DU (p))] +
+GH(@)[G1 (@) Velp) +0Yi () Z1(0) (6 (Z4(0) +H2D+1) (Y (0)+0Y{ (p)+2D Z4 () +2D (U} (p) + 20U () ) +
+ (Vi) +YL () +224 () +3U1 (0)+20U1 (p) ) |G (0) ((D+4)a* (0Y{(9)+ Z1.(0))+ DU (0) 420U} (p)) ) +

Yi(p)
2

+2¢* (“EL (44 D)G(q) + 262G} (a)) + G} (@ (0L (p) + Zi(p)) + 3UL (p) + 20U (p)) |}

and:

o II 1 qu .
Zow =5 [ (2P B @) (2L HoY L) (N-1)GL (0)+ (Z0(0) 42023 (o) + Vi o) 45V 0+ 27Y] () Gha)|

3.3 Dimensionless quantities

A fixed point can be defined only in terms of dimensioless quantities, so I have defined the new di-
mensionless variables, following what is usually done in the literature. All the definitions are summarized
in table 3.1

Now we can rewrite the flow equation in terms of the new variables. In the left hand side of all of the
flow equations we have a derivative of the observable under examination with respect to ¢, calculated
at fixed p. In order to obtain an equivalent expression for that flow equation we need to express that in
terms of a derivative calculated for a fixed value of p. We have:

o) o) 2| 2
al; = ail, "ol ap),

0 Olnp| Oln(p)| .0 0 0
< 91 =2 v (p-2

o, alp|, ot ;795 8tp+( +”)paﬁt
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Symbol Definition Description

Zy, Zr(po) wavefunction renormalization at the minimum of the potential
£0 Ul(po) =0 field strength at potential minimum
0 Z1k>=Pp dimensionless field strength

r(y) 7, "q 2Ry (q) dimensionless regulator
vp (2P 7P/21(D/2)) ! vp factor
Y /K> dimensionless momentum
Nk —Z | Zy, anomalous dimension

ug(p) k=PUL(p) renormalized potential

zr(p) Zx(p)/ Zy renormalized Zj(p)

Vi(p) Z,°kP 2V (p) renormalized Yy (p)

Table 3.1: Table of the dimensionless variable used in this thesis, with their definitions and
their physical descriptions.

It will be useful, in the following, also the expression:

- 2 2
BAT) SR D)+ g Ze)r) = 00— wr(s) = ~(20, +)rly) (339

The last thing to do is to find a renormalized expression for the two projection of the propagator, G| (¢?)
and G| (¢%). In order to do this, we will calculated the renormalized expressions for each observable in
the definition of those projection.

1.
.
Uilp) = 505k un(P)] = 24wt (7)
2.
Zi(p)d® = Zik* 2 (p)y
3.
Ri(¢*) = Zrd*ri(q®) = Zuk*ri(y)y
4.
ﬁ aﬁ 2 D_.n 2~ 11
5. N
pYi(p)q® = Zkkpz_pquZkQ’Dyk(m = Z1k* py Ve ()

So, we have obtained the following expression for the renormalized projections of the exact propagator:

Gi(q®) = gZLk (,? (3.36)
G (¢?) = 91(y) (337)
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where the dimensionless quantities g, and g are defined in the following way:

1
gi(y) = u, (5) + [21(0) + 7 (1)]y

1
up,(p) + 2pu(p) + [21(p) + PV (P) + T (y)]y

g1(y) =

3.3.1 The flow equation for the dimensionless potential

In order to obtain the flow equation for the dimensionless potential ug(p), first of all we have to
rewrite eq.(3.10]) in terms of p. The result is:

_oU, * b Ri(g?
a;N)+ gk 2 i (¢°)= kq(f)[(

ka a)‘ D—24+mp N - 1)G1(¢*) + Gy ()] d(g®) (3.38)

where I have already changed the integration variable to ¢?. Now, remembering the definitions of g
and g, I multiply and divide for Z in the integral:

aUk ﬁ)‘ (D—2 +n)angﬁ(m + v /Ooo(qQ) (N =1)g1(¢®) +9y(¢>)] d(¢®)  (3.39)

Now we can substitute the dimensionless potential ux(p) = k~PUy(p). The left hand side becomes:
0 0 D. D
EUk(m = a[l@uk(,ﬁ)} =k u(p) + Dk™ug(p) (3.40)
p p

So:

u < (¢?
u(ﬁ)Duk(f)’)+(D2+n)ﬁ({9akﬁ(m+vd/O @)

By substituting the definition of y we obtain:

u(p) = —Dug(p) + (D — 2+ n)ﬁaugp@ + vg /0 h Y= (0 — n)re(y) [(N = 1)g1 + gy] dy (3.42)

Where I have used the fact that the dimensionless regulator function is function of .
In terms of the threshold function, which I have defined in Appendix C, the flow equation just
derived is written in the following way:

W(p) = —Duk(p) + (D — 2+ n)puj,(p) +va((N — 1) LT + Lg)) (3.43)

3.3.2 The flow equation for z(p)

We can now find the flow equation for the regularized wavefunction renormalization in terms of
adimensional quantities. Obviously, the derivative of Zy(p) becomes:

245) = 24p) + (D = 2+ = 20(7)
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and, substituting the definition of zx(p) and remembering the definitions of the two graphs contributes:

£4(7) = (D = 2 ) gsan(P) + 21 7) + Z(f’ + £ (3.44)

Now we have to deduce the renormalized expressions for the two graph. Let’s start from Z (D)) Z:

11 D,
419 = 250 - [ R (V- DZ0) + )G @) + (Zi) + 220G )] =

= —vp /00 drz® R() Z; (x) ( kzk(ﬁ) ﬁz,’!(ﬁ)Zﬁ) gﬁ(m)
0

<(N_1)kD 27 (A)—’_ kD 2 (m> Z2k4 LD—2 kD—2 Z,?k‘l

= vp / "y 299, + ) [((V = V24D + 0(5) 82 0) + (4 + 2@ Fw)]  (345)

In a quite similar way, we find the renormalized expression of the other graph:

() = 4D _ (3.46)
Zy,

251}[)

[ avczu0, + mn ) {202 ) (D + 23RF) - 84 G i)+

+4y(21(0)* 97 ()9 (V) +ADVL(P)ui (D) g7 (v)g) (W) +VE(D)g ()g) (W) (D+8)y* =8V (D) 21 (D) g7 (W)g) (W)y*+
+2ui () Ve (P) 9% (1) 9] () (D + 8)y — 16w} (D)9 (v)g) (v) 24 (P)y + 25° Vi ()97 (v) gy (y)+
+2Dyg? ()g) (9) Ve (P)ui (P) + 44°97 (v)g] (v)ui (D) Vi (D) + 4Dg? ()9 () (wi (7)) *+
+4Dg' ()9} () (uip))? + 8yg'l (v)gif (v) (u (9)?) + 4yg L ()97 () (21.(D)* + 897 () 21(P) (DL (y)+
+VR(P)gi () (D' (y) + 2u9" (1) uii(p)) + 8y(ui (P))*a% (v)g| (v) + 4yVi(P)gT ()9 (v)ui (P)+

+2y9' (¥)y® + 497 (V) Yk ()2 (P)(Dg L (y) + 29"t (v)) + 497 ()ui (9) Ve (P)(Dg' (y) + 2ygi(y))y}

In terms of the threshold functions the equation for z{(p) and {!(p) are:

4(P) = 4oppufl(P)Q5 + 4wp Vel (P)Qs3 + vopYi(P)Q51 — 8vnpzt,(P)ujl(P) LT —

/ ~ 16v " 8up
— 22 (D) PLET — 4wpp DV PILF + 25 Dl (GINE, + 2 a4 ()Ve(PINE

#(p) = —vp [(N = 1)24,(8) + Ve (p] LTy — vp [21(p) + 2524 (p] L



52 CHAPTER 3. THE O(N) MODEL AT O(0?) OF THE DERIVATIVE EXPANSION

3.3.3 The flow equation for Z(p)

The procedure is very similar to what we’ve just seen for z(p) so here I will omit, for the sake of
brevity, the details of the calculation, exposing only the final results. For the first graph we have:

I N o
5) = 250 = 20 [ o0, e { (V-1 (0 o (54 P DI+ 24 )+ DI P (7) +

+(yz1.(P) + ui () (2ug' (1) (wz1(P) + ui (P) + 9 (W) (4 + D)yz,.(p) + Du (p)) ]+

97 0) 91 () Dk D)+ (P)+24() (9 (24 (5) +(2D+1) V4 (5)+ Vi (D) +2D4, (7)) +2D (e ()2 (7)) ) +

+ (s () + PV (224, (5)+3ui (B)+25u (7)) [ 91 () ((D+4)y BV (P +24(2)+D(3ufl(7)+ 271! (7)) ) +

2y (P42 (44 D) () + 2097 () + o WVED) + 4@ + 30 (3) + 2 )]}

while, for the other one:

+

7, (p) = = (3.47)

- / dy(2y0, 1)1 (y) | (4 (5)+PVL(P) (N =1)g3 () + (24 (5)+ 2554 (9)+ Y (0)+ 5504202 V1 (7)) 97 ()|
In terms of the threshold functions:

£0(P) = op [ (N = 1)(wf/(7)*PRES + 4N — )24 ()uf. (7) Q5% + (3.48)

+2(N = D)p(24(0))2 Q% + 26(3uf (7)) + 2u} (9)p)* Q5 +

+4vp(24(9) + Vi(P) + PVL(P) (Bui (7) + 2ui (7)) Qs +

/ ~~y/ A 8N -1) / "
20p(e4(7) + W(7) + AR + Ot Gy VD +

D52 GNG + S (64(5) + Wl5) + (D) Bul (@) + 25 (7)PN Py

+

P47+ TulP) + V) NES? — 2N ~ OVl PIFTEy -
oV = 1) (DN + 5 G ) PLES ~ AFLD) + V) + PPN GP) + 270 )L~

1\ - , ~n ot
oug (z N D) FA() + Vi(P) + PYLP)LOS?

5 (0) = vp| (+1(2) + VP (N = DLEy + (24(7) + 2554(7) + Y (7) + 55V} + 2PV (7)) LEs | (3.49)
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3.4 Large N limit

We are interested now in studying the large N limit, when only transverse (or Goldstone) modes are
involved in the dynamic of the system. In this limit, as can be easily checked (see, for example, [23)]),

the flow equation for Y;(p) is decoupled from the other two (or, equivalently, imy_, o0 Z1(p) = Zi(p))
and the problem simplify considerably.

Now I will derive the large N limits of the two flow equations for the dimensionless effective potential
ug(p) and the renormalized wavefunction renormalization zx(p). Then, these two will be object of a
numerical evaluation, which will be started in the following chapter of this thesis.

3.4.1 The effective potential evolution in the N — oo limit

In the large N limit, we can keep only the terms of order N in the flow equations. In the case of
that means:

) = ~Dun(@) + (D =24 g —op [ yE 20, + )V - Doy (350

In order to perform the limit we need to rescale uy(p) and p:

LU ~—>ﬁ
u— L Y
N PN

And so we obtain the following expression:

. B Our(p) [y (20 + m)re(y)
()= ~Dus(p) + (D=2l v [ IR sy @51

3.4.2 The flow equation for wy(p):=u(p) in the large N limit

The study of the system in the large IV limit can be afford more easily considering, instead of
the effective potential uy(p), its derivative u} (p). Defining wg(p) := u},(p) and deriving eq.(3.51)) with
respect to p one obtains:

() = (o =2 + (D~ 24 m)p g o [ g

290, + )i (y) (24 (P)y + w}, (7))
([2(7) + ri(y)]y + wi(p))’

For the sake of completeness, I will state the latter expression also in terms of the threshold function:

W(p) = (M — 2)wi(p) + (D — 2+ i) pw () + vpwi (P) Lo + 24 L1y (3.53)

(3.52)

3.4.3 z(p) flow equation in the N — oo limit

In the N — oo limit, the only non-vanishing term in the exact evolution equation for the renormalized
wavefunction renormalization zy(p) is:

) 0 *“ b

5(7) = 124(9) + (D =2+ 0)gu(7) +0p / dyy® (290, + n)re(@) (N = D24(7) 2.()  (3.54)

I will go on in analogy to what I've done for the effective potential equation, to perform the N — oo
limit, I need to rescale u and p:

u - P

u —> N p— N
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The result is:

dy y%(any‘H?k)?“k(y)Z;c(m
([z:(P) + re(W)]y + wi(p))

54(7) = () + (D — 2+ n)ﬁa%zk(m top / " (3.55)



Chapter 4

Some analysis of the fixed point
equations

The quest for fized points is essential in any RG-based theory: in quantum field theory, the fixed points
structure determine also the nature of the continuum limit and as in statistical physics their nature let
control the large distance behavior at criticality.

In the large N limit of the O(NN) model, the fixed points are defined as the solutions of the system:

{550 -

In this chapter I will start to study the fixed point structure of the O(N) model in the large N limit,
in D = 3 and D = 5, analyzing the behavior of the derivative of the dimensionless effective potential
wg(p) and of the wavefunction renormalization zx(p) in those points, using the flow equations and
derived in the previous chapter of this thesis. I will distinguish between three different situations:

1. mp =0 and 2z, (p) = 0, already completely studied (see, for example, [47]).
2. mp # 0 and 2, (p) #0
3. mx =0and z,(p) #0

As T will show, for the first of those cases, analytical exact solutions are available.
In the following I will choose as regulator the Litim optimized regulator, discussed in the second
chapter of this thesis:

Ri(¢®) = Zp(k* — ¢H)O(K* — ¢*) (4.2)
So, the renormalized one is:
1
i = (5 1) o1-0) (43)

With that choice, the system (4.1)) becomes:

D _ ’ ’
(e — 2wi(p) + (D — 2 + nk)ﬁawggm —Up fol dy?> 1(2_77k+77ky)(zk(5)y+u;k(ﬁ)) -0
? (s (@ -1y +wr(@)+1) (4.4)

D
~021,(P) Lo y2 Qe mey)z (3)
nzp(p) + (D — 2+ n)p=L —v dy L =0
)+ P o b W )

95
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For the sake of completeness, I also report the large N limit of the flow equation of the dimensionless
effective potential, with our choice of the regulator:

o _Ou(p) ° yF N2 — e+ mey)
() = ~Dus(p) + (D =2+ g —op | V() + )] T ()" (45)

4.1 First case: 7, =0 and 2, (p) =0

If z;(p) is a constant function both of the field strength and of k (the latter is equivalent to the
requirement of a vanishing anomalous dimension), the flow equation for the renormalized potential
can be solved in an analytically closed form[24][25][26].

Because of the conditions 2(p) = 0 and z;,(p) = 0, we have zi(p) = 1, so the system reduces
to the single equation:

y? 'wi(p)

dwg(p) _
p — 1y +w(p) + 1)°

—2wi(p) + (D —2)p 8p( ZUD/O dy({ )
2k

— —2u,(7) + (D - 2)u(7) - 4;(‘(”@(’21) —0 (4.6)
wy,

4.1.1 Asymptotic behavior

In this section I want to study the asymptotic behavior of our system or, in other words, its behavior
for p — oo.

It is easy to see that in this limit the nonlinear differential equation constraints usually the effective
potential ug(p) and its derivative wy(p) to go to infinity so that the last term in the eq. is suppressed
with respect to the other ones. This happens, for example, for the Wilson-Fisher scaling solution for
D = 3. In general one can write a full asymptotical expansion for the solution.

In order to estract the leading behavior, we can rewrite the large fields limit of eq. obtaining:

—2u,(p) + (D — 2)puh(p) = 0 (4.7)

This equation can be easily integrated giving the following result for the asymptotic behavior of wy(p):

wi(p) ~ Ap7 (4.8)

At last, the asymptotic behavior of the effective potential is recovered integrating this equation with
respect to p:

up(p) ~ A'pr2 (4.9)

One can sistematically compute the subleading term of the asymptotic expansion in powers of p. For
example, in D = 3 the first terms have been calculated and they read:

1 1 1 1 1 4 1
- - - . (410
15402 63428 © 24343,6  8O1A,S | 315945510 | 9112545512 1093546512 | (4.10)
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=l —08

Figure 4.1: A plot of the scaling dimensionless derivative of the potential for N — co in D =3
(left) and D =5 (right) for C' = 0 and the optimised Litim regulator.

4.1.2 Fixed points

A first trivial solution of the fixed point equation (4.6) is the so called Gaussian fized point, that is
the configuration of a constant potential:

uk(p) = const = u)(p) = wi(p) =0 (4.11)

The other, non trivial, solution is found integrating analytically equation (4.6]) (see, for example,
ref. [33)[47)).

Here I will just state the final result. The solution is expressed in an implicit form, as p(w) and it
reads:

1 D 1
w)=Cws 1y ——  Fr(122+=2 — 4.12
p(w) w 2 +(d+2)(1+w)22 1 5 &y +2,1+U} ( )

where C” is an integration constant. The special function appearing in the fixed point equation (4.12])
is the Gauss’s Hypergeometric function, defined by the series expansion [34][35]:

I'(c) i T(a+n)T(b+n) 2"

F b =
2Fi (a,b,¢,7) T(c+n) n!

(4.13)

n=0

on the disc |z| < 1 and by analytic continuation elsewhere. In addition to that, the serie representation
(4.13) becomes meaningless for negative (or zero) values of the parameter c¢. For values of D different
from even integers, the fixed points equation (4.12)) can be written in the most convenient way:

~ D_ 1 D D
where C' = C — W. The only real solution of equation (4.14]) that can be extended continuously

through w = 0 is the one with C' = 0, which represents what in the literature is called the Wilson-Fisher
fized point. The plots of w(p) at the nontrivial fixed point for D = 3 and D = 5 are reported in Fig
Note that in D = 5 the potential is not defined everywhere and there is no physical solution.
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4.2 Second case: n; # 0 and z;(p) # 0

The second case I am going to study is also the most general one, the case of a non constant
wavefunction renormalization and of a non vanishing anomalous dimension. First of all, in order to
simplify the notations, I will state some definitions and I will expose the results of some integrals that
will be useful in the following.

4.2.1 Integrals

In order to study the flow equations in the most general case, we need to know the explicit expressions
of the integrals:
1 o
2
Int(a) = | dy i 5
o ([ze(p) — 1]y + wi(p) + 1)

Because we are interested in the behavior of the model in D = 3 and in D = 5, recalling the expressions
of the flow equations (4.20)), we need to calculate the following integrals:

(4.15)

tanh~* ( 110121) .
Int(1) = — (w+ DI2(1 = 2)3/ + T 9w (4.16)
3w+ 2241 3mtanh_l( 11;1)
Int(3) = (z—1)2(w+z) (1—z)5/2 (4.17)
w? w(z —2(z—=17)z 5(w + 1)3/2 tanh ! i}*z
Int(5) = 15w? + 12(1(t)i)(w i(z) z+3 — 2)7/2( +1) @18)

105w? + 35w?(2 7) — Tw (222 — 24z — 23 623 — 3222 4 116 15
ot (7) = w3 + 35w (22 + 7) — Tw (22 z ) + 6z 27 +1162+15 (4.19)
15(z — 1)*(w + 2)

7(w + 1)%/? tanh ™" ( l_z)

w—+1
(1- =)0

Where all the previous solution have validity range w + z > 0.
Here and in the following, in order to lighten the notations, I have indicated p, wg(p), zx(p) and 7
simply with p, w, z and 7 respectively.

4.2.2 The exact equations
Now we have all the elements we need in order to write in an useful form the equations:
{ (n—2)w+ (D —2+n)pw —vp [(2 —n)w' Int(D —2) + ((2 — n)z’ + nw’) Int(D) + nz'Int(D + 2)} =0
=0

0z + (1+n)ps —vp2' [(2— ) Int(D — 2) + nnt(D)]
(4.20)
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4.2.3 Asymptotic behavior

Leading order

In the large field limit, p — oo, the second equation of the system (4.20)) reduces to:

mez(p) + (D —2+n)pz'(p) =0 (4.21)

And, by integration, we come to the asymptotic behavior of zj:
2(p) ~ BpP=2+ (4.22)

Where B is an integration constant. Now, knowing the behavior of z (and, consequently, of 2’), we can
easily see that the integral in the first equation of the system (4.20) becomes negligible with respect to
the others, so the equation assumes the simplified form:

(n—2)w(p) + (D —2+n)pw'(p) =0 (4.23)

at the end we come, after a trivial integration, to the following result:

2—n

w(p) = ApP-=+n (4.24)

where A is the integration constant. Integrating this with respect to p, we obtain the asymptotic
behavior of the effective potential:
D -2
u(p) ~ Ai—’—npD—gM (4.25)
D
In the limit of a vanishing anomalous dimension we note that the results found in the previous section
for u and wy, are recovered.

Next to leading order

In order to go beyond the leading order (classical) approximations (4.22)) and (#.24), I had evaluated
the first non zero terms in the integrals we see in the system (4.20).

We know, assuming that 0 < n < 1, D > 3 and taking into account the classical solutions just
derived in the previous paragraph, that the integrands of the functions Int(«) defined in can be
approximated, at the leading order, in a neighborhood of the infinity, as:

D—24y

! = +O(p2e=) (4.26)

~

(—1+1+w)? " w?

2—n
w=ApD—2+n

Now, considering that z’ is suppressed with respect to w’, the leading corection in the first equation of

the system (4.20]) is:

1 /
w D_
vp/ Y7 (2 —n+ny)dy (4.27)
0

so, substituting the leading order expression for w (4.24) and its derivative w’, we come to the result:

o (40— 2)(D — n +2)p" 772 )

AD(D +2)(D —2+mn) (4.28)

p(D =2 +nw'(p) + (n —2)w(p) = —
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and, finally, we come to the next-to-leading order term in w:

D
oD (n—2)p P2
w(p) ~ App=2%7 1 4 4.29

(o) = 4o A2D+173 (D -2+ ) (£ +2) (4.29)

The first correction to the fixed point equation for z can be derived in a very similar way. We have:

1
~ Z D_
2k (p) + (D — 24 n)pz.(p) — vp / et N2 —n+ny)dy =0 (4.30)
0
Substituting the leading order expression of w and 2’ in the integral and integrating in y we obtain:

vp (4Bn(D —n+2)p" Dlzﬁ")
A2D(D +2)(D —2+1)

p(D—=2+n)2(p) +nz(p) = — (4.31)

this ordinary differential equation can be easily integrated, giving the result:

(p) ~ Bp 7%= | 1 np' T (4.32)
z ~ D+n—2 + .
pr= e A20D+17 8 (D — 24 )T (2 1 2)

4.2.4 Equations in D =3
In D = 3, recalling that v3 = (872)~!, the system ([4.20)) reduces to:

/

{ (n—2)w+ (1 +n)pw — g [(2 — ) Tnt(1) + ((2 = n)2' + nw') Int(3) + 12/ 1nt(5)} =0 )
nz+ (L +n)pz’ — &= [(2 —n) Int(1) +nInt(3)] = 0

Using equations (4.16)), (4.17) and (4.18) we obtain:

tanh~! ,/;72
(77 - 2)w + (1 + W)Pw/ - # [(2 - n)w/( - (w+1)1/2(1—:)1322 + (lfz)l(w+z))+

- 3vw+1tanh™!(/ zlu_z
+<(2 — 77)2’ + 77w/) ((;111;1-);-22(1”-:1@ - (172)5/(2 +1) )+

s (1502 410w(242)—2(2—T)243  B(w+1)*/* tanh™! (\/ zlufl) —0
+nz 3(1—2)3 (w2 - (=S =

’ tanh ! 111)_2
nz + (1 + 77)/’2' - SZ? [(2 - 77) (w+1)1/g(1,:)1322 - (1Z)1(w+z)> +

. )

(z—1)2(w+2) (1—2)572

fw+z>0and 0 <2< 1.

4.2.5 Equations in D =5
In D = 5, recalling that vs = (4873)~!, the system (4.20]) becomes:

{ (n—2w+ (1+n)pw — o= [(2 —n)w' Int(3) + ((2—n)2’ + nw’) Int(5) + 2" Int(7)| =0 (4.34)
nz+ (34 n)pz’ — ﬁ [(2 —n)Int(3) + nInt(5)] =0
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Using equations (4.17)), (4.18) and (4.19) we obtain:

w2z 3vwFltanh™! (/122
(’r] - 2)10 + (1 + W)Pw/ - ﬁ [(2 - U)w/ ((23_1;2(1:_:2) - (1_z)5/<2 ~ ) > +

15w 410w (242)—2(2—T)2+3  S(w+D*Ztanh ™ (/337
+((2_77)Z/+77w1)< +3(1(—$3Zw+(z) S (1—z)7/2( ) +

;[ 105wP £35w2 (2247) —Tw (222 —242-23) +62° 322741162415 T(w+1)*/% tanh™! (\/ 3“121) B
+nz 15(z—1)* (wtz2) - (1—2)%/2 }_O (4.35)

o w2z 3vw+Itanh ™' (/12
nz + (3 + 77)02' — 1873 [(2 - 77) <(z31—)i_22(w++1z) - (1—z)5/(2 H) ) +
15w2+10w(z+2)72(277)z+3 5(w+1)3/2 tanh ™! (\/ i;:-zl ) -0
1 31— (wt2) - a7z =

ifw+2z>0.

4.3 Third case: 1, =0 and z(p) # 0

A great simplification arises if we consider the case of a vanishing anomalous dimension, n = 0.
In this approximation the fixed point equations (4.20) becomes:

ni(D—2) (4.36)

{ w+ (1= ) pu' + 20p [w Int(D - 2) + 2/ Int(D)| =0
D-2

pz' = 22'vp

4.3.1 Asymptotic behavior
Leading order

The procedure for the calculation of the asymptotic behavior of this model is exactly identical to
what we have seen in the previous case, the one in which we considered n # 0.
In the large field limit the second equation of the system (4.36) reduces to:

(D —2)p='(p) = 0 (4.37)

This equation leads, of course, to the conclusion that z(p) tends to behave as a constant (which T will
call B) when the field goes to infinity:

2(p) ~ B (4.38)
Let’s now consider the other equation. We can easily see that the integrals becomes negligible with
respect to the other terms, so the equation assumes the simplified form:

—2w(p) + (D — 2)pw'(p) =0 (4.39)
So we come, after a trivial integration, to the following result:
w(p) ~ ApP2 (4.40)

where A is the integration constant.
Integrating this with respect to p, we can also obtain the asymptotic behavior of the effective

potential:
D—-2 o

D2 4.41
IR (4.41)

u(p) =~ A
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Beyond to leading order

In order to obtain an approximated solution at an order of approximation beyond the first one, I
have performed an expansion of w(p) and of z(p) in a neighborhood of p — co:

w(p) ~ Ap? (1 + Z anp_”> (4.42)

2(p) = B (1 + ”iz bnp_"> (4.43)

I have performed these expansions up to the tenth order, n,,,; = 10. Obviously the leading terms
are given by the equations and , while the a;s and the b;s are coefficients to be determined.

It has been conjectured ([23]) by T.R. Morris and J.F. Turner that the hypothesis of N — oo and
17 = 0 might imply z(p) to be constant everywhere.

In D = 3, substituting the expressions of vs, Int(3) and Int(1), the system of equations (4.36)) reduces
to:

3vw+1tanh™?! 1—z
—1)2 5 (2 ) =0
(2—1)2(w+=2) (1—2)5/

2! 3w+2z+1 o w+1
w+ 82 (

1 2 tanhil( ifl) _ 1
PZ =47 | ot )i72(1=2)372  (I—2)(wtz)

fw+z>0and 0 < 2z < 1.
while in D = 5, substituting the expressions of vs, Int(5) and Int(3), the system of equations (4.36)
reduces to:

4873 3(1—2)3 (w+z) (1—2)7/2

w2 (15w2+10w(z+2)2(z7)z+3 B(wt) taflffl(\/ i:ﬁ)) —0

r 2 < 3w+2z+1 3\/w7+1tanh71( iﬂr?i))
Pz = ors G-1)2(w+z) (1—2)5/2
fw+z>0and 0< z < 1.

We want here to show with a simple argument that indeed this should be a correct guess. In order
to verify this statement, the expansion of z(p) defined in has been substituted in the fixed point
equation for z(p), the second one of the system evaluated for D = 3 and D = 5, solving for the
coefficients b;s (the exact form of the flow equations used will be exposed in the following subsections).
Up to the order considered, the only possible solution is given by b; = 0 for any i > 0, so z(p) really
seems to behave like a constant up to the order considered.

Let us now make some comments about the strategy one should employ to solve the general problem
at NLO. It is a spectral problem for a system of two coupled differential equations for which one would
like to find for which values of 7 the system admits global solution in the full internal 0 < p < oco.

One shooting method from the origin, which will be shall employ in the next section for a similar
problem may be useful. But in this case the complexity is increased by the presence of the spectral
parameter 7).

Employing a more refined asymptotic expansion one can proceed to make a numerical evolution
from the asymptotic region toward the origin on varying both 1 and the initial conditions compatible
with the asymptotic behavior allowed by the differential equations.
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If a global solution is found for some values, the problem of finding one solution is solved. But one
can also impose a match between a polynomial form for the solutions, obtained expanding around the
ring or better around a non trivial minimum (since in such a case typically the radius of converge of
such expansions is larger).

In any case the problem is numerically hard.

Another, probably the most promising approach could be based on pseudo spectral method using
a base of global functions, like the Chebichev polynomials, for compact intervals, and the rational
Chebichev polynomials for treating unbounded rintervals which include the asymptotic region. This
method generally has fast converges properties.

This work goes beyond the scope of this thesis and will be let for future works. From the physical
point if view we expect in D = 3 to find a solution for the potential u(p) which is slightly deformed
with respect to the one found in the LPA.
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Chapter 5

Coupling to the gravitational field

In this chapter I will study the behavior of an O(N) model coupled to a gravitational field. For the
conventions and formulas used in this chapter, see the Appendix D.

This matter-gravity system as a QFT can be consistent at quantum level only if it is ultraviolet
complete and can be described by a finite number of physical parameters. In other words, if it is
renormalizable in the most broader sense. In is known that such models are typically non perturbatively
renormalizable, but they still could be asymptotically safe at the non perturbative level.

Therefore we shall investigate this model with functional renormalization group techiques.

5.1 FRG for gravity

In this section I will expose some basic concepts necessary in order to extend the formalism of the
functional renormalization group, developed in the previous chapters for a scalar field theory, to include
a coupling with a dynamical spacetime metric. For this section I will mainly follow [49] and [51].

In order to derive a functional integral formulation for a quantum theory of gravity, we need to give
a precise meaning to a functional of the form:

/Dgw, e_S[guu]-i-source terms (5.1)

where the bare action S|g,,, | must be invariant under gauge tranformation, i.e. under the transformation
of the metric under an infinitesimal diffeomorphism, that is given by:

569;”/ = £eg;w = €p8pguu + gupal/sp + gl/pauep . (5'2)

where L. is the Lie derivative with respect the infinitesimal vector field e.

The most employed method in the literature is called the background field method.

Following this approach, the full metric have to be decomposed into a classical arbitrary (but fixed)
background and the quantum fluctuation.

Some different decompositions have been investigated in the literature, our choice is to use an
exponential parametrization:

uv = gup(eh)pu (53)

where g,,, is a fixed but arbitrary background and A is a two index tensor which encodes the quantum
fluctuations [5I]. We also assume the fluctuations to be small with respect to the background.
After this split, the functional integration measure Dg,,, becomes Dh,, .
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If one uses the functional measure of a linear splitting (g, = g + hyuw), then one should take into
account a Jacobian [5I] which for our purposes, in the formalism considered, will not contribute.

Being this a gauge theory described by a redundant number of degrees of freedom, the path integral
should be defined with care. Usually one employs a gauge fixing condition and the Faddeev-Popov
determinant, which depends on how the gauge fixing conditionchanges with a gauge transformation.
Such a determinant is usually written in terms of a functional integral over the ghost fields.

We shall define the “quantum” gauge transformation as a special gauge transformation that repro-
duces when the background is kept fixed:

LeGuw = gup‘ce(eh)pv (5.4)
So the gauge tranformation is given, for small h, by the following relation:
S(Qhk, = Vhe, + Vet + LM, + [Leg, h]*, + O(eh?) . (5.5)

Once fixed the gauge , we can define the running Schwinger functional by the following expression:

exp{Wk[‘]Myv UT» 5;77 g/—tp]} = /,Dh,uV’DCp,DCYTMGF €xXp { - S[g,uu]_

*Sgh[guv» va C’T] - Ssource - AkS} (56)

where I have indicated with C* and C, the Faddeev-Popov ghosts, J*, o™, o, are the sources
coupled to h,, C?, C; respectively and pugr is the measure related to the gauge fixing.
As we can see , the action is given by the sum of several terms:

1. the Einstein Hilbert action with a cosmological constant A:
Slg] = L/d%\f(m —R)
Il = 162G Jeso

2. the ghosts action, Sgn[guw, by, C?, C,], which is related to the Faddeev-Popov determinant asso-
ciated to the gauge fixing condition;

3. the source term:
Seouree = - / P /G (TP by + CP5, + 07 )

4. the regulator term, which encodes the scale dependence:
1 _
ArS =3 / dP e /Ghas (R [9) ™ hos + V2 / d”x\/5C,. Ry [g)C"

From equation (5.6) we can define the classical fields:

- _L(SI/V]C Clt_i(swk c _L(SWIc
e g e’ Vg b5, H /g bom

Now, in analogy to what I have exposed in chapter 2 (see eq.(2.10))), we can define the effective average
action as the modified Legendre transform of W:

(5.7)

Txlh, ¢, &g = Wi[J,0,5;9] — /dDm\/é(JWBW + G, + Euot) — ASy (5.8)
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Now, repeating the same procedure exposed in chapter 2 with few differences, we come to the following
generalization of the Wetterich equation:

S 1 (2) gr] ! gr (2) gh] ™! gh
L { (0), + R amy s —mi[(07) +RP| o (5.9)
where I have used the shorthand notations:
2) 1 6 1 6Ty
r = — —_— 1
( k )m; G 0hag (\/Eéhw (510

@) _ 1 9 (1%
(Fk )ca o VG ocy, (\/E o¢, (5.11)

Equation (5.9) can also be rewritten in the more compact notation:
R L (2) -
D=5 ST [rk, + Rk] 8 Ry (5.12)

where STr{...} indicates the supertrace operation.

5.2 Derivation of the fixed point equations

In the foollowing we shall apply this formalism in the presence of an interacting O(N) multiplet of
scalar fields.
I assume the effective average action of the model can be truncated in the following form:

ol = [ 0705 (U0 + 509,0°0,00 ~ Fo)R) (5.13)

Where I have indicated with Sgr and Sy, the gauge fixing and the ghost terms respectively.

In the limit of a constant classical field ¢ we recover the usual Einstein-Hilbert action, while in the
limit of a vanishing gravitational field (that means, in an Euclidean spacetime, g,, = 6,,) we recover
the well known linear O(N) model in the LPA.

I will employ the background-fluctuation split for the fields on the O(N) field, so we have:

S = +is@),  p="0 (5.14)
For what concerns the metric, I will use the following parametrization:
v = Gup(€")” (5.15)
Defining h,, = gu,h”., we have:
G = Gu +huw + %hwh% +... (5.16)
gV = g R g %h“’\m” ... (5.17)

In order to obtain the Hessian of the model, I have expanded the effective average action ([5.13)) up
to the second order in the fluctuations.
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It results to be the sum of two pieces, one quadratic in the scalar field fluctuation:

% / 4P /5 50" [~V 4 U ()~ RF(p)] 33"+ (5.18)

+ [V () +2pU" (5) ~ R (F(5) + 20F"(p))] (5°" — 6°6") } o6 (5.19)
and another which mixes scalar field fluctuations with metric scalar fluctuations:

@i d (50 - o) (0 = Rt + 00)| 89} 620

where I recall that (Zl is defined as:

A_¢a
%= %

so, (690 — (Eaa’) and ¢%¢" are the projectors on the longitudinal (P2, in the following) and on the
transverse (P&) directions respectively.

It’s easy to see, from equation , that only the longitudinal scalar fluctuations mix in the
Hessian with the scalar fluctuations of the metric.

This last term can be rewritten in a more useful way after the York decomposition of the traceless
part of h,,. Doing that and rescaling in terms of ¢’ and h = 2dw we obtain:

oo (e o (e D2

Now we can use the gauge invariant variable s = h — V20. In terms of the rescaled field we have the
relations:

_ D—
- [ aPavgoo,pidt {F’(p)D1

2

_U® h}

1 V2 -V2 - S
= o, s=h+ o o = = i s — 5.21
o ! h v — ! ! 5 h
\/(—W) (-92 - o) -V2 - 5 -V
The last term can be written as
— amabb | D=1, _ R U'(p) — F'(p)R
/de\/§5¢ Pebgb {—DF’(,O) (—v2 - D—l) s+ wh} (5.22)

The gravitational hessian can be transformed into:

%hTT#U <_v2+D(;F€_ 1)) hTTiuV_ (D_l2)d(éD_2)s <_v2_D‘§ 1) s— D_2Rh2

5 [ Vi)

At this point one can make a P;d¢ dependent shift in the variable s to complete the s-Prd¢ square
in the Hessian:

!’ 2D F/(ﬁ) Ta W R a
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Then the full hessian can be written as:

e M{ 7, (94 i - B0,y (R )4
D

_4;[)2F(*)R W+ 605 U () ~ F' ()R +
" [T )R D)+ )+

. 4ﬁl()D_—21) (Z((;)))Q (_@z )} + PSP

540 [ V2iU'(p ] baqsb} (5.24)

We can now employ the gauge fixing £ = 0 and A = 0 (unimodular gauge).
Regarding the regulator function, Ry, it is a matrix valued function as I'?. A convenient definition
for it is by the relation:
e (V) + Ri(=V?) = I (P(= V7)) (5.25)
where the function I have defined the function Py(—V?) in the following way:
Pi(=V?) = —V? + Ry (-V?)

and Ry, is a single valued function that must satisfy the relations (2.7)), (2.8)) and (2.9)), that we choose
to have the form of an optimized Litim regulator:

Ri(=V?) = (k* = (=V*))0(k* = (-V?)) (5.26)

The last step is to define a method to evaluate the trace in . In the literature this is usually done
using the heat kernel technique, whose details are not exposed in this thesis, for details see, for example,
[40].

Now we have all the elements to compute the traces and, consequently, to obtain the flow equations
for the dimensionless u and f.

At the fixed point, for D = 3, we obtain the following equations for the scaling solution:

/ N-—1 2pf'(p) +3f(p)
0= OO e D 30w )
L (p) (A2pu(p) + 6u'(p) +11) — pf'(p) (16pf"(p) — 80f"(p) + 2pu”(p) + u'(p) +1)
3072 (8pf"(p)* + f(p) (2pu” (p) + v/ (p) + 1))

/ (N —-1)f"(p) N-1 101 29pf'(p)
0 = =f)+rflp) = 672 (w(p) + 1) 2Am(w(p) + 1) | 120n2  180m2f(p)

L PI'(p) (A6pf"(p) = 48F"(p) + 2pu”(p) +u'(p) +1) = f(p) (8pu”(p) + 4u'(p) +7)

7212 (8pf'(p)? + f(p) (20" (p) + v/ (p) + 1))
(822 f'(p)* = 16pf (p) f'(p) (pf" (p) = 21" () +5f(p)?) (4pf"(p)* + f(p) 201" (p) + f'(p)))
30m2£(p) (80 (p)? + f(p) (2pu” (p) + v/ (p) + 1))° '

(5.27)
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5.3 Scaling solutions for D=3

5.3.1 Analytical solution for arbitrary N

Two of the solutions of the system of the fixed point equations can be found analitically,
making some ansatz on the functional form of u(p) and f(p).

The first one is a configuration in which the effective potential u(p) and f(p) are both constant,
which is also called Gaussian Matter fizved point[?]:

u(p) = ug
(5.28)
fp) = fo
Indeed, substituting this conditions in the (5.27) we find the solutions:
uo = G5
(5.29)

_ 283—15N
fo= 55502
in order to obtain a coherent physical picture of the gravity as an attractive interaction (i.e. a positive
Newton constant), both ug and fo must be positive. So the physical acceptability of this fixed point
solution leads to the following condition on V:

2
N < 1%3 ~ 18, 8667 (5.30)

The second one is a configuration of a nonminimal coupling with the gravitational feld, of the following
form:

u(p) = ug

f(p) = fip

(5.31)

that admits the solutions: N

Up = 1gp2
(5.32)

fi = 80—9N+9IN2 264115296
1= 48(N—-1)

but only the one with the plus sign can be positive, leading to the following constraint on N:

46
1< N < 3 ~ 15,3333 (5.33)

Linearizing the flow equations in the neighborhood of a fixed point, one can evaluate the critical expo-
nents of the model. For example, the linearized flow equations near the solution (5.32)) reads, for any of
the allowed values of N:

11 , 36 12
0 =36 (15]\7_281’)) po f (p)+)\<283_5N> 6f(p)+

(283 — 15N)2psu(p) (283 — 15N)? (67%p — 1) 6u/(p) N (A +3)(283 — 15N)26u(p)

1273572 N 2547072 N 4245N
that is the du(p) flow equation, and:

(283 — 15N)2p3f"(p) . (155 — zsg) (15N (67%p — 1) —13807%p + 283) 6'(p)

0=
1273572 N 672




5.3. SCALING SOLUTIONS FOR D=3 71

1 1 (283 — 15N)2pdu’(p) (283 — 15N)25u’(p)
————4 —230A 4+ 15(A+ 1)N — 283) — —
+ <283 15N> Fp)(=230A+ 1501 +1) 83) 5094072 N 10188072

for 6f(p).

5.3.2 Numerical search for non trivial fixed points

The next step is to look for other non trivial fixed points, which can be seen as a gravitational
deformation of the Wilson Fisher fixed point of the Ising universality class when gravitational interactions
are turned off. The method used is numerical, based on a shooting method.

We find very useful to start with an investigation of the evolution of the system non linear differential
equations from the origin. Since the differential equations have a fixed singularity at p = 0 there is a
constraint for solutions to be defined at the origin which lowers the number of parameters from 4 to 2.
We shall write the Cauchy problem as a function of o1 = »/(0) and o2 = f'(0) and study the outcome
of the numerical evolution on varying such parameters. We shall see that generically the numerical
evolution stops when a singularity is reached. This is due to the fact that for generic initial conditions
the non linear differential problem does not admit a global solution. But there is a finite set of values
for the parameters such that global solutions do exists. Two of such solutions have been already found
analytically. Our task is to see if there are other global solutions. In D = 3 for at least some values of NV
we expect them to exist. If a global solution does exists, we expect that starting with initial conditions
close enough one sees that the alghoritm, which evolves the numerical solution from the origin, stops
at larger values of p = p, which can be increased tuning the parameters encoding the initial conditions.
Therefore in our case we study numerically the function p(oy,09) and by plotting such a function we
should see a spike in correspondece of a possible global solution.

Numerically we shall study the numerical problem for p > € for ¢ —+ 0. The Cauchy problem is
defined as:

u(e) =01 u'(e) =09
u(e) = +5n+301 +3
90720y + 1)
€ (1202(01(5n + 301 4 6) + 3) + o1(01 + 1)(15n — 283(0y + 1)) + 96(1 — 401)03)
- 45n(oy + dog +1) — 849(0y + 1)2
283(c1 + 1)2 — 15n(0y + 402 + 1)
- 36072(oy + 1)2

f(e) - (5.34)

+026 (—20(0’1 + 1)0’2(371 + 401 + 10) + 5(0’1 + ]_)2(46(0'1 + 1) — 3n) + 192(3 — 20’1)0%) (5 35)

(01 + 1) (283(0’1 + 1)2 — 1571(0’1 + 40, + 1)) ’

where the condition on u(e) and f(e) have been determined to first order in € by imposing that the
differential equations should be satisfied.

We have then analyzed numerically p(oq,02) for some values of N. We report in Fig

[b.4] and [5.5] the cases for N =1, 1.5, 2.
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Figure 5.1: The case N = 1. The peak is located at (—0.0585,0.344).
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Figure 5.2: Plot of the function p(o1,092) for N = 3/2. The peak results to be located at
(—0.0425,0.385)
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-0.015 -0.010

-0.005 0.000

Figure 5.3: Plot of the function p(o1, 09) for N = 2. It looks like there are two peaks, one close
to the other.
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Figure 5.4: A top view of the two peaks in the case N = 2. The highest peak is located at
(-0.0029, 0.5260)
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-0.004

Figure 5.5: A zoom of the region of the domain of p where the peaks are located.

5.3.3 Polynomial Analysis

A valuable tool can be the analysis of the solutions expanded in power series around the origin
or around a non trivial vacuum. The expansion around the origin in case of a broken phase provides
typically a slightly worst description with respect to the second one, which is in general preferable.

In a neighborhood of the origin the polynomial expansions of u(p) and f(p) are:

Anp"
u(p) =Y o (5.36)
n=2 :
L fup"
flo)=2%_ =" (5.37)
n=0 :
and, in the neighborhood of the potential minimum:
N
“A(p—r)™
u(p) = (”n' " (5.38)
n=2 :
Ny
fn pP—K "
fo) =y o= (539)
n=0 !

Where I have defined k as the value of the dimensionless field modulus square at the minimum of the

potential:
u'(k)=0 (5.40)
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Figure 5.6: Plot of the polynomial expansion around the nontrivial minimum of the dimension-
less effective potential u(p) for N=3/2.

Substituting these polynomial expansions of a given order into the fixed point equations and expand-
ing around zero or around the minimum, on obtains a set of algebraic equations whose solutions may give
an approximate polynomial solution to the differential equation within some bounded region. Typically
one finds many spurious solutions and it is a difficult task to search for a “good” one. Nevertheless, if
one succeed in this, very often one obtains locally a pretty good approximation of the solution.

We show here an exampe of a polynomial solution obtained with a expansion around a non trivial
vacuum for the case N = 1.5 in Tab[5.1l
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7

Results of the polynomial analysis for N =3/2, N, =7 and Ny =6

Ao 0.010174597
K 0.057469286
Ao 1.9926498
A3 34.887704
A4 —236.78017
As 8412.4279
A6 —257655.64
A7 9.8750075 * 10°
fo 0.082295013
f1 0.31782706
fo —0.76423349
fa 12.391789
Jfa —203.83313
f5 3149.2212
fs —74077.151

Table 5.1: Numerically evaluated coefficients A; and f; for N, = 7 and Ny = 6 for the expansion
of the potential around the non trivial minimum, in the case N = 3/2.

0080

002 004

008 e

Figure 5.7: Plot of the polynomial expansion of f(p) around the non trivial minimum of the
potential for N=3/2.
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Conclusion

In this thesis I have studied the nonperturbative renormalization group techniques applied to the
physics of a scalar linear sigma model, a quantum field theory whith an internal O(N) symmetry. I
have considered both the case of a QFT defined on an D dimensional Euclidean flat spacetime and, in
three dimensions, the case of a general non minimal coupling to a gravitational field, which has been
treated as a QFT within the paradigm of the asymptotic safety.

In the flat spacetime case I have studied the model using an effective average action truncated at
the second order in the derivative expansion and I have analytically derived the flow equation for the
relevant quantities of the model. Then the special case of N — oo has been investigated in order to
obtain simplified equations which can be used to investigate the fixed point structure of the model. We
distinguish three different cases:

1. Wavefunction renormalization identically constant and vanishing anomalous dimension
2. Non constant wavefunction renormalization and vanishing anomalous dimension
3. Non constant wavefunction renormalization and nonvanishing anomalous dimension

The first case has already been studied in the literature, while the other two are investigated for the first
time. In the case of a vanishing anomalous dimension I was able to give evidence to the conjecture of
Morris and Turner [23], while the study of the most general case revealed numerically too hard to solve
so I had let it for future works, having discussed some of the analytical/numerical tools which should
be used to attack and solve the problem in general.

Regarding the case of the scale O(N) model in integration with the gravitational field, I have
considered a theory defined on a 3 dimensional space in which the gravity is treated as a QFT in the
paradigm of the asymptotic safety. Within a specific formulation of the background field theory of
gravity, gauge fixing choice as well as a particular coarse-graining scheme of renormalization, previously
used in the literature, the flow equations for the effective average action, and in particular for the two
“potentials” is the LPA truncation, have bee derived. I stress that with this approach one is able to
study the RG flow of a theory with an infinite number of couplings, since an infinite number of them is
necessary to descrive the functions u(p) and f(p) in any base of the functional space, where p = ¢p*¢® /2.
Then I looked for the fixed point to the model, deriving analytically two of them as a function of the
parameter N. One of this fixed point action is an Einstein-Hilbert action with a cosmological constant
and a “free” scalar theory, in the sense that it interacts with gravity only through the kinetic term, but
as soon as one deviates from the fixed point the RG flow towards the IR generates in the effective average
action several operators. Essentially they correspond, close to the fixed point, to the ones associated to
the relevant directions. The second scaling solution corresponds to a scalar O(N) model with also a non
minimal coupling to gravity with the operator of the form £pR. Considerations similar to the previous
case, when a bare action is located close to the fixed point and one studies the flow towards the IR, can
be made.
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Then I have written a numerical routine in order to find other non trivial fixed point. It is based on
a shooting method, that needs as input two parameters o1 and o5, that represents the initial values for
the first derivatives of u(p) and f(p), while u(p) and f(p) are found imposing the fixed point equations
to be satisfied.

Then the function p(o1,02) has been plotted, looking for its peak, corresponding to physically
acceptable global solutions.

The values of o and oy have then been found for N =1, N =3/2 and N = 2:

1. N =1, (01,03) ~ (—0.0585, 0.344);
2. N =3/2, (01,02) ~ (—0.0425,0.385);
3. N =2, (01,02) ~ (—0.0029,0.5260);

The full construction of the global solution is up to now not very accurate, having being match only to
local polynomial expansions but to asymtptotic expansions of global numerical solutions covering the
asymptotic region. Moreover pseudo spectral method, discussed in section 4 could reveal themselves to
be the best approach to solve globally such a kind of problems.

These solutions, having the first derivative of the potential in the origin «'(0) < 0, are in a broken
phase. They can be considered as a deformation of the Wilson-Fisher fixed point which in flat space are,
for example, for N = 1, associated to the Ising universality class, which is induced by the dynamical
gravitational interaction. Such a non trivial solution is not expected to survive in D = 4 as it is
already the case for a flat space-time. Similar results are being currently obtained in different number
of dimensions and in particular in D = 4 and may have interesting cosmological implications.

I have provided some first results for the scaling solutions, which should be completed by analysing
the general dependence in N, including that in the large N limit which can be probably carried on
analytically. Moreover the spectral analysis for the eigenperturbations of the linearized equations around
the fixed points is necessary to understand the dimension of the UV critical surface and the set of
operators which are relevant. This latter task requires in general a numerical approach. Of curse finally
one should also study the full global flow from the UV to the IR.

These results can be extended in several directions, and the approach should be repeated with other
coarse-graining schemes to verify the robustness against it.



Appendix A

Proper Vertices

In this appendix, I will derive the functional derivatives of I'y(¢) respect to the field ¢; up to the fourth
order. For the sake of convenience, I will work with the integrand of the effective action 7(¢), rather
than with the effective action itself. I will use the following notations:

where:
o V2(9) = 1 Z1(p)0F i0,u0
o W = 1Yi(p)0"pdup = §Yi(p)$:i0" ' 60,0

In this thesis I have considered small fluctuation of the fields around a constant backgroung configuration
so, at the end of the computation, the value of every observable will be calculated for constant fields.

¢'(x) = ¢' +5¢' (z)
and, analogously, in momentum space we have:
¢'(p) = ¢' +3¢' (p)

So the effective average action in momentum space can be expressed as a series expansion of power of
d¢;, the coefficients being the proper vertices:

L) =Th(E) + 0] 000 + et ] 000 s
FT4(9) 5T ()

50" (p1)d¢ (p2)59" (ps) 50" (p1)0¢” (p2)60" (p3)69' (p4)

8¢i(p1)d9;(p2)ddr(ps) * d¢i(p1)dd;(p2)ddr(p3)ddi(ps)

In order to obtain the expressions of I‘,(:') in momentum space, I need to calculate the Fourier
transformation of the related direct-space expression. I will define four tetramomentum vectors pi, ps,
p3 and py4, so the proper vertex in momentum space will be defined by the expressions:

1

2 2.7 2. Y
=(2) _ 4P JP JP [ d Uk(P) o Vi 0 Vi } —ip1y1 A—ip2y2
T (p1p2) / / y/ Y2 50 w1)000(y2) | 00a(y1)00(y2) | 00aly)Ody) | C ©

é é
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2.
=(3) _ D D D D 53Uk (p)
Ly (pl,pz,pg)—/d JC/d yl/d yz/d y3l5¢a(y1)5¢b(y2)5¢c(y3)+
63'7kZ 63713/ —ip1Y1 o—iP2Y2 L —iP3Y3
 0a(0)000(y2)00c () | Sbalun)0B ) Bews) | C ¢
3.

(4
T (p1, po, ps, pa) =

51UL(0)
= [ [aou [P [ aPu [ @y

N /e N L7
00a(Y1)006(y2)00c(Y3)Pa(ys) — 0ba(y1)ddn(y2)de(ys)Pa(ya)

‘| e—wlyl e—lp2y2 e—lplys e—Z;D4y4

In order to obtain the Fourier transforms it’s necessary to consider the integral representation of the
Dirac distribution:
1 )
d(x) = eh® qP g
= oo |

In the following calculations I will use the notations:

1. O with n arabic numeral — n'" functional derivative with respect to the field ¢.

2. OV, with N roman numeral — N** functional derivative with respect to p = %(ﬁ"’qbi

A.1 Derivatives of the potential Uy(p)

A.1.1 1T order derivative

I order derivative in direct space

dUk(p)
5¢a (yl)

= Ui(p)o"0(z — y1) (A1)

I order derivative in momentum space

D
/ (2771;’]13 U/.El)(Papl) = Uy (p)¢"d(p1) 2



A.1. DERIVATIVES OF THE POTENTIAL Uk (p)

A.1.2 1II order derivative

IT order derivative in direct space

62Uk (p)

560 (51)00(ya) Up(p)0°%6 (x — y1)d(y1 — y2) + UL (p)d(x — y1)d (2 — y2) @

IT order derivative in momentum space

del (2) / ab // a b
/(27T)DUk (p,p1,p2) = [Uk(P)5 + Ui/ (p)¢ ¢ sz

A.1.3 III order derivative

ITI order derivative in direct space

53Uk (p) _
0¢a(y1)00n(y2)dc(y3)

6(z — yl){ [6(z — y3)d(y1 — ¥2)6°¢°(y3) + 6(x — y2)d(y1 — y3)5*P° (y2) +

+3(z — y2)0(y2 — y)8"0 (y1) | U (p) + 6z — )6 (w — 12)6" (11)6" (42)8° () U} (o) }

ITI order derivative in momentum space

/ arP b1 U( )(p p1,p2,p3 [{5ab¢c+5ac¢b+§bc¢a}[] +¢a¢b¢cU/// <2p2>

(2m)P

A.1.4 1TV order derivative

IV order derivative in direct space

6* Ui (p) _
00a(y1)d0n(y2)d0c(y3)da(ya)

8z — y0){ 31 — 1200 — 13)8 (s — ya)8 "5V} (p) +

+ 6(y1 — ya)d(x — y2)d(yo — y3)3* 16" Uy,

+ 0z — y2)6(y1 — y3)d(y2 — ya)6*°6" U},
+6(y1 — y2)0(x — y3)8(z — y4) 0" ¢ (y3) 3% (ya
+0(x — y2)6 (2 — y3)3(y1 — ya)6* 8" (y2) 9 (y3
+0(z = y2)8(y1 — y3)d(x — ya)5"d" (y3) % (v
+ 6(z — y2)0(y2 — y3)6(x — y4)8" 0" (y1) " (ya

VA/‘\
S

S~—

E RN

N N

< = =
S

= 2 O

S~—
S
S
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+ 0@ — 12)8( — y)0 (2 — )"0 (1) (ws) U () +
+ 0w = 2)8( — ys) (s — )50 (51) 8 (1)UL () +
+ 3@ = y2)d(x — y2)(ys — ya)" (11)9" (y2)6° (v2) & () UL (o) }

IV order derivative in momentum space

dD
/ (QW]))ID Uk(34) (p7p17p27p3ap4) = { |:6(1b6(«'d + 5ad6bc + 6ac6bd:| Ul::/(p)+ (AS)

|:§ab¢c¢d 4 5ad¢b¢c 4 5ac¢b¢d + 6bc¢a¢d + 5bd¢a¢c + 5cd¢a¢b:| U;g/(p)—l—
4
+ ¢“¢b¢“’¢dUé’”(p)} 5 (Z pi>
i=1

A.2 Derivatives of v7

A.2.1 T order derivative

I order derivative in direct space

(5 VA Z/ a n
5¢:(]Z/1) = k<§>¢ 6(x — y1)0" $:0,0" + Z(p)0" ¢*0,6(x — y1) i 0 (A.9)

I order derivative in momentum space

rY =o (A.10)
A.2.2 1II order derivative
IT order derivative in direct space

5*yF

56a(y1)on(y2) |5 (A.11)
1

= L2055 ~ )31 — 1) 60,8 (2) + 5 2L (P)6( — )0 (e — 42)6" 60610, +

+Z1,(p) 9" 0" ¢S5 (x—y1) 0,6 (x—y2) + Z1(p) 50" 5 (y1 —y2) D6 (x—y1 )+ Z4 (p) 870, " O S (x—11 ) (x—12) =
= Z1(p)6™0,6(x — y1)0"3(y1 — o)

II order derivative in momentum space

2
F(Z2) = —Zk(p)éabplpgé (Zm) (A.12)

i=1
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A.2.3 1III order derivative

ITI order derivative in direct space

5yE

0da(y1)0¢n(y2)d0c(ys) |5 - (A.13)

0 (8(x — y2))d(z — y1)3(y1 — y3)3°°0, 0" (2) Z (p) +
+ 0 (5(x — y3)) 02 — y1)3(y1 — y2)3*°0,0°(x) Z4 (p) +
+ 0, (8(z — y1))8(x — y2)d(y3 — ¥2)8°°8, 0% (x) Z1,(p) +
+ 0, (6(x — 2)) 0 (6(x — y3))6(x — y1)8"0“ (11) Z1.(p) +
+ 0, (6(z — 1)) 0 (6(z — y3)) Sz — y2)8°°¢" (y2) Z1,(p) +
+ 0, (5(2 = 11)) 0, (3(x — y2)) 8 (x — y3)5™6° (y3) Z4(p) +
+ 8,(8(z — y3))0(2 — y1)8(x — y2)d™ (y1)¢" (y2)0u 0" (y3) Zi! (p) +
+ 9. (0(x —y2))(z — 91)d(x — y3)o™ (1) 08" (y2)6° (y3) Zi! (p) +

+ 0, (0(z — 1)) 8(x — y2)0(x — ¥3)9u 0" (y1)8" (y2)9° (y3) Z1! (p) +

3(x = y1)d(x — y2)d(y2 — y3)0" 9" (y1) 9,8 (2)0" ¢ (2) Z}! (p) +

N | =

+

| =

5(z —y1)6(x — y2)6(x — y3)6° 0" (y2) 0’ () 0" ¢ (x) Z () +

_|_

N =y

+ 50 = y1)d(yr — y2)0(x — y3)8°°6° (y3) 90" (2) 0" 6i(2) Z}! (p) +

#5000~ )0l )3l )" ()6 02)6 0510 (0 (2 p) | =
= 0, (0(x = y2)) 9 (6(z — y3))6(z — 41)8"0" (1) Z1(p) +
+ 04 (0(z — 1)) 0, (8(z — y3))8(x — y2)d°6" (y2) Z1.(p) +

+ 9, (6(z — 1)) 0 (8( — y2)) 8w — y3)3°6° (y3) Z3. ()

ITI order derivative in momentum space

Y = -7 ) [P1p26"" 8¢ + papsdd® + pap15°©e°]s (Zn) (A.14)
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A.2.4 IV order derivative
IV order derivative in direct space
7
60a(y1)00(y2)00c(y3)dda(ys) |5
O (8(x — 1)) 0, (8(z — y2))8(x — y3)3(y1 — ya)3*°6° Zy () +
+ 0*(8(z — 1)) 04 (0(z — y2))S(z — y3)0(x — ya)6°° " (y3) " (y4) Z (p) +
+ 0" (8(z = 1)) 0 (6(2 — y4)) 6 (y2 — y3)3(x — y2)6°*6" Z;.(p) +
+ 0 (8(x — 1)) 0 (6(x — ya))3(a — y2)8(x — y3)6°10" (y2) 0" (y3) Zi! (p) +
Y1)
(

- (A.15)

+ 0" (0(z — 1)) 0, (6(x — y3)) 6(x — y2)3(y2 — y4)5“°6" Z1.(p) +
+ 8“( T =1
+ 0" (0(z —y

)0 (8(x — y3))0(z — y2)d(x — ya)5“°6" (y2) 0" (ya) Zi. (p) +
1)
—l—a”(éa? Y1)

)

)6(x — y2)8(x — ya)d(y2 — y3)8"0u ¢ ()% (ya) Z (p) +
)8(z — y2)d(x — y3)8(y2 — ya)6"4 00" (2)d° (y3) Z}, (p) +
+ 0" (0(x — 1)) (2 — y2)(x — y3)d(ys — ya)0°10,0" (2)¢" (y2) Z (p) +
+ 0" (6(x — 11))(x — y2)8(x — y3)d(x — y4)6°D,u " ()" (y2) ¢ (y3) " () Z1' (p) +
+ 0" (8(z — y4))d(x — y1)8(z — y3)3(y2 — y1)6°0,u " ()" (y2) Z}! (p) +
+ 0 (0(x — ya))3(x — y1)d(x — y3)d(y2 — y1)0% 0,0 ()6 (y3) Zi; (p) +
+ 0 (6 —ya))8(x — y1)d(x — y2)8(ys — y1)8°° 00" ()0" (42) Z{ (p) +
+ 0" (0(z — ya)) 0 (& — y2)0(x — y2)8(ys — y2)8" D¢’ (2) 6" (1) Z¢ (p) +
+ 0" (6(x — y4))0(x — y1)8(x — y2)8(x — y3)Dud® ()" (y1) 0" (y2) 0" (y3) Z" (p) +
+0" (8(2 — y4)) 0 (6(z — y3)) (2 — 1) (y1 — y2)3*°6°* Z},(p) +
+ 0 (0(x — y3)) 0 (6(z — y4))6(x — y1)8(x — y2)8°6 (y1)" (y2) Zi (p)
+ 0" (6(x — y3))d(x — y1)8(x — ya)d(y1 — y2)6*" 6" (ya) 09" () Z}! (p)
+ 0" (6(x — y3))6(x — y1)(y1 — ya)d(x — y2)0°Y¢" (y2)0,8°(2) Z1, (p)
(z - (p)

4

xr —

) ()2},
y2) (%) Z},
+ 0" (6(z — y3))d(x — y1)0(y2 — ya)d(x — y2)8"¢* (y1)0, 9" () Z1! (p
+ 0" (6(x — y3))0(x — y1)8(x — y2)8(x — y4)Dud° ()" (1) " (y2) 8" () Z" (p) +
0" (6(x = 2)) 0 (8(z — ya))6(x — y1)d(ys — y1)6"46°° Z; (p) +
+ 0" (5(x — 2)) 0, (0(x — y4))6(x — y3)d(x — y1)0" ¢ (y3) o (1) Z1! (p) +
+0M (6(z — y2)) 0 (8(x — y3)) 6 (x — y1)d(ya — y1)6"6“* Z},(p) +
+ 0" (6(2 = 12)) 0, (6(2 — y3)) (2 — ya)d(x — y1)8" ¢ (ya) 6" (1) Z}! (p) +
+ 0" (0(x — y2))6(x — y1)(y1 — y3)6(x — ya)6*°¢ (ya) 0,8 (x) Zy! (p) +
+ 0" (5(z — 12)) (& — y1)6(x — y3) (2 — ya)3**¢° (y3) 0’ () Z1! (p) +
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+ 0" (8(x — y2))(z — y1)8(x — y3)3(y3 — y4)6°d (y1)0,¢8" (2) Z}! (p) +
+ 0" (8(x — 12))(x — y1)8(x — y3)8(x — y4) 00" ()" (1) (y3) 6% (a) Z1' (p) +

500 — 123 — )0 — 15)5(ys — 1a)0°50,6' (2)0"u(x) 24 ) +
+%5(y1 —y2)8(z — y1)0(x — y3)6(x — ya) 3P (y3) " (y4) D’ ()0" ¢ (x) 2y (p) +
50— 123 — 32)0(y — 1)5un — 1a)0" 640,61 (£)0" () Z{ ) +
580 = 28— 32)6( — 43)0(yn — )50, ()61 ()6 (12)6 () 21 () +
5000~ y)3(@ — 92)0(n — 15)5n — )0 T0,6' (2)0"u(x) Z{ () +
50— )8 — 12)6(n — 45)0( — )5 (2)0" 61(2) 0 (420 () 21 () +
58 = )3 — 1203 — 4s)3( — )80 (1) 0120 (12) () 21 () +
+%6(x —y1)6(z — y2)8(x — y3)d(y2 — y4)8"" 0’ ()" di ()" (1) (y3) Z1' (p) +
30— )8~ 32)6( — 43)0(ys — )50, (2)0" 9u(2)6" ()6 (o) 24 () +

%5(% —1)8(x — y2)8(x — y3)8(x — ya) 00’ ()0 §i (2)0 (y1)0" (y2) 8 (y3) 0 (ya) 22" (p) -

= 0" (8(z — y1)) 0 (3(x — y2))6(x — y3)d(y1 — y4)d*6°* Z},(p) +

+ 0 (0(x = 1)) 0 (6(x — y2))6(x — y3)8(x — ya)d* 6  (y3) " (ya) Z¢ (p) +
+ 0 (8(x = 1)) 0 (6(x — y4))6(y2 — y3)d(x — y2)6°16" Z},(p) +

+ 9 (8(x = 1)) 0 (6(x — y4))6(x — y2)8(x — y3)8" 8" (y2)0" (y3) Z¢ (p) +
+ 0" (0(z — 1)) 0, (6(x — y3)) 5(z — y2)8(y2 — y4)5“°6" Z;.(p) +

+ 0 (0(x — 1)) 0 (6(x — y3))(x — y2)8(x — ya)3*°0° (y2)8" (ya) Z (p) +

+0" (6(z — y4)) 0 (3(2 — y3))d(x — y1)d(y1 — y2)8*°6° Z3,(p) +
+ 0 (0(x = y3)) 0 (6(x — y4))6(x — y1)8(x — y2)8°07 (y1)" (y2) Z¢ (p) +
9" (0(x — y2)) 0 (6(x — y4))d(x — y1)8(yz — y1)6**6“ Z},(p) +
+ 9 (0(x = y2)) 0 (6(x — y4))6(x — y3)8(x — y1)8" 0" (y3) 8" (1) Z¢ (p) +
0" (8(x — y2)) 0, (8(2 = y3))6(x — y1)d(ya — y1)6*°6* Zi (p) +

+ 0" (0(x — 92)) 0 (8(x — y3))(x — ya)d(x — y1)8"°¢" (ya)&" (y1) Z{. (p)
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IV order derivative in momentum space

Iy = —{Z;Q(p) [5‘“’50%1 -2+ 0°46"py - pa 4 6°6"py - p3 4 %06 ps - pa + 615 pa - pa + 66 o ~p3] +

(A.16)

4
+Zi(p) [6‘“’¢°’¢dp1-p2+6“d¢b</>°‘p1-p4+6%b¢>dp1 P3+0°16° 8" p3-pat" G ¢ pa-pat6°$® $po -ps] }6 (Z m)
=1

A.3 Derivatives of

A.3.1 1T order derivative

I order derivative in direct space

e | _ Yi(p)o® Yi(p)

_ Iz 7 _ a a _ —
Souton] |, T 0@ —y)0"pdup+ =0 p[6(x — y1)0,0"(x) + ¢*(2)0,6(x — y1)] } 0
(A.17)
I order derivative in momentum space
) —o (A.18)
A.3.2 1I order derivative
II order derivative in direct space
527{
—_—m = A.].g
6a(y1)00s(y2) |5 (A.19)
1 ~ o~
7 (V)88 (= y1)o(y1 = y2) + 2pY{ () 9" 0"0(w — y1)8(x = 2)) 0" pOpp +
Y/ b
+ k(?(b §(x — yg)aup(&x — y1)0,0% + ¢*0,0(x — yl)) +
Y;
60 g (6 — )80 5 — o) + 876 — )0, — 12) +
Yi(p)

_|_

(0(z — y1) 0" ¢"(x) + ¢°0"5(x — 1)) (6(z — 12)0u 8" + ¢°0,8(x — y2)) =

¢p=cost

2

YO e g — )y — o)
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IT order derivative in momentum space

@ _ _Ye(p) a0 ~
ry’ = 5 @ P p1p20 sz (4.20)

i=1

A.3.3 1III order derivative

ITI order derivative in direct space

5y

56a(y1)00(y2)00e(ys) |5 (A.21)

¢

Yilp)

5 o+ (6(3@ — yg))é(x —y1)d(x — yg)éacaﬂqbb(a:) +

+ Yk2(p) 0" (8(x —y1))d(x — y3)d(x — y2)6"0ue’ (x) +

+ Ykg(p) 0" (6(z — y3)) 9 (8(x — y2))8(x — y1)d*¢"(x) +

YilP) gis (52 — 1)) 8, (5(a — y2))5( — y3)5° 6" (x) +

L

+ Ykg(p) 0" (8(x — y2))8(x — y1)d(x — y3)0*9, 9" (x) +

+ @&t (6(z —91))0(x — y2)d(x — y3)3*°0,6°(x) +

/

- YkQ(p) 8(x — y1)8(x — y2)d(x — y3)9" ¢ ()" (2) 8,0 () +

+ Y’%p) " (6(x —11))6(x — y2)d(x — y3) 9" ()" (y2) 0,0 (x) +

Yk2(,0) 0" (6(z — y3)) 9 (8(x — ya2))8(x — y3)0*¢° () +

+ YkT(p)a" (0(z = y3)) 0y ((2 — y1)) 6 (2 — 12)0"°°(x) +

_|_

+ B 00 50— 40)) 8 — 10)8(a — 11)0,0° ()6 (1) () +
+ Yk/2(p) o+ (5($ - yd))au (5(!E — ys))(S(m _ y2)¢a(m)¢b(y2)¢c(x) "

Ykz(p) Oz = y2)0" (3(x = y3))d(w — 11)0" 06" (2) +

+ 0D 30 (500 - 1)), (300 - 1) - 6%(0) +

+ Yl}(p) Oz = y1)0" (8(x = y2))d(w — y3)0" D" (z) +

+ Ykg(p) 0" (8(x — y2)) 0 (0(z — 1)) (x — y3)8"¢" () +
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/

+ kQ(p) 5(z — y1)8(z — y2)8(x — y3)0u 0" (2)0" 9" ()6 (y3) +

+ Y, (6w — )0 — y2)ola — )0 (2)07 " (2)0" ) +

+ Yk;(p) 9u(8(x — y2))8(z — y1)d(x — y3)0" " (2)" ()8 (y3) +

+ YIC/Q(p) O (5@ - yl))aﬂ (5($ - y2))5(:E — y3)¢“(x)¢b(x)¢c(y3) 4

+ @3,“06(3: = y1)0" (8(z — y2))8(z — y3)d® ¢ (ys) +
+ T3, (0 — o) 0% (50— ) — )80 () +

+

Yk/z(p) O0upd(w — y2)0" (8(z — 3))d(x — y1)6°°6" (y2) +

+

Ykl2(p) Oupd(w — y2)0" (8(x — 1)) 0(w — y3)0*°¢" (y2) +
Y (p)
2
+ Yk/;(p) 0upd(x — y2)8(x — y1)d(x — y3)0" ()" (y2) ¢ (y3) +

Yk{z(p) Dupd( — y2)0" (3(x — 1)) 3 (y2 — y3)8" 6" (x) +

+ Oupd(z —y2)0(z — y1)d(x — yg)ébca“(ba(x) +

+

+ @&pé(x — 42)0" (8(z — 1)) 8(x — y3) ™ ()¢ (y2) " (y3) +

+ @%M(m —y2)8(z — 11)0(y2 — y3)6°° 0" ¢ (x) +
Yilo)

+ 2L 0,8(@ — 0)0" (8@ = 10))8(1n — 1236 () +

1

L Y 0upd(x — y1)8(x — y3)d(x — y2)9" (y1)0" (y2) 0" ¢ (x) +

+ Yk/;(p) 6up6(37 - y1)8# (5(]} — y3)>5(x _ y2)¢a(y1)¢b(y2)¢c(x) n

!/

+ k2(p) 5(z —y1)d(z — y3)0" (5(x — y2)) " (y1) " (2) D 9” () +

+ B0 5 gyt — 4210 (510 — 1) 1), ) +

+ '“”Q(p) 3(x = y1)0, (8(x — y2)) 0" (3(x — y3)) ¢° (1) " ()" () +

+ Yk/g(p) Bupd(x — y1)0" (8(x — y3))6(x — y2)6" 0" (x) +

+ @&m(x — )" (8(x — y2))8(x — y3)0*¢% (z) +



A.3. DERIVATIVES OF 7Y,

/

N Yi(p) Dupd(z — y1)d(x — ya)d(x — y3)(5ac@#¢b(m) +

2
+ @aﬂpé(x —y1)0" (8(z — y2))8(y1 — y3)6°°¢" () +
+ @aﬂxx(m —51)8(z — y2)8(x — y3)#* (1) ¢ () (ys) +
N Yé’2 (0) 8 — y2)0 (5( — 12))6(a — )6 ()8 ()6 () +
+ Yk';fp) 0,up0*pd(z — y1)8(y1 — y2)8(x — y3)6* ¢ (ys) +
+ YD, o0 pia — )6 — )3l — )00 () +
n @@paupg(x — )8 — y2)8(y2 — y3)8"H" (1) +
+ 100 g,y i — )5 — 1) — )0 ()6 (02)6 ) -
Yi(p)

+ 0" (8(x — y3))0u (0(z — y3)) 8 (x — y2) " ()" (y2) ¢ () +

+ (0 — 12))9" (8(x — y3)) 8z — 92)6" (11)6" ()6 (x) |

ITI order derivative in momentum space

Ty (p1, p2,p3) =

91

(A.22)

Y, &
- {Yk(p) {p1p2¢65“b + pap3d™™ + p3p1¢b5“‘} 4 lo) {plm + p2ps +p3p1} ¢“¢b¢c} 5 (Z pi>
1=1

2



92 APPENDIX A. PROPER VERTICES

A.3.4 1TV order derivative

IV order derivative in direct space

6y
00 (y1)06° (y2)d9°(y3) I ya) | 5

- (A.23)

Yilp)

5 " (6(x — y4)) 9, (8(z — y2))d(z — y1)d(z — y3)8°°6° +

+ Yk2(P) 0" (5(x — y3)) 0 (5(x — 12))8( — y1)8(x — ya) 56 +

+ Yk2(p) O (8(z — y4)) 0 (6(z — y1))d(x — y3)d(x — yo2)5°06° +

+ ) ——Z 0 (6(z — y3))0u(6(z — y1))6(z — ya)d(z — Y2)0%05°t +

M

+ Y8 g (30— )0 — 10)6w — )8l — 1208 ()6 (2)o +

2
Yk/2(p) O (6(x — ya))6(x — y3)0u (6(z — y1)) 6 (x — y2)d* (2) B (y2)5° +

ch,?(p) " (8(x —y3))0(x — ya)9u (5(x — 1)) (2 — y2) ™ ()" (y2)5°* +

+ YkT(p)au (5(1' - y4))a,u (5($ - yg))5($ —y2)d(x — yl)aad(;bc 4

Yk2(p) O (8(z — 1)) 04 (6(x — y3))d(z — y2)d(z — y4)0295be +

Yi(p)
2

+ " (8(x — y2)) 0 (6(z — ya)) 6(x — y1)d(x — y3)6°%6> +

+ Yk2(,0) 9 (5(x — 1)) 0, (6(x — 12)) 8 — 3)8(x — ya) 89167 +

+ @5“ (6(z = y4))8(x — y3)d(x — y1)d(x — y2)9,u 0" ()¢ (y3)5°" +

+ Yk’2(,0) " (0(x — y1))0(w — y3)d(x — ya)d(x — y2) 08" ()6 (y3)6°" +

4 T (50— ) — 1), (00— 2))8( — 1) ()6 ()57 +
R (p) L0 (6(x — 1)) 0(x — ya)0u (5(2 — y2)) (2 — y3)d" (2)° (y3)5°? +

+ Yk2(p)8 (5(1' - y3))6(l‘ — y1)8u (5(3; — y4))5($ _ y2)5ac6bd n

- YkZ(P) " (8(x —y1))d(x — y3), (3(x — ya))d(x — y2)8%¢6* +
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+ Yk2(,0) 0"(8(x — y3))3(x — y1), (6(x — 12)) 3w — ya) 696" +

+ Ykz(P) O (5(x —y1))0(x — y3)0, (6(x — y2))d(x — ya)2°8"¢ +

T Yk(P) G- (5@; — y3))5(3: —y1)0(x — ya)o(x — y2)au¢b($)¢d(y4)5ac +

) o (5 — 2))3(z — 3)5(x — ya)5(@ — 1) (@) (2)5° +

2(p) o ((5(1‘ — y3))(5($ —y1)0, (5(13 - y2))6(x — y2) " (2)p%(y4) 5" +

YEO) g1 (5 — 10)) 80 — )0 (50 — 1)) 3 — )0 (@) (9a)6% +

T

- Y’“/Q(p) 0" (6(x — y2))8(z — y3)d(z — y1)8(x — ya) Do ()9 (y3)6*" +

YE@) s (5(a - )3 — 15)00 (60 — 1)) (2 — 1) () ()6 +

™ 2
+ @3”(5@ — 1)) 8(z — y3)d(x — y2)6(x — y4)9,0" ()¢ (y3)5*" +
+ XD i (502 - 1)) — 1) (30 — 1) — y2) 6 (y) (@) +

+ @5”(5(37 —y3))8(z — y1)8(x — y2)6(x — y4)9,0" ()" (y2)5°° +

+ M@” (0(z = ya))d(z — y1)0 (3(x — y3)) 6 (2 — y2) 8" (y2) 9™ ()% +

Yip)

(z — ya)6(z — y3) 0 (6(z — 11)) (2 — y2)8" (y2) 9" ¢ ()5 +

+ T 0 (50— y0)) 50— 15103 (000 — )6 — )6 () 6()5° +

+ Yk/Q(p) 0(x — y4)0(y2 — y3)d(x — y1)d(x — yz)aﬂ¢a(x)8“¢d(x)5bc +

+ @aﬂ (6('73 - y4))5(y2 - y3)5(33 — yl)é(x — y2)6u¢a(x)¢d(x)5bc +

Y/I

+ kQ(p) (2 — ya)d(y2 — y3)8(x — y1)d(x — y2)0,u 9" (x)0" ¢ (2) " (y2)6° (y3) +

+ T g 5 1)) 30— )30 — )6 — 92)05° (2) 6 ()0 ()6 ) +

+ @5@ —y1)6(y2 — y3)0, (0(z — y1))0(z — y2) % (2) 0 % (2) 5% +

+ TP 50— 1)) 000 — 99, (500 — 3030 — )6 ()6 (2)0" +

Yy (p) 5(

5 0@ = ya)8(w = y3)0u (0(2 — y1)) 8w — y2)¢" ()0 6" (2)¢" (2) & () +

+
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Yi'(0) gu

T

(6(x — ya))d(z — y3)9, (8(z — 11))0(x — y2) " (2) ™ (2) 9" (y2) $°(y3) +

+ kg(p)é(x —y3)0(z — y2)0, (8(x — y2)) 6 (& — y1)d*° "¢ (x)$% (ya) +

Y (p)

T

3(z — y3)8(z — y4)9u (8(x — 2)) 8w — 41)6°° 0" ¢°(2) 6" (ya) +

1

+50" (32 = y3)) 9 (8 — 2))8 (2 — 1)z — Y)0? ¢ ()6 (ya) Yy (p)+

1

+50(r = y3)0u (0(w = 91))8(w — y2)8(w — ya) 0" 0" ¢ (2) ¢ (ya) Vi (p)+

50 (5 — 5)) 0 (5 — 1) — 123 — )06 (2) 0" (0a) i ()
500 = )0 (0 — 12)) 3 — 12)5(x — )06 ()0 (2) V() +
50 (5 — 5)) 0 (5 — 1)z — y2)3(x — y2)0"6° ()6 (12) ¥ (o) +
300~ )0 (3 — 30)) 3 — 1250 — )09 ()6 (92) Vi () +
%8“ (0(x — y3)) 0 (6( — y1))(x — y2)8(x — ya)5“*¢°(2)0" (y2) Y (p)+
38 = y)de — 30)6(e — 12)0(y2 — )80 ()06 (2) ¥ )+
450 (0 = 15)) 3o — y0)8w — 120302 — ya)30° (2)0,0° (0) Y (p)+
500 = )8 — g0)6( — 12)0( — )09 (42) 6 ()6 (£) 6" (VY () +
%8# (0(z — y3))8(x — y1)d(x — y2)0(x — ya)d" (y2) % (ya) H° ()0, 8* (x) Vi (p)+
4300 — )0 (3 — 30)) 3 — 125z — )36 (2)9" (2) V() +
45000 = 30)) (0 — )3 — 12)8(o — 40)6" (4206 (90)6° (210,07 () V{ () +
50 (5 — 5)) 0 (5 — 1)z — y2)3(u — )06 ()" (2) ¥ (o)

Y (p)
k2 5(

+ z—y3)0" (6(z — 1)) 0(x — y2)d(x — ya) 9" ()0,0° (2) 0" (y2) " (ya) +

Yi'(p)

+ 5 0u(0(z = $2)) 0" (32 — 1)) 37 = 2)8(w — ya)¢" (2)6° ()0 (y2)8" (ya) +

/

+ #5@ — 910" (6(x — y3))6(z — y2)6(x — ¥4) 00" (x) % (ya) 6" +

YJCIQ(p) 6H (5(I — y3))6“ (5(:17 — yl))5(1‘ —y2)6(x — y4)¢a(1‘)¢)d(y4)5bc i

Yi(p
2

)5(:,; —y1)0" (6(x — y2))6(z — y3)8(x — y4) 00" (x) % (ya)0"° +
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4 T (50— ) 0% (3 — )3 — )0 — )0 () ()0 +

V0D 50— y0) (3 — 30)) 82 — ) — 1) 0,0 (2) 0 00" +

YD 5, 6 — 00)0% (30 - 148l — )8 — 92)6" (@)0"(9)s™ +

8(x —y1)0" (5(x — y2))d(x — y3)3(x — ya)0u ™ ()" (y3)8* +

2) 0 (8(z — 1)) 0" (8(x — y2))0(z — y3)d(x — ya) ™ (2)¢° (y3)0"" +

i % (p) 8(x — y1)d(x — y2)0(z — y3)0(y3 — ya)0ud® ()0 ¢ (2)5°¢ +

Yk/z(p) 0 (0(x —y1))8(x — y2)d (2 — y3)8(ys — ya) " ()04 ¢ ()5 +

Yy (p) 5(

+

+ z—y1)d(x — y2)d(x — y3)d(x — y4)0,90" (2)0" ¢ (€)% (y3) 9™ () +

2
+ Y’“/;p ) 0, (0(x — y1)d(z — y2)(x — y3)d(x — ya) ¢ (2)9" d" (2)¢°(y3) 6% (ya) +

= 0u(0(z — y2))0(z — y1)d(@ — y3)8(ys — ya)¢® (x)0" " (x)d° +

), (8 — 12))0" (5(a — 92))5( — y3)3(ys — ya) (@) ()6° +

4 2 5, (5~ 92)) e — ) — )3 — ) ()0 ()6 (1) () +

+ T2, (3 2)) 0% (00— )0 — )0 — ) ()6 ()6 )0 ) +

Yklz(P) Ou(6(z —y2))0(z — y1)6(x — y3)d(ys — ya) M posabsed 4

_|_

Y/
+ #8# (J(x - yl))é(m —y2)d(x — y3)8(y3 — y4)aup5ab50d I
1
Yk2(P) 9,

+ Y’“I/Z(P) Iy (5(x = y1))5(x — y2)3(z — y3)8(x — ya )" pd®P < (y3) % (ya) +

+

(6(z — y2))d(x — y1)d(z — y3)8(x — ya) " 5™ ¢ (y3) % (ya) +

* @aﬂ (0(z — ya))8(z — y1)8(x — y2)6(y2 — y3) 0" pd*6" +

+ @aﬂ (8(z — 11))8(z — ya)d(x — y2)8(yo — y3) " pd@ds®e +
+ Yk’;(p) 9, (5(x — 12))8(x — y2)8(x — y3)5(x — y1)9" p546" (yo) 67 (ys) +
+ @5&!(6@ — 1)) 8@ — y2)8(x — y3)O(w — y4)" p3® P (o) (y3) +
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+ @%((m — 8))3(x = y1)(w — y2)3(y2 — ya)0* p5* 5" +
+ TPy, (50— 2))6(0 — )3(e — )60 — p)0¥ 0% 4
+ Ykﬂg(p) 0u(0(x = y3))0(x — y2)0(w — y1)8(w — ya)0" p6“d" (y2) ¢ (va) +
+ XDy, (50— 0))0(e — 12)o( — )5l — )0 p*°6 (02) () +
N Yk”? (0) 52 — )3 — y2)0(ys — )0z — )9 38,6 ()6 (ya) +
+ @fh (6(z —91))0(2 — y2)d(y2 — y3)d (2 — ya)9" p6*°¢* ()¢ (ya) +
+ @5(37 —y1)0(x — y2)8(z — y3)8(y2 — ya)0" p5" 10,67 ()6 (y3) +
+ Ykﬂg(p) 0u(0(x = 1))8(x — y2)d(x — y3)d(yo — ya) 0 p8™' " (2)6" (y3) +
L W) 5(z — y1)0(x — y2)8(z — y3)d(ys — ya) 0" p5°?0,0" ()" (y2) +
+ YD g, (50— )0 — 12)0x — )35 — ) p6" ()00 () +
+ Yé;(p) 0upd(x — y2)d(x — y1)8(x — y3)d(x — ya)0" ¢ ()" (y2)9° (y3) ¢ (ya) +
N waup(;(m — 12)0" (8(z — 1)) 3(x — y)8(x — ya) o™ ()¢ ()¢ (y3) () +

4

+ XD, 05001 — 1) — 12)8( — )3l - 1)) ()™ +

1

N YkQ(p) 0upd(x — y2)d(x — y1)d(x — y3)d(x — ya)9" ¢ ()¢ (y2)0°° +

"

+ Y (p) Dupd(z — y2)d(x — y1)8(x — y3)d(x — ya) 0" % (2) 6 (y1) o (y2) ¢ (y3) +

2
4 Yk/;(ﬂ) au/"s(yl —y2)8(z — y1)d(z — y3)O0* (5(33 _ y4))¢d(x)5ab¢C(y3) n
. Yk’;(/)) 0upd(x — y2)0(z — y1)d(x — y3)O* (5(x _ y4))¢d(x)5ac¢b(y2) I

YD 50— )i — )il ) — )0 (£)0,0 (216 +

Y//

+ #5@ — 2)0(x — y1)0(x — y3)0(z — ya)o" (Y1) ¢ (y2) 0" ¢ (2) 90" (x) +

Yi(

)50 )5 — )6 — )00 (50— 90) 90 ()6 ()0 +

Yi'(o) 5
2

+

+ x = y2)0(x — y1)8(x — ¥3)0,u (6( — ya)) 6 (1) 8" (y2) 9" 9" (2) 6% () +
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+ Yk’2(p) 5(z — y2)8(z — y1)0" (6(x — y3))6(z — ya)9° ()0, 0" ()6 +

+ Yk[;(p) §(x —y2)6(z — y1)0" (5(55 - ys))5(m - y4)¢C(x)au¢d(x)¢a(y1)¢b(y2) 4

Y, (p)é(

z —y2)d(x — y1)0" (6(z — y3)) 9, (6(x — ya) ) ¢°(x) " ()5 +

- k2(p) 3z —y2)8(x — y1)0" (3(x — y3)) 9 (8(w — y4)) 9™ (y1)¢" (y2)9° ()¢ () +

+ @aﬂpé(yl —y2)0(x — y1)d(x — y3)0u (5(53 _ y4))6”b66d n

* @3“05@1 —2)3(x — y1)8(x — y3) 0y (3(x — ya)) 6% (y1)" (y2)6°* +

—+ @8/&05@/1 —y2)0(z — y1)8(x — y4)0p (6(z — ys))éabécd n

+ @(%pa(x —42)0(z — y1)d(z — ya)9u (8 — 3)) ¢ (y1)0" (y2)8° +

+ @5%5(91 —y2)0(x — y1)d(x — ya)d(x — y3)3u¢c($)¢d(y4)5ab +

- wmpa@l —42)d(z = y1)8(x — ya)9 (8(x — y3)) ¢ ()™ (ya)0*" +

+ Y g1 i — )l — 10)(on — )0l — )00 (@) (020" +

+ %8%@: — 42)0(x — y1)8(y1 — ya) 0 (5(x — y3)) 9°(2) 6" (32) 5 +

- wa"pﬂx —y2)8(z — y1)6(y2 — ya)d(z — y3)0,0°(2)0" (y1)6*" +

+ @3“05@: —y2)8(x — y1)8(y2 — y4)9y (6(x — y3))¢c($)¢a(91)5bd +

+ wa’%(ﬂc —y2)6(x — y1)6(x — y4)0,u (3(x — y3)) 8% (2) 0 ()" (y2) 6% (ya) +

+ Yk/;(p) " pd(x — y2)d(x — y1)0(x — ya)d(x — y3)d* (2) 90" (2)d° (y2) 9 (ya) +

Yy (p) 5(

x — 12)0(x — y1)0, (5(x — y4))0(x — y3)0u 0" ()" (31)6" +

Yk/2(/0)5(95 —ya)0(x — y1)0, (5(37 — y2))6(3; — 93)8M¢c($)¢a(y1)5bd i

/

+ #5@ —42)0(x —y1)0, (5(55 - y4))3u (5($ — yg))géc(x)(j)“(yl)&bd +

2p)5(93 —y2)8(z — y1)0, (6(x — ¥2)) 0 (8(x — y3)) $°(2) ™ (y1)6" +

+ Yklz(p)é(x —yq)0(x — yl)((;"u (5(1’ — yg))5($ _ y2)8#¢d(z)¢a(yl)5bc +
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+ Mé(x —y2)0(x — y1)0u (5(33 - ?J4))6u (5(33 - y3))¢d(x)¢a(y1)5bc +

2
+ Y,;2(p) 0(z = ya)8(z — y1)9u (0(x — y2))8(x — y3)9u 0™ ()" (y1)6"° +
MR rAU)F TR y1)0u (6(2 — y4)) 0, (8(x — y2)) 6% ()" (y1)8"° +

+ kg(p) 8(x = ya)d(z — y1)6(z — y2)8(x — y3)9u 0% ()9, 0" ()5 +

Y//

+ #5(3? —y1)0(x — y1)8(x — y2)8(z — y3)0,0* (2)0, 0" (2) o™ (1) " (y3) +

+ @5(1’ — y2)8(x — y1) 0, (6(x — 12))8(x — y3) B (2) ¢ ()5° +

Y (p)

T

5(z — ya)d(x — y1)0u (5(x — y2))6(x — ¥3)9, 0" ()" ()" (1) (y3) +

Yelo) 50z — yo)6(a — Y1)0, (6( — ya))0(z — y3)9u0" ()% ()6 +

9
Yy (p)
9

+

+ 5(x — y2)0(x — y1)0,u (6(z — ya)) 6 (x — y3) 0’ (2)0 ()0 (y1) 9 (y3) +

Yk;(p) O (6(55 - 2/2))5(1” —y1)0, (5(:c — y4))5(:z _ y3)¢b(x)¢d(x)5ac i

0 (8(z — y2))8(z — y1) 0, (3(z — y4))8(z — y3)¢" ()¢ ()" (y1) 6" (ys) +

_|_

vy (p)
2

+

+ @5($ - y2)5(1' — yl)au (5(56 — y4))5(x _ y3)6ﬂ¢b($)¢a(y1)56d i
Yi(p)
2
Y}c/2(p) 5(33 - Z/2)5(9€ - y1)3u (5(56 — y3))5(x — y4)6u¢b(x)¢a(y1)5cd +

@%(5(% —y2))0(z — y1)9, (0(z — y3))d(x — ya)@° (z)$* (y1)5°* +

. Yy (p) 5(z — y2)0(x — y1)8(z — y3)0(y1 — ya)0,u (), 6 ()6 +

Yk/z(p) 9u(0(z — y2))8(z — y1)0(x — y3)6 (Y1 — ya)d" ()0, % ()5 +

0 (6(z — 12))6(x — y1) 0y (8(2 — ya)) (2 — y3) " ()" (1)6°¢ +

+

Y//

4 T 0 )60 — )00 — )0 — 92100 @06 ()6 ()6 () +

+ Y005, (5 ) — 1018 — 15)8an — 90)6 (@), (@)0 ()6 () +

!

+ YD 0 )5t — 900,80 - 1)) 301 — 10)0,0" ()6 )3 +

i)

+ =57 0u(0(x = 92))0(z — 91)9, (8(x — y3))d(y1 — ya)d" ()¢ (y3)0"" +
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T Yk/;(p) O = y2)8(x = Y1), (3(x — ¥3))8(y1 — ya)0ud” (2)6° () 9" (119" () +

Yk”2(p) 0 (8(z — y2))8(x — 1)y (8(x — y3)) (2 — ya) " ()9 (y3) " (1) 9" (ya) +

Yilp)
2

+

+ " pd(x — y2)d(x — y1)9, (0(z — ya)) S (y1 — y3)5°°6" +

+ @8’%5(‘% - y4)5(1' — yl)c’)u (5(1’ — y2))5(y1 - y3)6“65bd I

Y/I( )

+ 0 pd (x — y2)d(x — y1) 0, (6(x — y4))(x — ya)d® (y1) ¢ ()" +

4 YE W g1 — )50 1) 040 — 2)) 8z — ) (1) (45" +
+ Y/( Yilo) o0 pi( — y2)6( — 30)0) (0(x — y3))d(z — y2)6°5" +

+ #3%5(9& — ya)8(x — y1)9, (6(x — y3))d(x — Y2)9" (1) (4)8" +

+ Maupg(yl —a)8(z — y1)0u (8(x — y2))0(z — y3)6°?6™ +

+ YkN( )8ﬂp5( y0)d(@ — y1)9, (8(x — y2))d(z — y3)* (y1) 6 (y4)0™ +

YII( )
2

+ K208 p6 (2 — ya)d(z — y1)6(x — y2)8(x — y3) 00" ()% (y4) 6! +

- YNQ( )8#,05(56 —ya)d(z — y1)8(z — y2)d(x — y3)9, 0" (2)$° (y3)6° +

+ T2 30— 1) — 200, (5 — 2)) 80 — 1) ()0 () +
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Yi"(p)
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+ X 0, 05000 — ) — ) — ) (n — )66 +
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0" p0,upd(z — ya)d(x — y1)0(x — y2)6 (Y2 — y3)0" (1) 9" (y4)8" +
0" p0upd(y2 — ya)d(x — y1)8(x — y2)6(x — y3)d* (Y1) (y3) 8" +

0" p0,upd(ys — ya)d(z — y1)8(x — y2)8(x — y3)d*(y1) " (y2)0° +

0upd" pd(x — y1)d(x — y2)d(x — y3)d(x — ya) o (y1) " (y2) 6% (y3) 9% (y1)

7'0)8“ (5(30 — y4))3u (5(:E — yg))d(x —y1)d(z — y3)6%°5°¢ +

+ Yk2(P) " (8(z — y3)) 0, (8(x — y2))3(x — y1)3(x — y4)3*P6° +

Y3

+

Yi

+

2(p) o+ (5(w — y4))(’9# (5(x — yl))é(x — y3)0(z — y2)0%06°? +

2(/)) O (6(x — y3))0u(6(x — 11))d(z — ya)d(z — Y2)0?06°t +

+ @5“ (0(x — ya))6(z — y3)0, (6(z — y1)) (z — y2)9" (2)9" (y2)5°" +

+

2

Yi(p)

Yi

Yi(p)

Y (p) i

Yi(p)

(0(z = 3))0(x — y4)0,u (5(z — y1))d(x — y2)d* (2)B" (y2)°* +

o (5(33 - y4))3“ (5(x — yg))5(x —y2)0(z — y1)62%5%¢ +

) " (6(x — 1)) 0 (6(z — y3))d(z — yo)d(z — ya)d°%6% +
M (8(x — 42)) 0 (6(z — ya))6(z — y1)d(z — y3)de46% +

5 o ((5(:13 - yl))au (5(93 - yg))é(x —y3)d(x — y4)6ad5bc +

+ Ta“ (6(z — ya))6(z — y1) 0, (6(x — 12)) 0 (2 — y3)d" ()8 (y3)5" +

+

2

Y3

+

YE0) g (50 — 1)) 3 — )00 (50 — 12))8( — ) ()< ()6 +

Yi(p)

" (6(x —y3))6(x — y1)0, (6(x — ya)) Sz — y2)5°°6" +

2('0) o+ (5(w — yl))d(x —y3)0, (5(m — y4))6(x — yp)dacsbd 4

Yi(p)

+

+

5 " (6(x —y3))6(x — y1)0, (6(x — y2)) 6z — ya)5°°6™ +

Ye(p) g1 (5(z — 11))8(x — y3), (5(w — 12))8( — yg) 62504 +

2

¢
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" (0(x — y3))0(x — 1) 0 (6(z — y2)) 0(x — ya) 0" ()% (ya)5*° +

" (8(x —y1))0(x — y3)0, (5(x — y2)) (2 — ya) 8" ()" (ya)6* +

" (0(x — ya))0(x — y3) 0, (8(z — y2)) 0 (x — y1)9°(y3) ™ ()" +

5 0" (0 = 94))(z — y3)0u (8(x — 11)) 3 — y2)8° (y3) " (2)0°" +

Yk/z(p) 0" (8(z — y4))8(z — y1)8, (8(z — y3))8(z — )¢ (y2) ™ (x)0°° +

+ @3“(5@ = y4))8(z = ¥3)0, (8(x — 1)) 8(z — 2)¢" (y2) 9" ()8 +

+

1

+ Lz(p) " (6(z — ya))6(z — y3)0, (6(z — y1))d(z — y2)d*(x) " (2) 8 (y2) ¢ (y3) +

4 Y 50— )0 — 1) (80— 30) — 420 ) (@) +

+%3“ (6(x = 3))0u (6(z — 12))0(w — y1)d(x — ya)6°"¢° ()¢ (ya) Y, (p) +

50 (60— 13))2, (3 — 1)) 8 — 123 — )36 (20" (wa) Vi (o) +

50400~ 45)) (3 — 10)) 3 — 12)5( — )9 ()6 (02) Vi (o) +

—1%8“ (6(x —y3))0u (0(z — 11))0(x — y2)d(z — ya)3°¢°(2) " (y2) Y{ (p)+

50 (5 — 5)) 0 (5 — 1)z — 1252 — 1a)0"6° (2) 0" (1) Vi ()

+ Ykl;(p) O (5($ - yg))ﬁ“ (5@ - yl))(5(x —y2)d(x — y4)¢>“(m)¢c(x)¢b(y2)¢d(y4) +
+ @@L (8(z — y3)) 0" (6(x — y1))d(x — y2)d (2 — ya )™ ()% (ya) 8> +

+ @% (6(z — y2)) 0" (6(x — 11))d(x — y3)d(x — ya) o™ ()" (ya)6" +
* Y'“/ép) 0u(6(x = 41))0" (8(z — ya))6(z — y3)(x — y2)¢" (2)¢" (y3)6™" +
* Y'“/ép) 0 (8(a — 1)) (8 = 2)) (2 — y3)3(x — ya)d* ()6 (y3)8"* +
M Yk’g(p) 0 (8(x = 2)) 0" (5(x = 1)) — y3)d(ys — ya)¢" ()0™ (2)5°! +
* Y'“”z(p) D (8 = 2)) 9" (5(x — 1)) (@ — y8)d(w — ya)o* (2)6" (2)6° (y3)9" (ya) +
* @5@ —12)d(z — y1)0" (8(x — 3)) 0y (6(x — a)) ¢ () ()5 +
4 YD 50— ) — 30)0 (80 — 1) (60 — 90) (416" (1) ()" () +
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Yi(p)

5(z — y2)8(x — y1)0 (6(x — y4)) 9 (6(x — y3)) 9 ()" (31)0" +
% (p)
2
(

0w = y3)o(w = 1) 0 (0(x — 14)) 0 (5(x — 12)) 8 (2) 6" (31)6" +

~

8(z = y2)(z = y1)0u (8(x — 94)) 9 (6(z — y13)) 6" ()" (y1)8" +

5 0 (6(z — 12))6(x — y1) 0y (8(2 — y3)) (2 — ya) " ()" (1)6° +

+ Y8 5, 60— 1) — 1200 (80— 13)5n — )6 (@) ()™ +

+ Y’“/;(p) 9u(0(z — y2))8(z — y1)0, (8(z — y3))6(x — ya) @’ (2)9° (y3)* (y1) % (ya) +

+ Y’é;(p) 5z — y3)d(z — y1)0" (8(z — y2)) 0 (8(z — ya)) 6% (y3) 6% ()6 (y1)H° ()

IV order derivative in momentum space

F§§4)(p17p27p37p4) = (A24)

Y;
_ _{ k2(p) [pg 'p4((5ab60d + 5ad6bc) + po -p3(6ab66d 4 5ac5bd)+

1 - pa(0°06°T 4 6°98%) + py - pr(6°°6°T + 667 )+
+p2 - p1(8998° +89¢6°) + py - pa(6°76" + 5“0(5bd)} +

Yy (p)

M

(1 pal6670° + 62670 + P95 + 6761 + 995"+
+p3 - pr(P°dT6 + P05 + ¢80 + ¢ P54 ¢ pdaPe) +
+p1 - p2(0°9107 + ¢4 + ¢0 ¢ 5% + ¢P ¢85 + ¢ 6!+
+p2 - pa(@°B10° + ¢76°0° + ¢1975% + 7¢10% + ¢°¢"6°)+
+p3 - pa(@°PpT6™ + P28 4 P26 + PP + ¢ p?H)+
+p2 - p3 (T8 + P 326% + 2?5t + P 5o + ¢ e6™) }-ﬁ-

v 4
+ kQ(p) P1 P2+ P2-P3+P3-Pat+Ps-pL+PLep3t+pacp2 ¢a¢b¢c¢d}5 <Zlh>




Appendix B

Proper vertices in momentum space

Thanks to the results obtained in Appendix A, we finally have all the elements we need to define
the 2-points, the 3-points and the 4-points proper vertices in momentum space.

B.1 2-point proper vertex

Putting togheter equations (A.4)), (A.12) and (A.20) we obtain F,(f), the inverse of the exact propa-

gator:

(52F (¢) /! a 1 a Y (p) a " 2
Wk&bb(pg) = {[Uk(p)é "+ UL (p)o ¢b} - [’“Tqb ¢" + Z1,(p)d b}p1p2}5 <§p> (B.1)

B.2 3-point proper vertex

Putting togheter equations (A.6), (A.14) and (A.22)) we obtain the three points proper vertex:

5T (¢)
8¢ (p1)09°(p2)dde(ps)

- (B.2)

{ (6209 + 826" + 676" YUY () + 66" 6°UF (p)| — Zi(p) |1 - p20""6" + pa - pod™ 6" + ps - p16°6"| -

/

3
Y,
~Yi(p) {pl a6l + py - p3d©8Pe + ps -p1<f>b5w} _Yl) {pl “pa+pa-p3+ps ~p1} ¢”¢b¢c}5 ( > pi>
=1

2

B.3 4-point proper vertex

Finally, putting togheter equations (A.8)), (A.16) and (A.24) we obtain the three points proper

vertex:

54T (o)
3¢ (p1)09°(p2)ddc(p3)dp?(pa)

6ab¢c¢d 4 6ad¢b¢c 4 6ac¢b¢d + 5bc¢a¢d + 6bd¢a¢c + 6cd¢a¢b:| U,:,H<p)+

_ |:5ab6cd T 6ad5bc + 5ac(5bd:| U;;/(P) + ¢a¢b¢c¢dUIg//(p) (B3)
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_{lec(p) [5ab50dp1 “pa + 5ad5bcp1 - Da + 6acabdp1 -3 + 5ab5cdp3 - Da + 5bd5acp2 - Da + 6b05adp2 X p3} +

+Zy (p) [5ab¢c¢dp1 P2+ 000Gy - pa+ 8PP py - ps + 6P ps - pa + 8PP P o - pa + 5P P po 'p3] +

Yi(p)
2

+p1 ~p3((5ab(50d + aad(sbc) + s -pl(éab(SCd + 6ac5bd>+

* {pQ - pa(0°°6°! + 6996") + py - p3 (8706 + 66" )+

+p2 - p1(8798° +89°6°) + py - pa(6°76"° + 5“06bd)} +
Yi(p)

* k/z (1 pa(@°6"0°0 + 679060 4 P95 + g 0™ + 975"+
+ps - pL(E G0 + 6766 + 679" + 9766 + ¢ 5"+
+p1 - pa(9°970 + 979" + 67967 + ¢P9107C + ¢ g™+
+p2 - pa(¢9T6° + @069 + 6976% 4 ¢° 9769 + ¢ p6°T)+
+p3-p (¢C¢d5ab + ¢C¢a5bd + ¢d¢a5bc + ¢b¢d§ac + ¢c¢d5ab)+

_|_p2 p3(¢ ¢d6ab+¢b¢d5ac+¢b¢a5cd+¢b¢ 5ad+¢a¢¢:5db +

4
Y,
+ k2 P1 P2+ P2P3+P3-Pat+Ps-pL+PLep3t+Ppacp2 ¢a¢b¢c¢d}5 <sz>



Appendix C

Threshold functions

In this appendix I will define the objects known in the literature as threshold functions, which will
allow us to express in a more compact and elegant way the flow equations for the relevant observable of

the O(N) model, Uk(p), Zr(p) and Yi(p).
For our model three different types of threshold functions are defined:

1.
D _ a3 %71 m n
Lo == [ wd, [vF 0 )" )]
2. -
M2, == [ aud, [1# 6L )20 )" )]
3. . _
Mo == [ a8, [v% 6} )0 0)" (01 ()]
4. -
NEu= [ ad, [y o e )" )]
5. b -
Now= [ ad, [ df oy )20 )]
6.
= o M+ T (M + NDJ) - G NEe
7.

SNda _ N — 2MD+2a D+

2m
n,m 2D n+1l,m + 6( n,m+1 + n,m+1 D

~ 200 ~
D42« D42a—2
NDr2e) - SN2

Where I used the definitions of the longitudinal and trasversal projections of the dimensionless exact

propagators, that I recall here:

1
g1(y) = uwy (p) + [zk(p) + re(y)]y

1
g\l(y) = u%(m I Qﬁug(m + [zk(f)) + ﬁyk(ﬁ) + Tk(y)]y
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The derivative §y is an object, sometimes used in literature (see, for example, [28] or [32]) that acts as
a “derivative” on the renormalized cutoff function r(y), giving the result:

5yr(y) = _<2yay + nk)r(y>

and leave invariant the other y-dependent observables in the integrand of the threshold functions.

The definitions of the threshold functions, despite its advantages, presents some difficulty when
the integrands of these functions has to be explicitly calculated using a numerical routine, due to the
definition of 9. In order to circumvent it, a wide used trick is to give two different names to y, so it
will be either called y or . We then define a function r(y, %) such that:

1.
(Y, 9)lg=y =7(¥)
2. N
97 (y,y) = Oyr(y) = —(2y0y + ni)r(y)
3.

yr(y,y) = Oyr(y)



Appendix D

Conventions and formulas for the
gravitational coupling

In this appendix I will expose some definition and I will derive some formulas useful in order to fully
understand the calculations done in the fifth chapter of this thesis.

D.1 York decomposition

The York decomposition is an useful way to decompose symmetric traceless two index tensor ?LW:

~ _ _ _ - 1 - h
h;u/ = hTTuV + vugu + Vugu + vuvua - QQW,VQO' + Eguw (Dl)

hTT

where uv 1s & two index tensor which satisfies:

VIR, = 0 (D2)

D.2 Calculation of \/§

In order to slit the full spacetime metric g,,, in a fixed background g,, and a quantum fluctuation,
I have used the following exponential parametrization:

Guv = gup(eh)pu (D3)

following what has been done in some recent papers (see, for example, [?], [?] and [?]). The background
metric g is the one that will be used to raise and lower indices, so we can define:

huw = Guph”y
that reveals to be a symmetric tensor.
The full metric is thus expressed ad a power series of the quantum fluctuation tensor h,, in the
following way:

1
g[Ll/ = gp.l/ + h/l,u + ihlu,kh)\u + L (D4)

1
g = g —h 4 ihﬂw + ... (D.5)
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We note that here both the covariant and the contravariant metrics are nonpolynomial in the quantum
fluctuation, in contrast to what happens using the usual linear split:

Juv = guu + huu

The linear terms are the same as in the linear parametrization, some differences appears at the second
order of the expansion.
Another significant difference is that, due to the formula:

det e = et (D.6)

only the traceless part of h enters in the definition of the determinant of the full metric, at all orders.
For which it’s convenient to split the fluctuation tensor %, into a traceless part h and a pure trace

part:

h*, = h*, + gag (D.7)

where I have used the notation Trh = h. Then the determinant of the full metric can be expressed as
a power series of the trace of the fluctuation:

\/5262@:\/5(14_;4-]184—...). (D.8)

where I have indicated with g the determinant of the background metric.

D.3 Hessian of a scalar O(N) field coupled to gravity

In this section I will show explicitly the procedure that leads to the expandsion of the effective
average action up to the second order in the fluctuations I used in order to find the Hessian of the
model.

I recall the form we have hypothesized for the effective action :

ol = [ ateva (U0 + 590,0°0,0, ~ FIR) (D.9)
First of all I will obtain the expansion of the Ricci scalar R. For the Christoffel symbols we have:
re, = Tg,+000 4103, (D.10)
where
pah — % (Vo 4+ Vuh®y — Voh,) (D.11)
B0 = —2h (Vs + Voo — Vi) (D.12)

1 - _ _
+7 (Vu(h*hay) + Vi (h*hyy) — V(b b))
The Ricci curvature tensor is given by:

Ryp = 0,10, — 3,10, + T TS, —TTY, (D.13)
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so, substituting the equations (D.13]),(D.11)) and (D.10]) into (D.13]), the expression of the Ricci tensor

at the second order in h,, reads:

Rua = R,uuua = R[LUHO' + RELID)MU + RELQV)MCM (D14)

where R o o
R = VL0 — v, 0" (D.15)
RPr, =V, 0@ — v, 0@r + 00 T, (D.16)

Finally one can combine the expansion of /g with that of R and integrate over spacetime.
We can then rewrite, up to an inifluent total derivative term, the second order terms in the expansion
of the Hilbert action in the following way:

1, 1 e 1, - 1,
/ d%\/;[ T VPR = b, VPR 4 ShY, Vb = Sh?h +
1_ 1 1_
5 Rupo b W7 = SRy b+ gRif] (D.17)

Now, using the York decomposition on the metric and using the following relations, which hold on the
sphere S¢:
_ _ v _ R _ D+1 -
/ dz/Ghy, V2R = / dx\/ﬁ[hTTWVQhTTH —2¢, <v2 - S) <V2 - D(D+1)R> &+

D-1 —y(ecs 2R -, R 1 o2
+———0oV (v +D_1>(v +D_1>0+Dth],

— 92 = 2
_ R D—-1)7? _ - R
/dx\/ﬁhWV“Vph”” = /dl’\/ﬁ[ — SIJ« <V2 + D) 5“ + (,#)UVQ (VQ + D—l) g +

2D—1), co(ws R 1

fanshor — ol (- Do
D-1 (e, R 1,
+=5—oV (v —|—D_1)O'+Dh}. (D.18)

Collecting all terms we can rewrite the quadratic effective action in terms of the independent fields
RTT ¢, o, h and 0¢:

F (@) (ih”,w (52 g Y PZID =D g

(D_l)(D_Q) = = R , h _ (D—?)R h
2D2h\/(v2) (VZD—l)U —(D—l)(D—Q)E (V2+2(D_1)> 2D>
—F’(GE)%M <\/(—W) (—?2 - D]i 1)0’ +2D (—?2 + H) 2’;)

+386(=T 4+ V" (3) ~ F'(G)R)36 + 3V (@66 + SV(@)h

/dx\/§

(D.19)

We note that the kinetic operator of the h field is the conformal scalar operator.
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D.4 Transformation properties

In this section I will discute the behavior of the metric under gauge transformation. Under an
infinitesimal diffeomorphism e, the metric transformation is given by the Lie derivative:

55.9#1/ = »Ceg/_w = 6papg,uv + gupauep + gl/pauep . (D20)

Now we have to define the transformations of § and h in such a way that the full metric defined in (D.3)
transforms according to (D.20)). The simplest one is the background transformation. If we treat g and

h as tensors under d.:
0P G = LGy 5 OPNF, = L¥, . (D.21)

then we have also:
3B (M, = Le(eM)*,, (D.22)

and (D.20]) follows.

The “quantum” gauge transformation of h is defined so as to reproduce (D.20]) when the background

metric g is fixed:
5£Q)§/Lu =0 5 g;wégQ)(eh)pu = /Jeg;w . (D.23)

From the properties of the Lie derivative we obtain:
Legu = £egup(€h)pu + gupﬁe(eh)pv = (ﬁpeu + ?uep)(eh)pu + gu/\(e_h)Ap[’e(eh)pV (D.24)

and we find: B B
(e_h’(SgQ)eh)“l, = (e_hﬁgeh)“,j + (e_h)“p(V”eU + Vgep)(eh)”,, (D.25)

Expanding the latter expression for small values of the quantum fluctuation h the result we obtain is:

S(Dhk, = Vhe, + Vet + LM, + [Leg, b, + O(eh?) . (D.26)
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