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Università degli Studi di Bologna

SCUOLA DI SCIENZE
Corso di Laurea Magistrale in Astrofisica e Cosmologia

Dipartimento di Fisica e Astronomia

NON-LINEAR INTEGRAL EQUATIONS FOR THE
FINITE SIZE EFFECTS IN THE INTEGRABLE

DEFORMATION OF THE QUANTUM O(3)
NON-LINEAR SIGMA MODEL

Elaborato finale

Candidato:
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Introduction

The forefront of the present research in the most fundamental understanding
of Nature is twofold: Particle Physics deals with the microscopic structures
of the World while Cosmology investigates the largest known scales of the
Universe.
These two apparently far disciplines are actually deeply connected and ev-
ery day more evidence accumulates that at the deepest level they must be
described by a theory that unifies the particle description through Quantum
Fields with a consistent Quantum Theory of Gravity that includes General
Relativity as a low energy limit.
Any physical theory ever proposed hasn’t produced so many physical results
with such a good agreement with experimental measures as the Standard
Model of Particles (SM). The SM is a quantum field theory which contains
the Electroweak Quantum Field Theory (EW) and the Quantum Chromo-
Dynamics (QCD). It describes elementary particle interactions through a
unified principle of gauge invariance and accounts for 3 of the 4 fundamen-
tal forces of Nature: the Quantum Electromagnetic interaction (QED), the
Weak force, responsible of β-decays, and the QCD that keeps the quarks
confined into hadrons and it is at the base of nuclear forces.
In the EW sector of the SM, quantities can be computed perturbatively, with
the help of the celebrated techniques of Feynman diagrams, leading to results
in astonishing agreement with the experimental measures. Moreover, very
recently, the discovery at LHC of the Higgs boson has completed the general
picture of the SM.
The QCD sector is, instead, more puzzling. Perturbative calculations are
viable only at very high energy due to the phenomenon of asymptotic free-
dom, giving predictions only for the physics of hadronic jets in high energy
collisions in particle accelerators. The interesting part of QCD is, instead,
the physics of its bound states at low energies which is plagued by non-
perturbative phenomena, like confinement. To access these phenomena the-
oretically, a whole set of mathematical approaches to QFT has to be devel-
oped. It goes under the name of non-perturbative QFT.
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The peculiar properties of QCD, namely asymptotic freedom and confine-
ment, are shared by a large class of two-dimensional QFTs, the so-called
Non-Linear Sigma Models (NLSMs). They can be considered as toy models
useful to investigate the main issues of QCD in a simpler setup. We shall see
in the next lines that there are much deeper reasons to investigate NLSM,
but this was the original motivation that convinced theorists to investigate
them in the seventies.
In spite of its great successes, the SM is not a really satisfactory theory. It
fails including the Quantum Theory of Gravity. In fact, Einstein Gravity is
non-renormalizable at any perturbation order, making Feynman approxima-
tion method useless. Moreover, it suffers of some conceptual problems that
make difficult to reconcile it with a genuine quantum physics.
It is reasonable to suppose that the impossibility to bring Gravity into SM is
because of the space-time on which the model is defined is continuous. More
efforts have been made in order to quantize the space-time by introducing
some sort of non-locality at the Planck scale of lp ∼ 10−33 cm. Many theories
were born in hope to find a good Quantum Gravity theory which has the
Einstein Gravity as its classical, low-energy, limit: loop quantum gravity,
non-commutative space-times, asymptotically safe theory, etc...
Nevertheless, many Quantum Gravity theories suffer from a lot of concep-
tual and theoretical problems or from many approximations. Among all these
“theories of everything”, the String Theory (ST) has produced the most rel-
evant results, albeit they are all theoretical and not testable experimentally,
for the moment. It has created a quite satisfactory picture that not only
quantizes gravity, but at the same moment produces a unified description
of all forces and states of matter in a theory not plagued by divergences or
anomalies, unlike most of QFTs. We do not want to claim that string is the
truth, but some of its issues have helped our comprehension of the physical
world, so it is worthwhile to understand better this approach.
We underline here that a propagating string, by definition a 2 dimensional
mathematical object, is described in a physical way by the same Lagrangian
of a two dimensional field theory that turns out to be again a NLSM. Im-
provement and discoveries on ST depend also on the study of NLSMs and
this is what we want to do in this thesis. To be more precise, we shall study a
quantum deformation of a peculiar NLSM, the O(3) NLSM. The fields of the
NLSM are interpreted, in the ST language, as the space-time coordinates.
In this sense, studying the quantization of the NLSM, we are studying the
quantization of space-time.
Quantum gravity is experimentally unaccessible on Earth, because of the
high energy requested and ST is not an exception. As said, quantum aspect
of Gravity becomes evident at the Planck scale, which can be quantified by
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the Planck energy Ep ∼ 1019 Gev. The most powerful, and expensive, parti-
cle accelerator, the LHC, can’t go beyond 14 Tev. Nevertheless, astrophysical
observations could offer, also in the near future, new accessible “windows”
for observations, in order to verify, exclude or constraint ST hypothesis.

So far, the best classical description of Gravity Forces has been proposed
by Albert Einstein under the name of General Relativity and not even one
classical experiment has called it into question. From Einstein equations,
thanks to the early works of Weyl and Friedmann, it has been possible to
study the evolution of the space-time as a whole physical system. The study
of the space-time evolution on large scale is called Cosmology. The standard
model for Cosmology is called “Lambda-Cold Dark Matter” model (ΛCDM)
and, presently, it is the most appointed cosmological model of the universe.
It describes the universe from its birth until nowadays, including Cold Dark
Matter and Dark Energy.

At time 0 the Universe had infinite temperature and space-time and en-
ergy were enclosed in a physical singularity. According to General Relativity,
this singularity is theoretically unavoidable, thanks to a theorem by Penrose
and Hawking. At this initial time the Big Bang happens. From t = 0 and
t ∼ 10−43 seconds, the Universe underwent its first stage after the Big Bang,
called the Planck era. Probably, at this time the 4 forces were glued together
in a unique fundamental Force. The next epoch, the Grand Unification The-
ory (GUT) era, started when the Force of Gravity separated from the other
three forces (at these energies, they were interacting under one unknown
Force which GUT theories try to describe). At this time, the universe ex-
panded exponentially (inflationary epoch) for a finite time interval. After
t ∼ 10−11 seconds from the Big Bang, GUT force split into two different
forces, EW and Strong Force. The nucleosynthesis of nuclei heavier then
Hydrogen (Helium, Lithium, Beryllium) started at t ∼ 102 sec. Then, at the
recombination era, at t ∼ 3×105 years, electrons recombined with nuclei and
radiation was able to freely propagate, originating the Cosmic Microwave
Background.
Cosmology, for those reasons, can’t be a general relativity theory at all: the
presence of SM particles is fundamental in the evolution of the universe.
Moreover, SM can’t describe the first stages of the Universe. For all these
reasons, a Quantum Theory of Gravity is needed.
Furthermore, many classical systems (Black Holes, accretion on compact
objects, Big-Bang singularity, etc...) undergo singularity problems. It is
plausible that these singularities arise only in a classical description of grav-
ity. Moreover, the Dark-Energy/cosmological constant issue revealed by the
accelerated expansion, often related to quantum vacuum fluctuations, might
get more insight, possibly, by a Quantum Theory of Gravity. All these con-
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siderations point to the fundamental issue of Quantum Gravity also from the
astrophysical point of view and we believe that deepening our understand-
ing of ST is crucial in this respect. ST is a very complex set of different
and mathematically very sophisticated results produced in almost 40 years
of efforts. The puzzle is far from complete and any new piece of result is
welcome.

In this thesis we address the particular problem of the NLSM role in ST.
As we shall briefly explain in Chapter 1, there is a direct link between the
ST action and the NLSM Lagrangian. However, in recent years, a new cor-
relation has appeared through the so-called gauge/string duality, also known
as AdS/CFT correspondence.
Actually, studying the motion of a string on a curved maximally symmetric
space, the NLSMs describing the 2d dynamics are not anymore conformal,
but develop a mass gap. Nevertheless, they continue to be integrable.
Maldacena [1], studying a particular ST setup on a AdS5 ⊗ S5 space, was
able to find a correspondence between this theory and a well known gauge
(supersymmetric) theory, the N = 4 super Yang-Mills CFT living on the
border of Ads5 space, namely a R(3,1) Minkowski space. This fact is known
as AdS/CFT correspondence and it turns out to be a sort of “dictionary”
between physical quantities in ST and those computed in the gauge QFT.
The interesting fact is the relation between coupling constants g of these two
theories, ggauge = 1/gstring. This means that the weak coupling (perturbative)
regime of one theory is the strong (non-perturbative) regime of the other.
This thesis has the aim to study integrable QFTs defined on a 2 dimensional
space-time. By definition, a field theory is integrable if it has an infinite
number of conserved charges. Starting from a field theory formulation, i.e.
from a Lagrangian, it is possible to exploit the integrability of the theory.
Analogously, if the theory is integrable, the S-matrix, whose elements are
defined to be the scattering amplitudes between particles of the theory spec-
trum, turns out to have the very useful property of factorizability in products
of two-particle S-matrices. These latter can be determined by imposing uni-
tarity, crossing symmetry, analyticity and other symmetries.
Once they are known, in principle, one can evaluate every observable of in-
tegrable models: exact mass spectrum, coupling constant values, correlation
functions, etc...
Of course, in some cases, it is technically difficult to find them out. The
problem then becomes the one of developing new mathematical tools to at-
tack the calculation of physical quantities.
Many 2-dimensional integrable models were deeply analyzed in this respect.
In particular, if such theories are conformal, i.e. they are invariant by a local
change of scale, they are integrable.
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As mentioned, the integrability of these systems is a very powerful tool also
for the investigation in 4 dimensional QFT or ST, thanks to Maldacena
conjecture. In many cases, we deal with non-conformal models, that can
be seen as perturbations of conformal ones. Often, an infinite number of
conserved quantities survives the perturbation and we deal with integrable
models where we can compute also non-perturbative physics.

In this thesis, we focus on the development of tools to compute the exact
dependence of energy levels (or other physical quantities) from finite size of
the 2d “space” on a cylinder (that mimics a closed string). In particular,
we use the Thermodynamic Bethe Ansatz (TBA), a very powerful method,
developed by Al. B. Zamolodchikov, which permits to evaluate physical
quantities of the model, i.e. the free energy, the ground-state energy, the
central charge and other fundamental elements. We study this TBA for the
O(3) NLSM and for a peculiar deformation of it that keeps integrability,
curiously called the “sausage sigma model” (SSM) because of the form of its
target space.
It turns out that TBA is a set of many coupled non-linear equations. A first
step in solving it is to notice the equivalence with an integrable system of
functional equations, called Y -system. This can be very complicated, it can
involve many unknowns and it can be infinite. An efficient way to solve it
is to find a method to “resum” many of the auxiliary unknowns into few
functions, satisfying a reduced set of non-linear integral equations, called
NLIEs. With this method of resummation, the resolution of the Y -system
becomes feasible.

We have obtained NLIE for the Sine-Gordon (SG) model and for the
SSM. In an independent way, Destri and De Vega have found, for the SG, a
non-linear integral equation in substitution of the TBA system, called, after
them, DDV equation. We have checked that our method gives the same
result as Destri and De Vega. Later, we have found, for the first time, NLIE
for the sausage model, basing our derivation on partial previous results of
Ahn, Balog, Hegedüs and Dunning.

The SSM has been the main object of this thesis. Its importance is double.
It is a quantum integrable model and its comprehension is useful to better
understand certain SM aspects. In the limit of high energy, moreover, the
SSM tends to the Witten cigar solution [2], a bi-dimensional string theory1

called also the Witten Black Hole. In fact, this solution admits a Black
Hole metric. This model can be used as a simplified system to improve our

1We shall see in this work that fields in ST take values on the real, or target, space-time
(the space-time on which the other forces, and us, live). A string is always defined upon
a (true) 2d space-time. A 2d ST means that also the target space-time is bi-dimensional.
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confidence in studying the interaction between matter and Black Holes [3].
General Relativity ceases to be predictive in the presence of a singularity.
To observe a naked singularity could be a challenge in order to test quantum
gravity predictions based on Witten Black Hole simplification. Classically,
the Cosmic Censorship Hypothesis contrasts with this possibility, but a proof
of this conjecture doesn’t exist. It could be wrong, but a similar hypothesis
can be formulated for the quantum system. This underlines another time the
difficulties arising in studying quantum gravity. Nevertheless, different kind
of pioneering experiments (f.i. [4]) are trying to check if a naked singularity
does or does not exist in the real 4 dimensional World.
We give a schematic presentation of this thesis:

Chapter1 The ST is briefly introduced, from its beginning to nowadays. In the
last section, we underline the relation between the action of a closed
string in a curved manifold and the NLSMs.

Chapter2 First, we define and describe general NLSM in n dimension target
spaces. Then, we study the classical and quantum properties of a par-
ticular NLSM, the so called O(n) models. These models, classically
conformal, are integrable both at the classical and at the quantum
level.

Chapter3 We introduce the standard S-matrix formulation of a quantum theory
in 4 dimensions and S-matrix main properties: unitarity, analyticity,
crossing symmetry. Later we focus on 2d integrable quantum theories
and on their main properties: the factorization of the S-matrix. We
present the Yang-Baxter-Zamolodchikov-Fateev equation and the alge-
braic representation of particle states, thanks to which general solutions
of the S-matrix is found. We also outline the bootstrap approach to
define bound-states. Finally, we give the S-matrix of the O(n) NLSM.

Chapter4 We introduce the TBA approach to study the finite size effects of 2
dimensional integrable theories. Then, we describe how to perturb
a CFT to obtain an integrable QFT in 2 dimensions. We derive the
universal Y -system from TBA equations for a wide set of models. Later,
after introducing some basic integrable techniques, we find the TBA
equations and the Y -system for the integrable SG model. Finally, we
describe the CFT which is the UV limit of the O(3) NLSM.

Chapter5 It is possible to find a suitable deformation of the O(3) NLSM which
keeps the integrability of the model. This is the so called Sausage Sigma
Model (SSM), deeply studied in this chapter. Finally, TBA equations
and Y -system are found for this model.

14



Chapter6 We derive the NLIEs for the SG and, for the first time, for the SSM.
This and the related development of a general and consistent method
of resummation of TBA equations into NLIEs, constitute the main
original results of this thesis.
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Chapter 1

The importance of being a
string

String theory (ST) is quite an old theory, born in 1968 with Veneziano am-
plitude, in the realm of Dual Models. At that time few theories, Quantum
chromo dynamic (QCD) and Dual Models over all, seemed to go in the right
direction to understand hadrons nature and their interactions. But in a se-
ries of experiments at SLAC the parton-model gave its first evidences (1974):
QCD and, later, Standard Model (SM) became soon the unique language of
particle physics.

Nevertheless, physicists realized that ST might have worked well not only
for the strong force and hadrons, but also for all particles with high spin.
Furthermore, they began to see a series of nice features -like other dimensions
and supersymmetry- to come naturally from this theory. These results, at
first sight impossible to endorse, turned out to be some of the best features
of ST attempting to describe a unified theory of gravity and other forces.
We shall take an extremely fast tour around ST world, concentrating our
attention on its main achievements and on its relations with non-linear sigma
models, which are the main characters of the next chapters.

We give a very fast explanation (see, for instance, [8]) of the reason for
string theory, from its birth until nowadays, and in the last section we write
the action of the string in curved space-time, seeing that the same action
could be the description of a particular Non Linear σ Model, the O(n) NLSM.

1.1 From hadrons to strings.

In the ’60s, scattering experiments gave evidences of a large series of massive
particles with spin J greater than 1, interacting each other through the strong
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force. It was immediately clear that those particles, called hadrons, were not
all fundamental.

1.1.1 The wrong side of the path.

A certain number of heuristic equations had already been noticed at that
time. First, the masses of those particles were related to angular momentum
J by the Regge formula

m2 =
J

α′
, (1.1)

where α’, the “Regge slope”, is ∼ 1(Gev)−2. Second, every particle i had
a particular quantum number, called flavor quantum number, explicated by
picking a flavor matrix λi, which is conserved under U(n) transformations.
Third, scattering amplitudes of two particles into other two particles had to
be proportional to Tr (λ1λ2λ3λ4).
Since this amplitude is invariant under a permutation of these quantum num-
bers, it is also invariant under the exchange of Mandelstam variables s and
t1, where

s = (p1 + p2)2; t = (p2 − p′1)2. (1.2)

Here, pi is the momentum for the particle arriving into the diagram and p′i is
for the particle departing from the diagram. We can figure t and s channel
in Fig.(1.1).

This invariance is a key property, named duality.
At the tree level, in the high-energy limit, the amplitude for the t-channel

scattering of a scalar field is

AtJ(s, t) = −g
2(−s)J

t−M2
, (1.3)

where g is the coupling constant, s is the Mandelstam variable and M is the
mass of the exchanged particle with angular momentum J . This amplitude
has a bad divergent behavior for large J .
But if we take the sum over as many J-particle mediations as possible and
we extend this sum to infinity, likewise considering all possible J-particle
exchanges between hadrons through t-channels scattering, we obtain a poly-
nomial in s. It is to say, an analytic function which can have single poles in
s as well as in t. An infinite sum could be better than its single components,
like exp(−x) with x→∞, and it can converge. Furthermore, singular poles
in s mean to have contributions to the amplitude also from s-channels, as

1The third, and last, Mandelstam variables is u = (p′1 − p1)2.
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Figure 1.1: We have represented in a) the s channel for the ab→ cd scatter.
(b) is the correspondent t channel. Time goes from the left to the right of
the figure. Arrows represent the (opposite) direction of the (anti)particle.
The blue arrow represents (possible) bound states.

if we had evaluated contributions of s-channels without having considered
them.
Taking the corresponding amplitude for s-channel, with MJ indicating the
mass of the particle with momentum J ,

AsJ(s, t) = −
∞∑
J=0

g2(−t)J

s−M2
J

(1.4)

because of the invariance under s↔ t permutation, we find that AsJ = AtJ , i.e.
it exists a Dual property : in the high energy limit, amplitude is a (infinite)
sum over t-channel or s-channel and not over both, like in Quantum Field
Theory (QFT).

A function having this property was suggested by Gabriele Veneziano
[10]: for the Mandelstam variables t and s the Veneziano amplitude is

A(s, t) =
Γ(−α(s))Γ(−α(t))

Γ(−α(s)− α(t))
, (1.5)

where Γ is the Euler gamma function Γ(u) =
∫∞

0
dt tu−1e−t . We have defined

α(i) = α′(i)i+ α(0).
This amplitude is consistent with a series of constraints coming from

QFT, in particular: the poles are single (we are at the tree level) and the
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residues are polynomial. From (1.5) we find that M2 =
(
J−α(0)

)
/α′, which

is very similar to (1.1).
In order to have (almost) all poles positive, α′ must be greater than 0, space-
time must be in 26 dimensions and α(0) = 1 [11]. Here we see how others
dimensions enter in ST.
As we have seen, a noticeable characteristic of the Veneziano Amplitude is
the high energy behavior, which one can work out to be

A ∼ s−|J | J = α(t). (1.6)

We can switch off this amplitude whenever we want, taking |t| as big as we
desire! So we do not encounter divergences in the formulation of this theory.
The very relevant fact here is that the convergence of (1.5) is independent
from J ; in the SM, Gravity is a non-renormalizable theory because bosons
which mediate gravitational interactions are spin 2 massless particles, named
gravitons. In general, any theory with fundamental particle with spin grater
than 1 is not renormalizable. In Dual models, opposite to SM, it doesn’t
exist any UV divergences for any high or low spin particles.

1.1.2 Bosonic strings.

1970 saw the beginning of a series of publications (for instance, [12] and
[13]) which related (1.5) to a new kind of theory based on one-dimensional
objects, called strings. They could be represented in a Hilbert space, giving
a physical ground to the theory. In particular, strings could be associated to
particles, for instance photons and gravitons.
We start to consider the action of a massless particle moving in Minkowski
D-dimensional space with a trajectory xµ(τ)

S =

∫
dτ e(τ)−1ηµν

dxµ

dτ

dxν

dτ
. (1.7)

The e(τ) factor is needed in order to make (1.7) invariant under τ reparame-
trization. It is always possible to pick a gauge with e = 1. In this gauge,
(1.7) becomes

S =

∫
dτ ηµν

dxµ

dτ

dxν

dτ
. (1.8)

Action invariance under δxµ results in d2xµ/dτ 2 = 0. Otherwise, a change
from τ into τ ′ doesn’t modify the action too, leading to the constraint equa-
tion

δS

δe
= 0. (1.9)
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(1.9) for (1.7) is

ηµν
dxµ

dτ

dxν

dτ
= 0 (1.10)

or, in other words, the lightlike geodesics in Minkowski spacetime. Finally,
quantizing the system, we obtain that (1.10) is nothing but the massless
Klein-Gordon equation. So, we have worked out two equations laid down
from (1.7) invariant under xρ and τ variations.

Now it is time to introduce strings. A string is a mathematical curve in
one dimension, open or closed, depending on the real parameter σ ∈ [0; 2π].
To study the dynamic of a string we need a sort of time parameter τ . Finally,
putting the string into spacetime, we mark its position with

Xµ(σ, τ). µ = 1, .., D. (1.11)

For one value of τ , each value of Xµ for different value of σ is the position
of a point of the string. Equally, it is possible to think at Xµ as values of D
massless scalar fields on the 1-dimensional string.
Like a moving particle in spacetime draws a world line, a string sketches a
world sheet. For this reason, if we want the equation of motion of a string
from minimum action, we have to minimize the area of the world sheet. The
first string action was found by Nambu and Goto and simplified by Polyakov
introducing the new dynamical variable hαβ (nothing but the metric tensor
of the string world sheet)

S = −T
2

∫
dσ2
√
h hαβ ηµν∂αX

µ∂βX
ν . (1.12)

Here dσ2 is short for dσdτ (generally we shall take σα = σ, τ for α = 1, 0
respectively). T is a constant, used to make (1.12) dimensionless. Its dimen-
sion is [length]−2 and it will be the tension of the string. h is the determinant
of hαβ. This action describes the string classical motion in a Minkowski D-
spacetime with D generic, but after quantization it turns to be anomaly free
“only” in 26 dimensions.

1.1.3 Conformal invariance and constraint equations.

hαβ is a 2×2 symmetric matrix, but because of σα → σ
′α invariance of (1.12),

the number of independent variables reduce to 1. So we can choose the
conformal gauge hαβ = eφ ηαβ, where the conformal factor eφ is introduced,
φ being a scalar.
Two words on conformal theories. We call with this name every theory
invariant by a local change of scale. If a theory has a fundamental mass
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or, equally, a fundamental energy (we say: a fundamental scale of mass or
energy) it is not conformal. Conformal field theories in two dimensions are
completely integrable -as we shall see in the following chapters- and we are
discovering now that this simple massless ST is conformally invariant in two-
dimensions.
In the conformal gauge the action can be reduced to

S = −T
2

∫
dσ2ηαβ ηµν∂αX

µ∂βX
ν . (1.13)

In quantum world, Xµ transforms like a vector field in 26-dimensional space-
time and like 26 scalar fields in (1+1)-dimensions for a reparametrization of σ
and τ . Nowadays, Polyakov and Nambu-Goto two-dimensional actions (and
their supersymmetric generalizations) are known to be the only generally
covariant actions for field theories in any number of spacetime dimensions.

Likewise for (1.7), (1.13) invariance under δσα and δXµ leads to( ∂2

∂τ 2
− ∂2

∂σ2

)
Xµ = 0 (equations of motion); (1.14)

Tαβ = − 2π√
h

δS

δhαβ
= 0 (constraint equations). (1.15)

Tαβ is defined as the (1 + 1)-dimensional energy-momentum tensor.
Since Xµ are the coordinates of the string, it is possible to impose the

invariance under Poincaré transformations

Xµ → Λµ
νX

ν + aµ. (1.16)

But it is possible to find representations of Poincaré symmetries in the Hilbert
Space, therefore particle states can bring mass and spin. In this way strings
“create” particles and, since strings have infinite ways to oscillate, an infinite
number of different kinds of particles could be created.
Without supersymmetry (symmetry between fermions and bosons), the closed
string ground state is a tachyon, which would violate causal chronological or-
dering in space-time, but with supersymmetry this tachyon state is absent,
thanks to a particular boson-fermion cancellation called GSO projection [9].
In this way supersymmetry is necessary in ST.

1.1.4 Closed strings interactions.

In this section we concentrate our attention on closed strings and their in-
teractions. Results will be similar for open strings. We call a string closed if
Xµ(0, τ0) = Xµ(2π, τ0).
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a) b)

t

<

Figure 1.2: Interaction vertices in QFT and ST: in a) a point particle splits
into two; in b) a closed string splits into two. In the latter case, it doesn’t
exist an interaction point.

Feynman diagrams describe diagrammatically fundamental particle inter-
actions in spacetime. Any diagram can be divided in few characters: exter-
nal particles -coming into and going out of the diagram- , vertex -interaction
events- , internal particles -which mediate interactions- . What is a vertex?
How do we image it? Like particles themselves are point particles also vertex
are spacetime point. This means that we exactly know where interactions
happen.

Things are different for strings. Instead of a world line, we have a world
sheet which possibly interacts in Feynman diagram like those in Fig.(1.2). It
is clear that is impossible to find a point (i.e. event) where interaction divides
one string into two strings or vice-versa. This is a key point, because here
we find the true difference between point particles and strings. In fact, for
this reason string loop doesn’t blow up amplitude addends in perturbation
theory and the theory doesn’t have any divergence (like Veneziano amplitude
(1.7)).

It is always possible to draw a free string in diagram like that of Fig.(1.2).
Mathematically, this means that choosing a particular free ST automatically
determines the way for interactions. Renormalization is a mathematical trick
to cut-off divergences, probably due to point particle approach. Strings don’t
need renormalization at all.

Another difference is the number of loop diagrams. For each order in
perturbation expansion, we have many Feynman diagrams for point particle
but only one for strings. This is because of a geometry property: two-
dimensional manifolds are completely determined by handles number. One-
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a) b)

Figure 1.3: One-loop diagram vertices in QFT (a) and ST (b).

loop diagram will be the diagram with one hole, two-loop diagram will be
that with two holes, and so on. In Fig.(1.3) we can see the1-loop diagram
which can be represented by a torus.

1.1.5 Vertex operators.

Let’s start with an example of a conformal transformation.
Take a cylinder. This is a world sheet of a free closed string propagating in
the spacetime. Here, the infinitesimal relativistic invariant ds2 is equal to
dz2 + dφ2. The change of coordinate z = ln r gives ds2 = r−2

(
dr2 + r2dφ2

)
.

Now, because of conformal invariance, choosing r2 as the conformal factor,
we find the metric in the plane: ds2 = dr2 + r2dφ2.
Think at the cylinder (string world sheet) in the spacetime. To z → −∞
corresponds the particle state in the infinite past, to z → +∞ the particle
state in the infinite future. Transposed into the plane, these states corre-
spond, respectively, to r = 0 and r = +∞ (Riemann sphere).
If we choose another conformal factor, we find a new manifold, maybe more

useful. For example, taking the conformal factor equal to r2
(
1 + r2/a2

)−2

it’s possible to obtain the metric of the sphere, namely ds2 =
(
dr2 + r2dφ2

)
/(

1+r2/a2
)
. The south pole point is the infinite past particle state, the north

pole the infinite future.
Very briefly, due to conformal factor independence from any strings param-
eters , managing the former it is possible to project the asymptotic state of
the latter wherever we want!
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X

X

X

X

Figure 1.4: Conformal invariance makes it feasible to evaluate string diagram.
The external string states in a) are projected to points, indicates as X in b).

In Fig.(1.4) we represent the already known four-string interaction. The
“big ball” (topologically equivalent to a sphere) in b) is a diagrammatical
way to resume tree diagrams. Conformal invariance permits to stretch our
diagram, because distances between spacetime points lose importance and
amplitude becomes pliable. Properties (quantum numbers: mass, spin, etc...)
of the “stretched” external strings can’t disappear. Hence, we define local
scalar operators in (1 + 1)-dimensions -called Vertex operators- which ‘con-
serve” -speaking loosely- these quantum numbers. This operators will be
polynomials in Xµ and its derivatives.

It could be of some interest to show how is the amplitude in ST in path-
integral formulation for M external massless, closed strings:

A(M-particles) = kM−2

∫
DX(σ, τ)Dh(σ, τ)×

exp

{
− 1

2π

∫
d2σ
√
h hαβ∂αX

µ∂βX
ν

}
·
M∏
i=1

VΛi(ki), (1.17)

where k is the coupling constant for closed strings, ki are string momenta and
VΛ are the vertex operators, depending on the string they are representing,
each of these labelled by Λi.
The relevant aspect of this formula is a sort of duality property. The integral
(1.17) is evaluated in (1 + 1)-dimensional field theory but it can be equally
thought as a scattering in a field theory defined in 26-dimensional spacetime
background.
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Figure 1.5: We can suppose that an open string has a “quark” and an “anti-
quark” attached to both end points, as sketch in a). They can transform,
respectively, in the n and the n representation of a U(n) symmetry. The
amplitude in b) and c) must be proportional to Tr(λ1 · · ·λM), where M is
the number of interacting strings.

1.1.6 Open strings.

We call a string open if Xµ(0, τ0) 6= Xµ(2π, τ0). Open string ground state
in 26-dimensional spacetime is a tachyon, but the first level is a massless
particle of spin 1, i.e. a photon. Next levels are massive bosonic particles.
It is possible to have scattering between open strings, as in Fig.(1.5).

The boundaries of an open string are associated with opposite charges,
like quark-antiquark. If this string breaks up, quark and antiquark match
together, annihilating themselves and forming a closed string.
Imaging this configuration, good results obtained from ST attempting to
describe strong force can be understood thinking about the string like a
gluons’ tube connecting two quarks, with a maximum tension (T ) which
confines the extremities.

For four-string amplitude, we recover the Veneziano amplitude

A = g2

∫ 1

0

dxxk1·k2 (1− x)k2·k3 = g2 B
(
− s

2
− 2,− t

2
− 2
)
, (1.18)

where ki are string momenta and g is the coupling constant for open strings.
More general amplitude with both open and closed strings can be built.
Also, it is shown that the two coupling constants k and g are strongly related.
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1.1.7 World-sheet Supersymmetry in ST.

So far in this chapter strings are related to bosonic particles. Because of the
presence in Nature of fermionic particles, we must find the way to include
them in ST. Physicists have understood that the only procedure to do that
is to introduce a symmetry between bosons and fermions, that is operators
which transform bosons into fermions and vice-versa. This symmetry is called
supersymmetry (SuSy).
SuSy is necessary also to resolve another ST’s shortcoming: tachyons. We
have know so far that tachyons are the ground state of both closed and open
strings in 26-dimension.

We want to find a generalization of (1.13). This is because we need a
new vacuum (like the Higgs theory) which leads us to a new ground state.
Surprisingly, it was found by Neveu, Schwarz and Ramond that adding free
fermions to the theory would have solved these problems:

S = − 1

2π

∫
d2σ∂αX

µ∂αXµ − iψ
ν
ρβ∂βψν . (1.19)

We have introduced ψµ, that is a Majorana spinor defined on the world sheet
and depending on two variables. It can be defined as a fermionic string. ρα

are the Dirac matrices in two dimensions, defined in a convenient basis

ρ0 =

(
0 −i
i 0

)
, ρ1 =

(
0 i
i 0

)
. (1.20)

(1.19) is invariant under the infinitesimal transformations

δXµ = εψµ

δψµ = −iρβ∂βXµε
, (1.21)

where ε is a constant anticommuting spinor. These are called SuSy transfor-
mations. Action invariance requires that fermionic and bosonic coordinates
move one into each other, becoming the “same” thing.

From this considerations, it is possible to find that the spacetime must
be defined in 10 dimensions rather than in 26.

1.2 Vices or virtues?

Some ST’s characteristics could seemed strange, unacceptable, unobservable:
high number of dimensions, SuSy, strings, dilatons, ghosts, etc...
Of course, ST has not produced anything observable so far2. Nonetheless,

2The fact that Einstein equations come to light from ST is, for a wide set of physicists,
its first observable.
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physicists continue to study strings in order to find a theory which joins
together the four forces of Nature. In fact, its strangeness can be seen as a
powerful hint of a new, complete theory of everything.

1. Scattering amplitude doesn’t have any divergence nor for high energy
nor for high spin. Renormalization is not necessary.

2. Scattering amplitude in the low-energy limit seems to recover the be-
havior of Yang-Mills theory.

3. Perturbation expansion of Einstein equations is reproduced from closed
strings in the low-energy limit.

4. Strings could represent both massless and massive particles of any val-
ues of spin.

5. Strings go beyond the limit of thinking particles as point-like objects.
Now particles are one-dimensional curve’s vibrations.

6. SuSy introduces a symmetry between bosons and fermions and it is
necessary to include fermions in the theory. It reduces from 26 to 10
the spacetime dimension in order to make the theory consistent and it
is a powerful hint in order to join the four forces.

7. 10-spacetime is another hint for the unification. In fact, from Kaluza’s
first attempt to unify gravity with electromagnetism [14], remembering
Klein [15] and Einstein and Bergman [16], physicists began to under-
stand that spacetime need to be bigger than 4-dimensions. ST needs
10 dimensions to be consistent.

8. The necessary condition to have a unitary ST is a relation between
open and closed strings coupling constants, so that k ∼ g.

Everything so far is kneaded together.

It is important to note now that constraint equations (1.15) are the string
Schrödinger equations. This equation is linear and its non-linear generaliza-
tion is Yang-Mills equation for the SM. Speaking about gravity, field equa-
tions are the Einstein equations, which are also non-linear generalization of
Newton Laws.
A non-linear generalization of (1.15) was found also for ST, but if Einstein
(and Yang-Mills) equations are preceded by basic principle concepts (equiv-
alence principle, covariance, etc...) ST’s equations are not yet.
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1.3 Strings in curved spacetime.

The action (1.12) is the Lagrangian in flat 26-dimensional spacetime. It is
possible to evaluate strings propagation in curved spacetime simply replacing
the flat metric ηµν with the more general gµν(X). (1.12) becomes

S = − 1

2π

∫
dσ2
√
hhαβ gµν(X) ∂αX

µ∂βX
ν . (1.22)

If we consider a flat spacetime perturbed by a gravitational wave, we write
the curved metric gµν(X) = ηµν + yµν (X), where yµν is the perturbation. In
the conformal gauge, (1.12) becomes

S0 = − 1

2π

∫
dσ2ηαβ ηµν ∂αX

µ∂βX
ν . (1.23)

This is the free field action, the same which appears into the free field partition
function Z0

Z0 =

∫
DXµDhαβ e

−S0 . (1.24)

Partition function for (1.22) in the perturbation limit will be

Z =

∫
DXµDhαβ e

−S0 ×
(

1 + V +
1

2
V 2 + . . .

)
(1.25)

where V = 1
2π

∫
d2σ
√
h hαβ yµν

(
X
)
∂αX

µ∂βX
ν is the vertex operator.

In this special case, Minkowski spacetime ηµν has been perturbed by a grav-
itational wave yµν . This gravitational wave is nothing but a graviton, or a
closed string, from the particle physics point of view. As we have already
seen, this string could be represented by a vertex operator, namely the V
just defined before.
Since the first part without V of (1.25) represents the free-string propaga-
tion, (1.25) describes the interaction between a generic string and a graviton
(a mode of the closed string).

(1.22) could be written in the conformal gauge as

S = − 1

2π

∫
dσ2 gµν(X) ∂αX

µ∂αXν . (1.26)

This is the proper Action of a nonlinear sigma model (NLSM). If we want
to study the behavior of a string in curved spaces, it is necessary to go deep
into the study of the fascinating properties of the NLSM.

In particular, studying quantum NLSM, we are quantizing the fields Xµ.
As they play the role of space-time coordinates in the string interpretation,
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we see that we are attacking the point of quantizing space-time on a curved
metric gµν(X). In this sense, ST is a viable proposal for a Quantum Gravity
framework and the quantization of NLSMs is a fundamental tool in this
investigation.
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Chapter 2

Nonlinear Sigma Models

Nonlinear sigma models (NLSMs) are very useful tools in many fields of
Physics. They share many remarkable features like renormalizability, asymp-
totic freedom, asymptotic safety, solitons, confinement, spontaneous symme-
try breaking, etc. They are used to study chiral quantum systems, low-energy
effective physics of hadrons and QCD, solitons, condensed matter, topology,
geometry, etc.
We are mostly interested in studying NLSMs because of their similarity with
Einstein’s theory of gravity. We have seen in the previous chapter one of these
analogies. It is possible to show that the Einstein-Hilbert action can be seen
as particular NLSM with a constant coupling having the same dimensions of
the Newton constant. The only difference is a non-local term appearing in
the Hilbert action, called cosmological, in the effective-field approach.
The most relevant aspect for us is the relation between string action and
O(n) NLSM, a particular theory which is integrable both at the classical and
at the quantum levels. Integrability in string theory has become more and
more important, in relation to the Anti-De Sitter/Conformal Field Theory
correspondence (hereafter AdS/CFT).

NLSMs are described by a free field Lagrangian plus a constraint for the
fields. In fact, we impose the field to live on a particular manifold, the coset
space G/H, where G and H are the Lie group refer to, respectively, g and h
algebras, and H ⊂ G.
Starting from a very general description of the model, we go deep into the
details of 2d NLSM, taking care to illustrate many of their relevant aspects.
Our main object of interest, the O(n) NLSM, is an integrable theory, con-
formal at the classical level, about which we know the integral of motions,
the spectrum (at the quantum level) and the S-matrix. The scope of this
thesis will be analyses one of these model, the so-called O(3) NLSM and its
quantum deformation, called the sausage model.
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2.1 General remarks on (euclidean) NLSM.

A (euclidean)1 NLSM is described by the Lagrangian

S =
1

2λ2

∫
dxn∂µφ

α∂µφβgαβ(φ), (2.1)

where φα is a map (or a scalar field), with α = 0, ..., d−1 from a n-dimensional
manifold X to a d-dimensional target manifold M , gαβ is the positive-definite
internal metric depending on φ and λ is the coupling constant (it is the
loop-counting parameter including the role of ~). We consider X as a sort of
spacetime, usually defined as the true spacetime. In view of what was said
in section 1.3, it is possible to think at X as a background space upon which
we define the real spacetime coordinates φα (or Xµ in (1.26)). Here we shall
consider X endowed with the euclidean metric ηµν = δµν .

From the field point of view, we can expand the function gαβ near φ0 in
order to obtain an infinite series of terms which are the coupling constants
of the theory

1

λ2
gαβ(φ) =

1

λ2

(
gαβ(φ0) + ∂cgαβ(φ)

φ0

φc + ∂d∂egαβ(φ)∣∣
φ0

φdφe + ...
)

(2.2)

with ∂a = ∂/∂φa.
If φα belongs to a compact manifold, some term of (2.2) becomes linearly de-
pendent on the others, and if we have enough isometries, the infinite number
of coupling constants could shrink to 1. To help us get better acquainted,
thinking at φα as a coordinate of M ; we can study the transformation

φ′α = φα + ε · ξα (2.3)

where ε ∈ R and |ε| � 1 and ξα is, for now, a generic scalar field defined in
X. This transformation induces a change in the metric

g′αβ(φ′) =
∂xµ

∂x′α
∂xν

∂x′β
gµν(φ). (2.4)

If the metric is covariant (i.e. form-invariant) with respect of (2.3), it re-
spects the functional equation

g′αβ(φ) = gαβ(φ) ∀φ (2.5)

and so

g′αβ(φ′) =
∂xµ

∂x′α
∂xν

∂x′β
g′µν(φ). (2.6)

1In the following we shall consider only this kind of NLSM.
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If this equation is satisfied, (2.3) is called an isometry.
Substituting (2.3) into (2.6) we obtain a very restrictive condition on ξα2:

ξµ;ν + ξν;µ = 0. (2.7)

Every vector satisfying (2.7) is called a Killing vector of the metric.
This internal isometry leads to its correspondent Noether current and charge.
If G3 is a Lie group of symmetry which leads to (2.3) and g is its Lie algebra,
the Killing vector ξα follows the rules of g. We shall say that the theory is
G-invariant. Charges introduce constraints to the theory, making possible a
reduction of the number of coupling constants.

It is useful to write (2.1) in a different way in order to see better that
NLSM are interacting models. Let’s write

gµν(φ) = δµν + hµν(φ). (2.8)

Notice that we do not consider here a perturbation of the metric.
With a new normalization, the Lagrangian becomes

L =
1

2
∂µφ

α∂µφα +
1

2λ̃2
∂µφ

α∂µφβhαβ(φ). (2.9)

We have extracted the free-field term from (2.1) (first term in the r.h.s.),
leaving alone the interacting term (second term in the r.h.s.). We can easily
see that the equations of motion are

(2φα)hαγ + ∂µφα
∂hαγ
∂φρ

∂µφ
ρ +

1

2
∂µφ

α∂µφβ
∂hαβ
∂φγ

= 0 (2.10)

If hαβ is not a function of φ, then (2.10) reduces to the massless Klein-Gordon
equation 2φγ = 0.
It is important to notice that we are dealing with a potential. Moreover,
we shall see that, in some cases (for instance when the target manifold is
homogeneous), it is possible to gauge some internal symmetry (spontaneous
symmetry breaking) and to create Goldstone bosons.

2.2 O(n) NLSM.

As an example of NLSM theory with a single coupling constant we take the
O(n) NLSM, whose action is invariant under O(n) transformations on the

2We use the notation of an index preceded by a semi-colon to mean covariant derivative
w.r.t. that coordinate. If the index is instead preceded by a simple comma, it means an
ordinary derivative

3Usually M = G/H, where H is a subgroup of G and G/H is the coset space of G
with respect to H. For more details see the Appendix A.
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field.
The O(n) NLSM is defined by

S =
1

2

∫
ddx∂µφα(x)∂µφα(x). (2.11)

with the condition
φα · φα = 1. (2.12)

We recognize in (2.11) two scalar products, one in X and one in M . This
action is the most general O(n) invariant with at most two derivatives, up
to a multiplicative constant.

We know that X is a d-dimensional euclidean space, but what can we
say about M? Let g(x) be an element of O(n). If we define the n − vector
u = (1, 0, ..., 0), ∀x ∈ X ∃ D(g(x)), element of the fundamental represen-
tation of O(n), such that φ(x) = D(g(x))u. Since u is invariant under the
action of H ⊂ O(n − 1) (H is called the stabilizer or the little group of u4),
then u is left unchanged multiplying g by H to the right. So φ remains
invariant. We have just found that M = O(n)/O(n − 1) and that it exists
an isomorphism between M and the sphere Sn−1. M is an homogeneous and
symmetric space.

In order to obtain (2.1), let us define a new parametrization for φ

φ(x) =

{
σ(x)
πi(x)

(2.13)

in which π(x) is a n − 1-dimensional field (i = 0, ..., n − 2) and σ(x) is a
function of π(x) trough equation (2.12). We can solve this equation if

σ(x) =
(
1− π(x)2

)1/2
(2.14)

We can decompose the set of generators of O(n) in the set of O(n − 1)
generators plus the generator of the transformation

δπi(x) = wi
(
1− π(x)2

)1/2
(2.15)

The transformation of the σ field is related to (2.15) and it is

δσ = −w · π (2.16)

The action (2.11) becomes

S =
1

2

∫
ddx∂µπ

i∂µπjgij(π) (2.17)

4See Appendix A
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exactly the same as in (2.1). Here gij is

gij = δij +
πiπj

1− π2
, (2.18)

which is the metric on the sphere Sn−1.
As we have written below equation (2.4), the metric (2.18) is covariant under
transformations generated by the Lie Group O(n)5 and (2.15) is an isometry.

2.2.1 Quantization of O(n) NLSM and perturbation
theory.

The generating function of our theory is

Z(J) =

∫ {
dπ(x)

(
1−π2

)−1/2
exp

[
− 1

λ2

(
S(π)−

∫
ddxJ(x)·π(x)

)]}
(2.19)

where J(x) is the source function, λ2 is the coupling constant of the theory

(as explained before) and dπ(x)
(
1−π2

)−1/2
is the O(n) invariant measure of

the path integral.
It’s important to notice that, in order to eliminate the infinite contribution
to the action∏

x

(
1−π2(x)

)−1/2 ∼ exp
[
−1/2 δd(0)

∫
ddx ln

(
1− π2(x)

)]
→∞, (2.20)

we have to find a “good” regularization method. In (2.20), δd(0) is the Dirac
distribution.

Minimizing (2.17), we find an infinite number of minima, that is

|∂µφ(x)| = 0 ⇒ φ(x) = const. (2.21)

Over this infinity, we choose the simplest choice: π(x) = 0, that is φ(x) = u.
Now, if the coupling constant λ2 is little enough (and it must be, if we want
to deal with a perturbative theory), we can say that the field that contributes
to the functional integral (i.e. the field which minimizes the argument of the
exponential) is proportional to λ and, if we expand near π = 0 we find that

|π(x)| ∼ λ (2.22)

These are the only considerable contributions to the perturbative expansion.
Terms of order 1 or greater shrink the exponential and do not contribute to

5The space in which φα takes values is O(n)/O(n − 1) and it is homogeneous with
respect to the Lie Group O(n). See Appendix A.
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the functional integral. Two things are very important so far: first, the per-
turbation theory is not affected by the restriction of parametrization (2.14);
second, we can integrate freely over π(x) between −∞ and +∞ because of
the restriction |π(x)| 6 1.

As we have already noticed below (2.2), isometries imposed by O(n) in-
variance make it possible the existence of only 1 coupling constant, actually
λ. Furthermore, if we absorb λ in π(x) and expand (2.19) in powers of
the “new” π we find that the contribution to the n-th order by vertices is
proportional only to three terms:

(∂π · π)2(π2)n; (∂π)2(π2)(π2)n; (π2)n. (2.23)

The propagator of this theory is

∆ij(p) =
δij
p2

(2.24)

where p is the momentum of the field π. We note that this propagator
indicates that the theory is massless.

2.3 2-dimensional NLSM: renormalizability and

integrability

Looking at the dimension of the terms in (2.1), we find that the integrand has

dimension [length]
1
d−2 , so, in order to have S dimensionless, λ2 = [length]d−2.

But if the true spacetime X has dimension 2 nothing in (2.1) needs a dimen-
sion. The infinite coupling constants in (2.2) in 2 dimensions are all dimen-
sionless and this fact ensures the complete renormalizability of the theory.

Furthermore, NLSMs defined upon a symmetric 2-dimensional manifold
(so far endowed with an euclidean metric) have the extremely important
property to be integrable. Any field theory needs infinite conserved charges
to be integrable because of the infinite number of values of a field. 2d-NLSMs
on symmetric spaces exhibit infinite conservation laws which lead to infinite
conserved charges, making the theory completely integrable.

2.3.1 2d NLSM with M = G/H.

The definition of such models is

S =
1

2

∫
d2x∂µφα∂

µφα, (2.25)
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where now φα take values on a reductive (⇔ homogeneous) manifold,that
is M = G/H, called the left coset gH, g ∈ G. Here H is a compact Lie
subgroup of the Lie group G and its Lie subalgebra h is contained in the Lie
algebra g of G. It is always possible to find an inner product

(
�, �
)

invariant
with respect to the action of Adg(H)6. We define v and 1− v the orthogonal
projections of g into, respectively, h and m, where the former is the orthogonal
complement of h with respect to g7 (and M is a vector space; in general it is
not a Lie Algebra). So we have that Adg(H) m ⊂ m and in particular

[h, h] ⊂ h [h,m] ⊂ m. (2.26)

The invariant inner product
(
�, �
)

extends uniquely to a left G-invariant
Riemannian metric on G/H. Now, on G there exists two distinguished 1-
forms with values on g, namely the left-invariant Maurer-Cartan (MC) form
(g−1dg)8 and the right-invariant MC form (dgg−1). We observe a natural
left-invariant connection between the left-invariant Riemannian metric and
the left-invariant MC form. It is possible to describe this connection by say-
ing that the connection form is the vertical part (the v-projection) of the
left-invariant MC form on G: A = v(g−1 dg). We shall focus our attention
on theory where [m,m] ⊂ h.

Instead of φ(x) in (2.25), we prefer to consider the auxiliary field g(x)
which takes values on the whole G9 and which respects the following equiv-
alence:

g2(x) ∼ g1(x) ⇔ ∃ h(x) ∈ H : g2(x) = g1(x)h(x)10. (2.27)

The key point is that H has become the gauge group, while G is the global
symmetry group.
To help us get better acquainted, we translate in terms of fields what we have
tried to explain in terms of algebraic space. We take a field with values in h
and one field with values in m, respectively

Aµ = v
(
g−1∂µg

)
,

Kµ = (1− v)
(
g−1∂µg

)
.

(2.28)

where Aµ is the vertical part of the left-invariant 1-form and for this reason
takes values only in h and Kµ is the horizontal part of the left-invariant
1-form and for this reason takes values only in m.

6With Adg(H) we indicate the adjoint representation of H on g.
7h⊕m = g.
8g indicates an element of g and dg indicates its differential.
9One should not confuse between the space G (the space spanned with the g-algebra)

and the group of transformation G. The elements of former are invariant under the action
of the latter.

10g and h are elements of the respective groups.
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It is time to introduce the covariant derivative, in order to deal with the
field H-covariance g(x). It is possible to define

Dµg = ∂µg − gAµ. (2.29)

Under the gauge transformation g → g h we can see from (2.28) that Aµ
transforms as A′µ = h−1Aµh + h−1∂µh, or, in other words, it transforms as a
gauge potential. Since elements of G must be gauge covariant, we can define
Kµ = g−1Dµg, since Kµ → H−1KµH.
As usual in gauge theories, we define the gauge covariant tensors

Fµν = [Dµ, Dν ] = ∂µAν − ∂νAµ + [Aµ, Aν ],

DµKν = ∂µKν + [Aµ, Kν ],
(2.30)

and we enumerate the following identities:

Fµν = −
(
g−1DµDνg − g−1DνDµg

)
;

DµKν −DνKµ + [Kµ, Kν ] = 0.
(2.31)

Everything said before becomes useful now, in the redefinition of the action
(2.25)

S =
1

2

∫
d2x
(
Dµg,D

µg
)
, (2.32)

where
(
�, �
)

is the Adg-invariant inner product, namely the trace. We can get
the equation of motion from (2.29) and (2.32). It is

DµD
µg − (Dµg)g−1Dµg = 0. (2.33)

We can find from (2.33) that Kµ is a covariant-conserved current and, from
the Noether theorem, that jµ is an invariant-current generated by the left
G-invariance. The latter is invariant under the action of H; the former is
“only” H-covariant.

jµ = −(Dµg)g−1,

Kµ = g−1Dµg,
(2.34)

and their behavior with respect to, respectively, derivation and covariant
derivation is:

∂µjµ = 0,

DµKµ = 0.
(2.35)
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We change our coordinates from x = (x0, x1) to (ξ, ν), also called light-
cone coordinates11, defined as

ξ = (x0 + x1)/2; ν = (x0 − x1)/2. (2.36)

If we derive the term (ξ · ν) = ((x0)2 − (x1)2)/4 with ∂ξ[∂ν ] we find

∂ξ = ∂0 + ∂1; ∂ν = ∂0 − ∂1; 201 =
∂2

∂ξ∂ν
. (2.37)

The action becomes

S =
1

2

∫
d2x

(
∂ξq · ∂νq

)
=

1

2

∫
d2x

(
Dξg ·Dνg

)
,(

�, �
)
q

= tr
(
∂ξq∂νq + ∂νq∂ξq

)
,(

�, �
)
g

= tr
(
DξgDνg +DνgDξg

)
,

(2.38)

and the equation of motion can be written as

DξDνg +DνDξg −Dξgg
−1Dνg −Dνgg

−1Dξg = 0. (2.39)

Equations (2.35) become

∂ξjν + ∂νjξ = 0

DξKν +DνKξ = 0
(2.40)

where jξ[ν] = −Dξ[ν]gg
−1.

Now we come to the point: it is possible to define a one-parameter fam-
ily of coordinate-dependent G symmetry transformations from which it is
possible to obtain an infinite series of non-local conserved currents. This
symmetry is called dual symmetry. There is a theorem which states:

A 2d-NLSM possesses the dual symmetry if and only if the homogeneous
space G/H is symmetric.

So far, if the coset space G/H is such that [m,m] ⊂ h or [m,m] ⊂ m, then it
is homogeneous. Symmetric means that we are only in the [m,m] ⊂ h case.

In order to rule the infinite series of conserved currents, we first define
the transformation mentioned above such that ∀ g, solution of (2.39), ∃ g(γ)

11If we start from a euclidean true spacetime, this coordinates become complex num-
bers.
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and a n× n matrix U (γ), γ ∈ R, which respect the properties

U (γ) = U (γ)(ξ, ν; q), UUT = UTU = I;

g(γ) = U (γ)g.

(2.41)

It is important to relate the solution of the equation of motion (2.33) to that
related to the action (2.25) in this way:

q(γ)(x) = U (γ)q(x) ⇔ g
(γ)
2 (x) = g

(γ)
1 (x)h(x), (2.42)

where h(x) is an element of the group H.
Actually, until now we have restricted U (γ) to be an orthogonal transfor-

mation. General, orthogonal transformations are not good for us, but only
those which are solutions of this system:{

∂ξU
(γ) =

(
1− γ−1

)
U (γ)jξ

∂νU
(γ) =

(
1− γ

)
U (γ)jν

(2.43)

The integrability condition of (2.43), due to (2.40), is

∂νjξ − ∂ξjν + 2[jξ, jν ] = 0. (2.44)

Action (2.38) is invariant under the transformation (2.41) and so g(γ) is an-
other solution of (2.39).
The currents transform according to

jξ → j
(γ)
ξ = γ−1U (γ)jξU

(γ)−1,

jν → j(γ)
ν = γU (γ)jνU

(γ)−1,
(2.45)

and it is possible to see that they respect the equation (2.40):

∂νj
(γ)
ξ + ∂ξj

(γ)
ν = 0. (2.46)

Expanding (2.46) around γ = 1 we find for all fixed values of (ξ, ν), the
celebrated infinite series of conserved, G-covariant, H-invariant currents:

∂ξjν + ∂νjξ = 0;

∂ν

{1

2

[ ∫ ξ

−∞
dξ′jξ(ξ

′, ν), jξ(ξ, ν)
]
− jξ(ξ, ν)

}
+

+ ∂ξ

{1

2

[ ∫ ξ

−∞
dξ′jξ(ξ

′, ν), jν(ξ, ν)
]}

= 0;

...

(2.47)

Note the important property of these equations (a part for the first) of being
non-local.
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2.3.2 Classical properties of 2d O(n) NLSM.

The coset between G = O(n) and H = O(n−1) is the target space of the so-
called O(n) 2d-NLSMs. This space is homogeneous and the analysis made
above is still true. There is a clear isomorphism between the coset space
O(n)/O(n−1) and the Riemann sphere Sn−1, as we have just seen in section
2.2.

The action is

S =
1

2

∫
d2x∂µφα∂

µφα;

φ2(x) = 1;

(2.48)

here φ(x) = (φ0(x), φ1(x), ..., φn−1(x)) and x = (x0, x1). In this section we
shall call φ(x) = q(x), for notation convenience. For the same reason, we
prefer to work in a Minkowski true spacetime12.

The equation of motion can be derived from (2.48) with the technique of
Lagrangian multipliers (or with the method used before). We find

2q +
(
∂µq · ∂µq

)
q = 0;

q2 = 1
(2.49)

The invariance of the action under dilatations implies that the energy-mo-
mentum tensor Tµν is traceless,13

Tµν = q,µq,ν −
1

2
gµνq,ρq

,ρ;

T µµ = 0 Tµν = Tνµ.

(2.50)

where g00 = −g11 = 1 is the usual Minkovskyan metric. Therefore, Tµν has
only two independent components.

The invariance of the Lagrangian (2.48) under the action of the group
O(n) generates the conserved current

jµ = q · (∂µq)T − ∂µq · (q)T ;

∂µj
µ = 0.

(2.51)

12We recognize x0 as the time and x1 as the space
13This means that the theory is conformal.
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With qT we indicate the transposed vector. The equation of motion can be
rewritten in light-cone coordinates as

∂2
ξνq + (∂ξq · ∂νq)q = 0;

q ∈ Sn−1,
(2.52)

with the correspondent continuity equation

∂νjξ + ∂ξjν = 0;

jρ = q · (∂ρq)T − ∂ρq · (q)T , ρ = ν, ξ.
(2.53)

The energy-momentum conservation in light-cone coordinates can be ex-
pressed as

Tξ =
1

2
(T00 + T01), Tν =

1

2
(T00 − T01),

Tξ,ν = 0 Tν,ξ = 0,

Tξ =
1

4
q2
,ξ Tν =

1

4
q2
,ν .

(2.54)

The duality symmetry is valid in this case, leading to the system{
∂ξU

(γ) =
(
1− γ−1

)
U (γ)jξ

∂νU
(γ) =

(
1− γ

)
U (γ)jν

(2.55)

q satisfies (2.42) and jν satisfies (2.44), (2.45) and (2.46). We can expand
the continuity equations in the same way of (2.47).

The interesting thing is that we can have another family of infinite local
O(n) invariant conserved currents. In fact, it is possible to deduce them by
different methods. Here we shall exhibit an example for the case n = 3.
From (2.52) we see the orthogonality between q, ∂νq and ∂ξq. We can argue
that they are three unit vectors of a R3 basis. We define

α = arccos(∂νq · ∂ξq). (2.56)

Having identified a basis, we express ∂2
ννq and ∂2

ξξq as linear combination of
q, ∂νq and ∂ξq.

∂2
ξξq = −q + 2∂ξα(cotα)∂ξq − 2∂ξα(sinα)−1∂νq,

∂2
ννq = −q + 2∂να(cotα)∂νq − 2∂να(sinα)−1∂ξq.

(2.57)

Evaluating ∂2
ξνα in term of q, ∂νq and ∂ξq and (2.57) we can easily get the

celebrated sine-Gordon equation,

∂2
ξνα = − sinα. (2.58)
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This is a complete integrable Hamiltonian system. It is possible, thanks to
the Inverse Scattering Transformation (IST), to find an infinite series of local
conserved currents. The first two continuity equations result:

∂

∂ν

(
1

2
q2
,ξ

)
= 0 (energy-momentum conservation);

∂

∂ν

(
1

2‖q,ξ‖

(
∂

∂ξ

q,ξ
‖q,ξ‖

)2
)

=
∂

∂ξ

(
q,ξ · q,ν
‖q,ξ‖

)
.

(2.59)

2.3.3 Quantum properties of 2d O(n) NLSM.

The O(n) NLSM, at the quantum level, loses its conformal invariance. Like
many massive quantum theories, it has a mass gap. The important thing is
that it doesn’t lose its integrability.
From the Lagrangian we can find the conservation equation of the energy
momentum (also called “conformal” equation)

q,σ,τ − uq = 0; q2 = 0

∂τ

(
1

4
q2
,σ

)
=

1

2
q,σq,σ,τ = u∂σ

(
q2

4

)
,

(2.60)

where u = −q,σq,τ .
The main result is the demonstration of the fact that taking the quantum
anomalies into account transforms the law (2.59) into a decent looking con-
servation law, analytical in terms of the fields. This phenomenon has been
called rehabilitation of conservation laws. Anomalies destroy conformal in-
variance. We can introduce anomalies adding “good” terms to the right
of equations in 2.60. These terms are determined by general conditions of
Lorentz (σ′ = λσ, τ ′ = λ−1τ) and scale (σ′ = λσ, τ ′ = λτ)) invariance. The
only possible terms are

∂τ

(
1

4
q2
,σ

)
= βu,σ = −β∂σ (q,σq,τ ) (2.61)

where β is the beta function14.
The next conservation law (2.59) can be written as

∂τ

(
1

4
q2
,σ,σ

)
=

1

2
q,σ,σq,σ,σ,τ ; q,σ,σ,τ − u,σq − uq,σ = 0. (2.62)

14see chapter 5.
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Using the relations

q2 = 1; qq,σ = 0; qq,σ,σ + q2
,σ = 0, (2.63)

we finally obtain

∂τ

(
1

4
q2
,σ,σ

)
− ∂σ

(
1

4
q2
,σu

)
=

3

4
q2
,σu,σ. (2.64)

We can add different anomalous terms: among them there are: ∂3
σu; q2

,σu,σ;
q,σ,σ,σq,σ,τ ; q

2
,σ (q,σ,τq,τ ); etc...

It is helpful to integrate (2.64) over σ since then total divergences are elimi-
nated. The most general term with anomaly results

1

4
∂τ

∫
dσq2

,σ,σ = (3 + γ)

∫
dσ
q2
,σ

4
u,σ (2.65)

where γ is a coefficient connected with the anomaly term. Now, if we take
∂σu from (2.61) we obtain

∂τ

[∫
dσ

(
q2
,σ,σ −

(3 + γ)

8β
q4
,σ

)]
≡ ∂τ I = 0. (2.66)

Now, from (2.66) it is possible to demonstrate that

〈n|I|n〉 = const
∑
i

P3
i,σ. (2.67)

In fact, from th fact that [I, S] = 0, we can write that

O〈b|I|b〉O O〈b|a〉I = O〈b|a〉I I〈a|I|a〉I , (2.68)

where O means OUT and I means IN. Now, In the asymptotic state, with
particles that do not interact, a n-plet with momentum P1, · · · , Pn respects
equation (2.67). We can write down that∑

I

P 3
,σ =

∑
O

P 3
,σ, (2.69)

where sums are made on every asymptotic OUT (IN) states. Of course, in
the same manner it is possible to find that (2.69) holds after the substitution
σ → τ .

This result implies the absence of multiple production. This result allows
the S-matrix to be found exactly. The natural question arises of whether the
higher conservation laws exist. The answer is clearly yes,because the absence
of multiple production and the crossing symmetry of the S-matrix implies
that ∑

P 2n+1
σ = 0 (2.70)
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Chapter 3

The 2-dimensional S-matrix

The S-matrix theory is an almost self-contained theory based upon few con-
cepts, among which: states and wave-packets, unitarity, analyticity, energy-
momentum conservation, Lorentz and CPT invariance, macro-causality. This
theory leads to the concept of asymptotic states, the decomposition princi-
ple, antiparticles and it is related with quantum field theory by the Feynman
rules.
We can think at the S-matrix as an organized set of amplitudes of probability
of scattering events between particles of the same spectrum, but also as the
operator that transform the asymptotic In-state into all possible asymptotic
Out-states or also as the coefficient of the commutation rule of a peculiar
algebra related to particle states.
We do not treat the discussion on symmetries of the S-matrix and we only
say that S-matrix is Lorentz invariant, CPT invariant and, if the theory per-
mits other symmetries, the S-matrix is invariant with respect to them. In
order to respect these invariances, the S-matrix depends on momenta, spin
and other quantities related to other symmetries.
We shall see that integrable 2d QFTs have a factorizable S-matrix, that
is, scattering between multi-particle states can be factorized in multi two-
particles-states scattering. Also, integrable 2d S-matrix solves the Yang-
Baxter equation.

We start by illustrating why S-matrix theory must be unitary and ana-
lytic. We give a definition of crossing symmetry and we see why poles of the
S-matrix are related to bound states and threshold branch points to physical
and not physical regions.
Then we treat the S-matrix for massive theories, and we see that this ma-
trix respects the Yang-Baxter-Zamolodchikov-Fateev equation and that it is
factorizable into two-particles scattering. Due to these properties and its
symmetries, it is possible to write down the general solution, affected by a
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CDD factor, i.e. an infinite number of adjustable parameters.
Finally, we point again our attention to the O(n) NLSM, but this time we
start from another point of view. In addition to the usual symmetries, we
impose the O(n) one to the S-matrix and we find the spectrum of the model,
i.e. the quantum 2d O(n) NLSM.

3.1 General properties of the S-matrix

We define the S-matrix as the amplitude of the event for the state Ψα to
become the state Ψβ

1. We call Ψ+
α the In-state and Ψ−β the Out-state. The

In-state is the asymptotic state for t → −∞ and the Out-state is the same
for t→∞. In other words

Sβα =
(
Ψ−β ,Ψ

+
α

)
, (3.1)

where (�, �) is the inner product in the Hilbert space. S is a complex value
for each couple of states. If we have many events, linked together, we deal
with an array of C-values. The relevant thing is that the rate for a reaction

α→ β is proportional to
∣∣Sβα − δ(α− β)

∣∣2.

3.1.1 Unitarity.

The In- and Out-states live in two isomorphic Hilbert spaces: therefore, the
In-state can be expanded as a sum of Out-states,

Ψ+
α =

∑
β

SβαΨ−β . (3.2)

Every In-state may become in the far future any of the Out-states. we shall
see that Out-states are accessible states for the In-state in question.
All these Out-state form a complete set of orthonormal states. If we start
with a complete set of orthonormal states α and we finish with a complete
set of orthonormal states β, the S-matrix must be unitary. In fact∫

dβS∗βγSβα =

∫
dβ
(
Ψ+
γ ,Ψ

−
β

)(
Ψ−β ,Ψ

+
α

)
=
(
Ψ+
γ ,Ψ

+
α

)
= δ(γ − α)

that means

S†S = I.

(3.3)

1α and β summarize all the quantum numbers of the state.
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3.1.2 Analyticity.

Another important property is analyticity. We shall start assuming analyt-
icity as a postulate. Almost every theory in physics has involved analytic
functions and experiments do not give at least any reason to believe the op-
posite. Analyticity of the S-matrix gives us the opportunity to find a theory
where no singularities are arbitrary, but they are all related to general prin-
ciples.
In fact, it is possible to recognize that S-matrix poles are related with parti-
cles. There are many poles, perhaps infinite in number. The most important
type occurs in a channel invariant. We define a channel a set of more than
one particle involved in a physical process. The square of the total energy in
the barycentric system of the particles is the channel invariant. The invariant
for the channel c (in a covariant form) is

sc =
(∑

i∈c

pi

)2

. (3.4)

In the channel invariant region (sc > 0) many poles could appear. Every pole
represents a new particle, that is a bound-state, provided that it is near or in
the physical, channel invariant, region (sc > 0, 0 < p2

i < mic
2). The value of

the pole in this region must be interpreted as the square of the mass of the
particle. We can distinguish between stable particles, which have real masses,
and ordinary resonances, which have a small negative imaginary part in their
mass equal to half width, i.e. half the inverse of their mean lifetime. For
instance, if we have a four-particle S-matrix2, two ingoing and two outgoing,
we shall find three non-independent channel invariants, called Mandelstam
variables, denoted by three letters: t, s, u. We have already spoken about
these variables in chapter 1 (See Fig.(1.1)).

A particle pole will occur not just in one channel invariant but in the
invariants of all channels that “communicate” with the pole particle, i.e. if
the same bound state could be obtained from different states. Two channels
could communicate if the energy conservation permits. Different particle sets
producing the same bound state are called communicating channels. Finally,
we define the connected part of a particle state the particle subset which
does not interact with other particles of the state. Loosely speaking, the S-
matrix could be decomposed in connected S-matrices, each of them related to
events occurring in a particular point in spacetime, very far from the others.
In other words

Sβα =
∑
C

(±)SCβ1α1
SCβ2α2

· · · (3.5)

2We mean that we have four external asymptotic particles.
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Figure 3.1: In a) a C-part between four particles (a, b, c, d) is indicated, with
respect to a free particle i. In b) we see that a pole can be formed in the
same connection.

C indicates the connected part in which the S-matrix is divided: the sub-
scripts indicate, in the same C-part, all possible communicating channels;
the sign in front of the sum is related to the number of fermions involved in
the transition. A C-part is indicated in Fig.(3.1).

3.1.3 Crossing symmetry.

The third important property is called crossing symmetry and it involves
antiparticles. The fundamental requirement is that the S-matrix be capable
of describing two or more successive collisions with a macroscopic spacetime
separation. For instance, if we have two reactions

a+ b → H + d and H + e → f + g (3.6)

than the reaction

a+ b+ e → d+ f + g (3.7)

can have an S-matrix, with a pole in s = (pa + pb)
2 near the square of the H

mass

p2 = m2
H . (3.8)

In this sense, the residue of the pole is said to be factorizable. If the residue
isn’t factorizable, the particle can’t exist.
If we call A the first state (in the example a + b + e) and B the second
state, in the physical region p2 > m2

H , A is the In-state, B the Out-state. It
is possible to make an analytic continuation of the whole process from the
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physical region mentioned above to the physical region p2 < −m2
H , passing

through unphysical regions. In this second case A is the Out-state and B is
the In-state and all quantum numbers are the opposite and H becomes H,
that is the antiparticle of H. In other words:

A → B through H

analytic continuation

B → A through H

(3.9)

Since the factorizability of the residue must persist throughout the analytic
continuation from positive to negative p, A is the analytic continuation of A
and the same is for B and B.
The crossing symmetry principle can be stated:

A single analytic function, evaluated in positive or negative timelike re-
gions of its energy-momentum variables, represents the C-part for all reac-
tions that differ by replacing incoming particles with outgoing antiparticles.

Why analytic continuation is so important? Because if we find the way
to link all physical regions we can use a single S-matrix to describe the whole
theory. We shall see in the next section that it is possible to go from one
region to another passing through unphysical region also if we ”meet“ branch
points.

3.1.4 Threshold branch points.

In addition to particle poles a second type of fixed singularities appear in
channel invariants. These are the branch point associated with channel
threshold. We define a channel threshold in this way

stc =
(∑

i∈c

mi

)2

. (3.10)

The meaning for threshold derives from the beginning of the physical region
beyond stc:

sc > stc the channel is open;

sc < stc the channel is closed;
(3.11)

where with open (closed) we mean possible (impossible).
Now we take a C-part of the S-matrix, called Ac′c(sc), depending on the
channel invariant sc and connecting the In-state c with the Out-state c′. Of
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1 1' 2' 3'q'

Figure 3.2: Here we have indicated nodes (branch points) with a label i, that
is referred to the channel stci .

course, for the energy-momentum conservation sc = sc′ . For each c′ we have
different thresholds and the physical region is the real sc region above both
sc and sc′ . It is bounded on the lower end by whichever of these thresholds is
the larger. Thus, there exist thresholds which live in the unphysical region.
Roughly speaking, the necessity for channel threshold branch points in phys-
ical regions arises from the fact that the dimensionality of the physical S-
matrix changes each time a new channel opens. Obviously something sudden
happens at such points, and if we are dealing with analytic functions the
sudden change is manifested by a point of singularity, which we can see in
Fig.(3.2).

The difference nature of the singularities mentioned above are obviously
related to the different nature of their relation to the scattering process. If
we want to go from a sector to another sector, we can use the iε prescription,
adding an infinitesimal imaginary part to sc in order to go beyond the thresh-
old and to pass over it through unphysical regions. But not every unphysical
region is good. We call the only possible unphysical region where to continue
analytically the physical sheet, a region of the whole complex Riemann sur-
face inside clear cuts. This sheet is prescribed by drawing the cut from each
normal threshold branch point in a channel invariant along the positive real
axis in that variable to +∞. The statement is complicated by the mass-shell
and energy-momentum conservation constraints, but it has turned out, in all
cases analyzed, to have a well-defined meaning when translated into an inde-
pendent set of channel invariants, such as the (s, t, u) Mandelstam variables
for four-particles scattering (Fig.(3.3)). Everything so far has been tested in
laboratory.

3.2 The 2d S-matrix with massive particles.

We consider M ingoing particles and N outgoing particles with different
masses and quantum numbers. The S-matrix for this process is3

SB1B2···
A1A2··· =

(
B1(p′1)B2(p′2) · · · , A1(p1)A2(p2) · · ·

)
, (3.12)

3The convention is: upper indices correspond to outgoing particles, lower indices cor-
respond to ingoing particles.
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Figure 3.3: Blue straight lines indicate forbidden regions. Orange and green
region are physical permitted region. Nodes indicates branch points. By
crossing we are able to pass from a physical region to another without passing
through any forbidden un-physical region. Thus we can have one S-matrix
valid for the whole theory.

where now the top indices + and − are substituted respectively by the letters
A and B.
In the Appendix B we present a theorem which shows that the in a 1 + 1 di-
mensions theory with two conserved currents different from Lorentz currents,
the S-matrix is factorizable and the set of final momenta is equal to the set of
initial momenta. By factorizable we mean that the process can be factorized
in processes involving only two particles. From the conservation of the set of
initial momenta, these two particles either exchange their momenta or not.
It depends from the mass of the particles: if particles have the same mass
(we shall say: they belong to the same mass multiplet) they can exchange
their internal quantum numbers, if the masses are different, particles can’t
exchange anything and the two-body scattering is purely elastic.

To help us get better acquainted, we summarize the peculiarity of the 2d
S-matrix in three selection rules :

1. The number of particles with mass mi is conserved and no particle is
produced. Anyway, the S-matrix is non-trivial because internal quan-
tum numbers can be exchanged between different particles in the same
multiplet.
We sketch this scatter byAa1(p1)+Aa2(p2)+· · · → Ab1(p

′
1)+Ab2(p

′
2)+· · · ,4

4It is worth noticing that we can have different out-going particles with respect to
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where Aa1 means a particle of type a1.

2. The set of momenta is conserved, so {p1, p2, · · · } = {p′1, p′2, · · · }.

3. The S-matrix factorizes in as many as necessary two particle processes.

3.2.1 The YBZF equation and the algebraic represen-
tation of particles states.

Let us now introduce light-cone coordinates, in order to deal with rapidity θ
instead of momenta:

p0
a = ma cosh θa, p1

a = ma sinh θa,

pa = p0
a + p1

a, pa = p0
a − p1

a,

papa = m2
a (mass-shell condition).

Now we define, for each particle with mass ma the quantity a = pa/ma. We
find that θa = log a. Recall that a was a positive real number for the forward
component of the mass shell; this corresponds to θ ranging over the entire
real axis. The backwards component of the mass shell, found by negating a,
can be parametrised by this same rapidity so long as it is shifted onto the line
Imθ = π. This will be relevant when discussing the crossing of amplitudes.

We can write the first selection rule above using rapidity instead of mo-
menta: Aa1(θ1) + Aa2(θ2) + · · · → Ab1(θ

′
1) + Ab2(θ

′
2) + · · · . For instance,

in Fig.(3.4) we see a four-particles scattering factorized in the right way. To
each line corresponds a particle, to each vertex corresponds a two-particle
scattering, to each slope corresponds a different rapidity (the greater is the
slope the greater is the rapidity). To each vertex we have a factor SO1O2

I1I2
(θ12),

where θ12 is the difference θ1−θ2. If we have M ingoing particles, the number
of collisions will be 1

2
M(M − 1). The S-matrix for the diagram in Fig.(3.4)

is

SO1O2O3O4
I1I2I3I4

(θ1, θ2, θ3, θ4) =∑
j1j2j3j4k1k2k3k4

Sj1j2I1I2
(θ12)Sk1j3j1I3

(θ13)Sk2k3j2j3
(θ23)SO1j4

k1I4
(θ14)SO2k4

k2j4
(θ24)SO3O4

k3k4
(θ34),

(3.13)

ingoing particles. For instance, we could have two ingoing particles with the same mass but
different spin and different quantum numbers that become a different multiplet, exchanging
their internal quantum numbers.
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Figure 3.4: Factorized four-particles scattering. For each line we write the
respective particle label.

where the small letters indicate the intermediate states and we sum over all
possible intermediate states permitted by the energy and the nature of the
ingoing particles. But here we may have a problem, because for the same
values of rapidity we can have different diagrams, provided that we shift lines
with respect to each others. Fortunately, it turns out that this diagrams are
equivalent. This is possible only if the S-matrix satisfies the Yang-Baxter-
Zamolodchikov-Faddeev equation, usually called factorization equation:

Sj1j2i1i2
(θ12)Sk1j3j1i3

(θ13)Sk2k3j2j3
(θ23) = Sk1k2j1j2

(θ12)Sj1k3i1j3
(θ13)Sj2j3i2i3

(θ23). (3.14)

It is important to notice the “conservation” of the rapidity dependence. This
equation can be represented in Fig.(3.5).

There is a different approach to the study of the S-matrix and it is based
upon an algebraic representations of asymptotic particles states. An In-state
|Aa1(θ1)Aa2(θ2) · · · AaL(θL)〉 is characterized by there being no further inter-
actions as t→ −∞. This means that the fastest particle must be on the left,
the slowest on the right, with all of the others ordered in between. In fact,
in order to meet in the same point, in the past the faster particles had to be
farer than other particles, that is x1 < x2 < · · · < xL.
In a massive theory all interactions are short-ranged and so the state be-
haves like a collection of free particles except at times when two or more
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Figure 3.5: Graphic representation for the YBZF equation.

wave-packets overlap. All of this is made more precise in Appendix B.
An element of our algebra will be any kind of product of operators

∏L
i=1Aai(θi),

with L ∈ N and θ1 > θ2 > · · · > θL, acting on the vacuum |0〉 to create IN
particles. The ordering of the product reflects the spatial ordering of the in-
going particles. To the operators Aai(θi) the name of Zamolodchikov-Faddeev
(ZF) operators is given.
Similarly, for the Out-states we have the representation Ab1(θ

′
1) · · ·AbL(θ′L)

with θ′1 < θ′2 < · · · < θ′L, acting on the vacuum 〈0|. But from the third
selection rule, this relation must be written θ1 < θ2 < · · · < θL, with the
clarification that now the time is running to ∞5.

Now we assume the following commutation rules

Ai(θ1)Aj(θ2) = Sklij (θ1, θ2)Al(θ2)Ak(θ1),

Ak(θ2)Al(θ1) = Smnkl (θ1, θ2)An(θ1)Am(θ2),
(3.15)

from which we find the unitarity condition and, imposing the associativity
of the algebra, the YBZF equation6, written in (3.14).

3.2.2 The two-particles S-matrix.

From the factorizability property, if we know the exact two-particle S-matrix
we can know everything about every scattering events between N particles.
We have just seen how to translate states into the ZF algebra. We notice
that, because of the invariance of the S-matrix with respect to Lorentz boost,
which shifts the rapidity by a constant, the dependence in (3.15) becomes

Ai(θ1)Aj(θ2) = Sklij (θ12)Al(θ2)Ak(θ1). (3.16)

5We could write the product AbL(θ′L)AbL−1
(θ′L−1) · · ·Ab1(θ′1) with θ′1 < θ′2 < · · · < θ′L.

6Obviously if we interpreted Sklij as an element of the S-matrix.
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where now the Einstein convention is switched on (considering the trivial
possibility).

The invariance of the S-matrix with respect to P ,T and C can be sketched,
respectively:

Sklij (θ) = Slkji (θ), parity P ;

Sklij (θ) = Sjilk(θ), time reversal T ;

Sklij (θ) = Skl
ij

(θ), charge conjugation C.

(3.17)

In order to discuss the analytic properties of the two-particle S-matrix, we
introduce the Mandelstam variables:

s = (pi + pj)
2; t = (pi − pk)2; u = (pi − pl)2;

s + t + u =
∑
λ

m2
λ.

(3.18)

In (1+1) dimensions, only one variable is independent. In fact, from selection
rules, we can have pi = pk or pi = pl. If we choose the latter, than u = 0 and
t is fixed by the above relation, leaving the variable s as the only independent
one. We can easily see that

s = m2
i +m2

j + 2m1mj cosh θ12, (3.19)

with θ12 ∈ R. Physical values are permitted only if s ≥ (mi +mj)
2 which is

our first threshold branch point. The physical sheet will be represented by
elements in the complex s-plane just above the Real axis after the branch
point, namely s+ = s+ iε, where s respects the condition written above and
ε > 0 is infinitesimal.

We have just seen (section 3.1.4) where to cut the complex plane from
the branch point in order to make a possible analytic continuation. Another
important hypothesis is Sklij (s∗) =

(
Sijkl(s)

)∗
which, with the T invariance,

becomes Sklij (s∗) =
(
Sklij (s)

)∗
, that is the condition for real-analyticity. Note

that S is real if s ∈ [(mi −mj)
2, (mi +mj)

2].
We can find that (mi +mj)

2 is a square root branch point. In fact, from
the unitarity condition and the real-analyticity, we find that

Sklij (s+)Snmkl (s−) = δni δ
m
j , (3.20)

where s− = s−iε. Call γ the curve that encircles counterclockwise the branch
point. Call Sγ the analytic continuation of S along this path. Then unitarity
amounts to the requirement that S(s+)Sγ(s

+) = I for all physical values of
s+. When written in this way, the relation can be analytically continued
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to all s, so Sγ(s) = S−1(s). In particular, if s+ is a point just below the
cut, then Sγ(s

−) = S−1(s−) = S(s+), the last equality follows from a second
application of unitarity. Now Sγ(s

−) is just the analytic continuation of
S(s+) twice around (mi + mj)

2. Therefore, twice round the branch point
gets us back to where we started, and the singularity is indeed a square root.

In order to find another threshold branch point, we apply the crossing
symmetry principle and change the In-state j and the Out-state l with, re-
spectively, the In-state l and the Out-state j. We have a new S-matrix and
a new channel invariant,

Skj
il

(θ); t = (pi − pl)2. (3.21)

It is easy to relate t with s: t = 2m2
i + 2m2

j − s. The new amplitude can be
obtained from analytical continuation of the “old” amplitude in the region
where t permits to the system to be physical, that is t ∈ R and t ≥ (mi−mj)

2.
We can easily check that the t physical sheet coincides with the complex s
elements just under the Real axis before (mi −mj)

2, namely s−.
Crossing symmetry can be summarized in this equation

Sklij (s+) = Skj
il

(2m2
i + 2m2

j − s+). (3.22)

Everything becomes easier if we pass from s to θ, the rapidity we have just
introduced above. It can be found that

θ = cosh−1

(
s−m2

i −m2
j

2mimj

)
=

= log

{
1

2mimj

[
s−m2

i −m2
j +

√(
s− (mi −mj)2

)(
s− (mi +mj)2

)]}
(3.23)

and it maps the physical sheet into the region

0 < Imθ < π. (3.24)

of the θ plane called the physical strip.
The previous relations can now be translated to give a list of constraints

on S(θ) (we call them primary constraints):

1. Real analyticity: S(θ) ∈ R only for θ purely imaginary;

2. Unitarity: Sklij (θ)Smnkl (−θ) = δmi δ
n
j ;

3. Crossing: Sklij (θ) = Skj
il

(iπ − θ).
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Figure 3.6: Physical strip in θ−C plane. In θ = 0, iπ we have signed branch
points with a crux. Full circles indicate possible poles.

Because no particle production is permitted, if we have singular poles they
must stay between (mi−mj)

2 and (mi+mj)
2 or between 0 and iπ in Fig.(3.6).

Naturally, the S-matrix analytic continuation involves the whole complex
plane, including poles. As explained in section 3.1.2, poles are singular and,
in their neighborhood, the S-matrix can be represented as

Sklij (θ) ∼
iF kl,n

ij

θ − iunij
, (3.25)

where θ = iunij is a generic pole of the S-matrix and F kl,n
ij = fnijf

kl,n, with no

summation over n, is the residue of Sklij at unij. We call the fnij tensors the
coupling constants of the theory. They can be diagrammatically represented
as in Fig.(3.7).

3.2.3 Solutions.

We have noted earlier at the beginning of section 3.2 (and, better, in App.
B) that particles can exchange internal quantum numbers only if they belong
to the same multiplet. But this means that particle rapidity can change only
if we have a scatter between two particles of the same mass. In this case
the S-matrix is block-diagonal. Therefore, we can speak about blocks and
elements inside the blocks. The formers are limited only by unitarity and

57



A A

A

AA

i

j k

l

n
ij

n kl,n
f f

Figure 3.7: Bound states.

crossing, because (3.14) is identically satisfied:

S
(k)
(i) (θ) = δki S

(k)
(i) , (3.26)

where block-indices are indicated in parenthesis. Inside the block, factoriza-
tion is valid and elements are limited by all primary constraints.

The general solution of (3.14) can be put in the form

Sklij (θ) =
1

f(θ)
Rkl
ij (θ), (3.27)

where Rkl
ij (θ) is a matrix which contains only entire functions7 of θ and f(θ)

is a meromorphic function.
Rkl
ij (θ) depends on λθ, where λ is a real parameter which is free to be chosen.

In all known cases
Rkl
ij (θ) = Rkj

il
(iπ − θ), (3.28)

and so the crossing property becomes

f(iπ − θ) = f(θ). (3.29)

In the point of zero rapidity8 we can prove that

Rkl
ij (0) = δki δ

l
jR0, (3.30)

and from (3.30) and (3.14), using θ23 = −θ12 we obtain

Rmn
ij (θ)Rkl

mn(−θ) = δki δ
l
jQ(θ), (3.31)

7In all known results, these functions are rational, hyperbolic or elliptic meromorphic
functions of θ.

8With θ = 0 in (3.16) and following we mean that the difference between two rapidity
is zero.
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where Q(θ) is a function of θ. So the unitarity property becomes

f(θ)f(−θ) = Q(θ). (3.32)

The solution is a real meromorphic function for θ purely imaginary and it is
fixed up to an almost arbitrary function φ(θ) which satisfies

φ(θ) = φ(iπ − θ);
φ(θ)φ(−θ) = 1.

(3.33)

The solution for (3.33) is

φ(θ) =
r∏
j=1

sinh θ + i sinhwj
sinh θ − i sinhwj

, (3.34)

where wj are arbitrary real parameters and r is a natural number from which
depends the solution (it’s not the total particle number). Equations (3.29)
and (3.32) have more than one solution, but among them we can find those
having the minimum number of poles and zeros. We call this function fmin(θ).
The general solution for (3.29) and (3.32) is

f(θ) = fmin(θ)φ(θ) (3.35)

and the fact that we can add as many factors as we want in in φ(θ) is called
CDD-ambiguity.

3.2.4 Elastic scattering.

If we return to selection rules, we can read in point 1 that it is possible that
particles among Out-stats are different from those in In-states. If this does
not happen, we call the scattering an elastic scattering. We can sketch it as

Aa1(p1) + · · ·+ AaM (pM)→ Aai(p
′
1) + · · ·+ AaM (p′M),

{p1, · · · , pM} = {p′1, · · · , p′M}.
(3.36)

Elastic scattering produce a diagonal S-matrix if the mass spectrum is non-
degenerate. There is one case of diagonal S-matrix with degenerate mass
spectrum, where particles with the same mass mi = mj have η̂±i 6= η̂±j

9.
In both cases we say that reflection10 doesn’t happen but only transmission.
In other words

Scdab(θab) = Sabab ≡ Sab (3.37)
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Figure 3.8: Reflection scattering between a and b particles. Time flows from
below.

for each elements of the S-matrix. See Fig.(6.41).
We can’t have blocks. We can rewrite the unitarity property

Sab(θ)Sab(−θ) = I (3.38)

and the crossing symmetry property

Sab(θ) = Sab(θ) = Sab(iπ − θ). (3.39)

If we have a non-degenerate mass spectrum we must write

Ai(θ1)Aj(θ2) = ST ij(θ12)Aj(θ2)Ai(θ1), (3.40)

where T means transmission, while if we have a degenerate one we can have
reflection

Ai(θ1)Aj(θ2) = ST ij(θ12)Aj(θ2)Ai(θ1) + SRij(θ12)Ai(θ2)Aj(θ1) (3.41)

only if particles are distinguishable (η̂±i 6= η̂±j for mi = mj). Here R means
reflection.

Amplitudes are limited in the momenta, for p → ∞. The more general
solution has the shape

f(θ) =
∏
α∈D

fα(θ), (3.42)

where D ⊂ C invariant by complex conjugation and

fα(θ) =
sinh (1/2(θ + iαπ))

sinh (1/2(θ − iαπ))
. (3.43)

9η±i is the eigenvalue of the operator Q±i in Appendix B.
10For instance, when the ingoing particles (a,θa) and (b,θb) became the Outgoing par-

ticles (b,θa) and (a,θb).
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These functions are determined only by the assumptions of being polynomi-
ally bounded in the momenta or, in rapidity language, functions which are
products of exponential like exp(ia sinh([2n+1]θ)), a ∈ R, n ∈ N, are forbid-
den. We shall assume that all poles occur on the imaginary θ-axis, i.e. there
are no unstable particles. Then every α ∈ R and we can choose −1 < α ≤ 1.
Note that (3.42) has a simple pole with residue 2i sin(απ) at θ = iαπ and a
simple zero at θ = −iαπ. It is possible to find other useful properties from
which, if at least one between a or b is real, we find that Sab, up to a sign,
must be a product of functions of the form

Fα(θ) = fα(θ)fα(iπ − θ) =

=
sinh θ + i sin(απ)

sinh θ − i sin(απ)
=

tanh(1
2
(θ + iαπ))

tanh(1
2
(θ − iαπ))

.
(3.44)

These functions satisfy

Fα(θ) = Fα+2(θ) = F1−α(θ) = F−α(−θ),
Fα(θ)F−α(θ) = 1,

Fα(θ − iπβ)Fα(θ + iπβ) = Fα−β(θ)Fα+β(θ),

F0(θ) = 1.

(3.45)

When 0 < α < 1/2, Fα(θ) has simple poles at iαπ and i(1 − α)π of
residues 2i tanαπ and −2i tanαπ, respectively, as well as zeros at −iαπ and
−i(1 − α)π. F1/2(θ) has a double pole at iπ/2 and a double zero at −iπ/2.
Obviously, if 1/2 < α′ ≤ 1, then (1−α′) terms can be treated like 0 < α < 1/2
terms. We note also that if we know the solution for (α > 0, θ > 0), from
(3.45) we can reconstruct know the solution for (α < 0, θ < 0).

The poles of a purely elastic S-matrix (paired with zeros via the unitarity
condition (3.38)) encapsulate the dynamics of the theory. In fact, poles of
each S-matrix element in the physical strip specify uniquely the building
blocks fα into which this S-matrix element factorizes. There aren’t redundant
poles.

3.2.5 Bootstrap approach for elastic scattering.

We assume that the S-matrix between a bound state and an “elementary”
particle can be decomposed in the product of the S-matrix between single
particles that constitute the bound state and the “elementary” particle itself.
Bound states are in correspondence with poles of the S-matrix. We assume
that the bootstrap principle holds: bound states are on the same footing as
the asymptotic states.
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Figure 3.9: a, b and c join in the same vertex of constant structure f cab.

Suppose we start with M particles and among them some is elementary and
some is a bound state, depending on suitable fusion rules.
The choice of whatever particle would became elementary is arbitrary and
it is called nuclear democracy. For this reason we formulate the bootstrap
consistency principle: amplitude never changes changing the “nature” of the
particles.

Take c as a bound state of a and b11. Sab has a pole in θ = iucab and we
can write from (3.25) and (3.37) that

Sab ∼
iF c

ab

θ − iucab
(3.46)

with obvious notations. We take f cab completely symmetric, in order to ensure
the arbitrariness of the particles nature (also f cab = f c

ab
) (Fig.(3.9)).

The mass of the particle c is

m2
c = s = m2

a +m2
b + 2mamb cosucab (3.47)

and the same is for a and b. We have obtained the Carnot principle12

ucab + ubca + uabc = 2π
∣∣uijk < π

∣∣ . (3.48)

See Fig.(3.10).
Now the bootstrap approach comes to light: we want to see the scattering

between c and d like the scattering between a,b and d and Scd ∼ SadSbd.
The bound state c is defined to be

|c(θ)〉 ≡ lim
ν→0

∣∣a(θ + iubca − ν/2
)
b
(
θ − iuabc + ν/2

)〉
;

ukij ≡ π − ukij.
(3.49)

11we take a and b real for simplicity.
12For the interested reader, we strongly recommend the Falcioni’s paper [51] on the life

and the deeds of Lazare Carnot and more.
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Figure 3.10: Graphic representation of the Carnot rule (3.48).

If we contract |c〉 with 〈d| we obtain what we were looking for:

Scd(θ) = Sad
(
θ + iubca

)
Sbd
(
θ − iuabc

)
. (3.50)

This is the bootstrap equation.

With the term fusion rule of two particle states we stand for the possible
bound states composed by those particles. In general

Ai(pi)× Aj(pj) =
∑
k

Nk
ijAk(pi + pj), (3.51)

where Nk
ij = 1 or Nk

ij = 0 whether Ak is or is not a permitted bound state of
the ingoing two particles. Obviously Nk

ij = 1 is completely symmetric, like
the coupling constants.

Now, if we would know the Lagrangian formulation of our theory, we
shall be able to build an exact expression for conserved local charges Qs,
with s the charge spin, which are not Lorentz charges. We recall that these
charges derive from local conserved currents generated from some non trivial
symmetry which is different from Lorentz symmetry (App. B). If the model
is integrable, we could manage infinite local conserved currents and so infinite
local conserved charges. We also recall that s ≥ 2 from [40].
From the S-matrix we can find powerful constraints on the theory, as we shall
see now. Then, from Inverse Scattering Method it is possible, in principle, to
make up the complete theory and to find the Lagrangian, although it doesn’t
exist a general way to do this.

In App. B we have defined Qs as

Q′(s) = ΛsQ(s), (3.52)
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with no indices summation. We have that

Qs |Aa1(θ1) · · ·AaM (θM)〉 =
M∑
i=1

wis |Aa1(θ1) · · ·AaM (θM)〉 =

M∑
i1

γis exp (sθi) |Aa1(θ1) · · ·AaM (θM)〉 ,
(3.53)

where we have made evident the dependence w(θ) in the term exp sθ. Using
(3.49) we find

wcs(θ) = γcs exp (sθ) = γas e
s(θ+iubca) + γbse

s(θ−iuabc) (3.54)

from which we find the bootstrap consistency equation

γcs = γas e
isubca + γbse

−isuabc . (3.55)

The condition that this equation holds for all a, b and c such that f cab 6= 0,
and γas 6= 0 for at least one a, is a necessary and sufficient condition for the
existence of a local integral of motion of spin s, i.e. Qs.

13

3.3 S-matrix for O(n) NLSM.

Starting from a very general point of view, Zamolodchikov and Zamolod-
chikov ([37]) obtained general solutions for the O(n)-symmetric factorizable
S-matrix. They also found that this S-matrix corresponds to the O(n) NLSM
quantum field theory. We follow their derivation for n ≥ 3, omitting for the
moment the n = 2 case, corresponding to the Quantum Sine-Gordon model.

3.3.1 Relativistic S-matrix with O(n)-symmetry, gen-
eral solution.

We treat now the class of relativistic factorized S-matrices characterized by
the isotopic O(n) symmetry. To introduce this symmetry we assume the exis-
tence ofO(n)-invariant n-vectors representing n particle statesAi = 1, 2, · · · , n
with equal masses m and require the O(n) symmetry of the two-particle
scattering (this ensures O(n) symmetry of the total S-matrix due to the
factorization). We call these vectors isospin vectors. The spectrum of this

13If we take s = ±1, we can find that Q±1 correspond to, respectively, to p = mie
θi

and p = mie
−θi , so γi±1 = mi.
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scattering theory is composed by n particles of mass m. Namely, we assume
for two-particles S-matrix the form:

Sjlik =
〈
Aj(p

′
1)Al(p

′
2)
∣∣Ai(p1)Ak(p2)

〉
=

δ(p1 − p′1)δ(p2 − p′2)
[
δki δ

l
jSA(θ) + δji δ

l
kST (θ) + δliδ

k
jSR(θ)

]
± (p1 ↔ p2; i↔ k) ,

(3.56)

where s = (p1 +p2)2 and θ = θ1−θ2, with θ1 > θ2. The +(−) refers to bosons
(fermions). The functions ST and SR are the transition and reflection am-
plitudes, respectively, while SA describes the “annihilation” type processes:
Ai + Ai → Aj + Aj, (i 6= j).

The S-matrix (3.56) will be cross-symmetric provided the amplitudes S(s)
satisfy equations ST (s) = ST (4m2 − s) and SA(s) = SR(4m2 − s). Dealing
with rapidity, crossing-symmetry relations become

ST (θ) = ST (iπ − θ);
SA(θ) = SR(iπ − θ).

(3.57)

To describe now the factorized total S-matrix let us introduce, following the
general method of section 3.2.1, symbols Ai, i = 1, 2, · · · , n. The commu-
tation rules (3.15) corresponding to (3.56) are

Ai(θ1)Aj(θ2) = δijSA(θ)
n∑
q=1

Aq(θ2)Aq(θ1)+

+ ST (θ)Aj(θ2)Ai(θ1) + SR(θ)Ai(θ2)Aj(θ1).

(3.58)

It is straightforward to obtain the unitarity conditions for two-particle S-
matrix (3.56)

ST (θ)ST (−θ) + SR(θ)SR(−θ) = 1;

ST (θ)SR(−θ) + ST (−θ)SR(θ) = 0;

nSA(θ)SA(−θ) + SA(θ)ST (−θ)+
+ SA(θ)SR(−θ) + ST (θ)SA(−θ) + SR(θ)SA(−θ) = 0.

(3.59)

Equations (3.57) and (3.59) are not sufficient to determine the functions
S(θ). Further restrictions arise from (3.14). One can obtain the factoriza-
tion equations considering all possible three-particles in-products (In-states)
Ai(θ1)Aj(θ2)Ak(θ3), reordering them to get out-products (Out-states) by
means of (3.58) and requiring the results obtained in two possible succes-
sions of two-particles commutations to be equal. The equations arising are
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evidently different for the cases n = 2 and n ≥ 3 (fewer different three-
particle products are possible at n = 2). Therefore it is convenient to make a
notational distinction between these two cases. Dealing with the case n = 2
we denote the amplitudes SA, ST and SR, by σA, σT and σR respectively,
reserving the original notations for the case n ≥ 3.

The factorization equations have the form (the derivation is straightfor-
ward but somewhat cumbersome):

1. for n=2

σTσAσR + σTσRσR + σRσRσT = σRσTσR + σAσTσR + σAσAσT ;

σRσAσR + σRσTσR = σRσRσA + σRσRσT + σTσRσA + σTσRσR+

+ 2σAσRσA + σAσRσT + σAσRσT + σAσRσR + σAσTσA + σAσAσA;

(3.60)

2. for n ≥ 3

STSRSR + SRSRST = SRSTSR;

STSASA + SRSTSA = SRSAST ;

nSASRSA + SASRST + SASRSR + SASTSA+

+ STSRSA + SRSRSA + SASASA = SRSASR.

(3.61)

For each term in (3.60) and (3.61) the argument of the first, the second and
the third S (σ in (3.60) is implied to be θ, θ′ + θ and θ′ respectively.

The factorization equations turn out to be rather restrictive. They allow
one to express explicitly all the amplitudes in terms of one function.
General solutions for both systems (3.60) and (3.61) satisfying the real-
analyticity condition are derived in [37]. We concentrate now on n ≥ 3
theory.

The general solution for (3.61) contains only one free parameter λ and
has the form:

SR(θ) = −iλ
θ
ST (θ);

SA(θ) = − iλ

i[(n− 2)/2]λ− θ
ST (θ).

(3.62)

The restrictions on the amplitude ST (θ) come from the unitarity conditions
(3.59). The second and the third of these equations are satisfied by (3.62)
identically, while the first gives

ST (θ)ST (−θ) =
θ2

θ2 + λ2
. (3.63)
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Until now we have deliberately avoided the use of the crossing-symmetry
relations. Although the above consideration concerns the relativistic case,
the unitarity conditions (3.59) and factorization equations (3.61) are valid
for any non- relativistic O(n) symmetric factorized S-matrix as well, under
the substitution:

θ → k

m
=
k1 − k2

m
, (3.64)

where k1 and k2 are momenta of the colliding particles. Therefore, the general
solutions (3.62) and (3.63) are still valid (after the substitution (3.64) in a
nonrelativistic case.

Equations (3.57) give restrictions on free parameters in (3.62). It is easy
to see that (3.57) is satisfied only if

λ =
2π

n− 2
. (3.65)

Thus, the formulas for n ≥ 3 do not actually contain any free parameter.
The first equation in (3.57) together with (3.63) will be used to determine

ST (θ). The solution admits the CDD-ambiguity only: an arbitrary solution
can be obtained multiplying some “minimum” solution by a meromorphic
function f(θ) (return to (3.34)).
In the case n ≥ 3 there are, in general, two different “minimum” solutions
(the exceptional cases are n = 3, 4, when these two solutions coincide). We
denote these solutions S+

T (θ) and S−T (θ); they can be written in the form

S±T = Q±(θ)Q±(iπ − θ), (3.66)

where

Q±(θ) =
Γ
(
± λ

2π
− i θ

2π

)
Γ
(

1
2
− i θ

2π

)
Γ
(

1
2
± λ

2π
− i θ

2π

)
Γ
(
−i θ

2π

) . (3.67)

In the following Sections we point out the relation between the solutions
(3.66) and certain two-dimensional quantum field theory models. Namely,
we show that the solutions (3.66) give the exact S-matrices for the NLSM
and for the “fundamental” fermions of Gross-Neveu model14, respectively.

3.3.2 O(n) NLSM with n ≥ 3.

We want to find a field theory, so a dynamical background, which reproduces
the S-matrix (3.56), solved by (3.62) and (3.66), (3.67). It is better to
remember the fundamental properties another time:

14We mention it only for completeness. we shall discuss only NLSM.
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a) we deal with real massive particles, which are organized in isovectors
n-plets15;

b) the correspondent S-matrix is factorized.

we shall find that the Lagrangian which represent the correspondent dynam-
ical quantum field theory is the Lagrangian of a NLSM, like that in (2.11).
We reproduce it here, with some difference for notation convenience

L = − 1

2g0

n∑
i=1

n2
i,µ n2 = 1, (3.68)

where n ≡ ~a and g0 is the only one (bare) coupling constant.

We already have the exact solution of the S-matrix but we don’t know the
correspondent field theory. So we can start for an ansatz theory like (3.68)
and, via perturbation expansion of its generating function, find the respective
Feynman rules. But the normal g-expansion (expansion using function of the
coupling constant like coefficient) brings us to infrared divergences. So we
use another useful method, named the 1/n expansion. This method is based
upon the fact that interaction amplitudes are of the order 1/n and so our
expansion is made with respect to this interactions. We shall find the solution
for the n→∞ limit and we assume that results work also for little n. This
section confirms this assumption to some extent.

We have to introduce the auxiliary Lagrange field (an example can be
found in section 2.2) w(x) in (3.68)

L = − 1

2g0

n∑
i=1

[
n2
i,µ(x) + w(x)n2

i

]
− w(x)

2g0

; (3.69)

the generating function is then

Z[J ] =

∫ ∏
x

[
dw(x)

∏
i

dni(x)
]
×

× exp

{
i

∫
d2x

[
L [ni, w] + g

1/2
0 J i(x)ni(x)

]} (3.70)

15n-vectors invariant by O(n) transformations.

68



Integration with respect to ni gives

Z[Ji] =

∫ ∏
x

w(x) exp
{
iSeff[w]

}
×

× exp

{
i

2

∫
dxd2x′Ji(x)Ji(x

′)G(x, x′|w)

}

where

Seff[w] = i
n

2
tr ln(2− w(x))−

∫
d2x

w(x)

2g0

,

G(x, x′|w) is the Green function of 2− w(x).

(3.71)

We obtain the 1/n expansion of (3.69) calculating (3.71) perturbatively, using
the stationary phase method. The saddle point is

w′(x) = Λ2 exp

{
− 4π

ng0

}
, (3.72)

where Λ is an ultraviolet cut-off. We expand (3.71) around w(x) = w(x)−w′(x)
and finally we obtain the following Feynman rules: Fig.(3.11).

G(k) =
i

k2 −m2 + iε
,

D(k2)−1 =
1

4π2

∫
dp2

[p2 −m2 + iε][(p+ k)2 −m2 + iε]
.

(3.73)

Starting from section 2.3.3, we shall see that only the first two conservation
laws (2.59) are already sufficient to restrict the S-matrix to the processes
satisfying the selection rules 1) and 2) in section 3.2. According to what we
have said before, this implies the S-matrix factorization for model (3.69).

Now, we want to go deep into the detail of the S-matrix: we shall see
that the production of particles is not possible, working out the amplitude for
2 → 4 particles. It is possible to see that the 1/n2 terms cancel all possible
contributes from 1/n 2 → 4 diagrams. We see in Fig.(3.12) the complete
2→ 4 diagram and in Fig.(3.13) all possible particular diagrams. We choose
for simplicity diagrams with i 6= j 6= k.

It has been turned out that an arbitrary bosonic loop is the sum of
term, each of them corresponding to one specific division of the loop, like
in Fig.(3.14). The contribution of each division is equal to the product of
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Figure 3.11: Elements of the 1/N -diagrammatic technique for O(N) NLSM.

i

j

k

k

i

j

Figure 3.12: 2→ 4 scattering amplitude with a double k-particle production.
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Figure 3.13: 2→ 4 amplitudes. Here numbers are particles label.
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β

α
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Figure 3.14: The “division rule” for the calculation of an arbitrary one-loop
diagram.

two “tree” diagrams separated by a dashed line in the same figure by the
function

iφ(sab) =
1

4π2

∫
dp

[p2 −m2 + iε][(p+ ka + kb)2 −m2 + iε]
, (3.74)

if sab = (ka + kb)
2 and k2

a = k2
b = m2. At sab fixed, this equation has two

solutions connected by the exchange ka ↔ kb.
For instance, we consider the 1/n2 diagram consistent of a triangle-loop,

like in Fig.(3.15). We have two solutions corresponding to k2
1 = k2

2 = m2:

1. (k1, k2) = (p1, p3),

1

2

3

4

5

6

Figure 3.15: One of the three possible divisions of the 1-loop 3-vertex for the
2→ 4 scattering.
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2. (k1, k2) = (p3, p1).

We have for this single division

S3456
12|a(b)

× iφ(s13(31))×D(s13(31)). (3.75)

But the solution for (3.74) in this case is

iφ(s13(31)) = − 1

D(s13(31))
(3.76)

We can easily check now that the contribution of this division is the opposite
of the last two diagram contributions in Fig.(3.13), so these amplitudes are
cancelled by (3.75) 1/n2-contribution.
In the same way we could turn out that 3→ 3 amplitude are different from
zero if the S-matrix is factorizable.

We have just verified that S-matrix (3.56) with solution for n ≥ 3 is
compatible with (3.68) theory, because of (3.68) satisfies a) and b) rules.

We can add more considerations. First, we have to deal with CDD-
ambiguity. In fact, in principle we don’t know the exact S-matrix, due to
the ambiguous contribution of (3.34). In fact, if we add the so called CDD
poles16, they result added in all three channels of two-particles scattering (s,t
and u), but if we choose the minimum solution ST (θ) = S±T (θ).

We shall see now that the choice of a solution of kind f(θ) = fmin(θ)
without CDD-poles for the scattering of particles in the theory (3.68) is
supported by the 1/n-expansion.
In fact, take ST (θ) = S+

T (θ). We don’t have any pole in the physical strip, so
it is impossible to have bound state. Calculation of two-particle amplitudes
for model (3.68) by 1/n-expansion technique in the order of 1/n leads to the
result written in Fig(3.16). We can easily see that, for n → ∞, SR(θ) and
SA(θ) go to zero, that means: bound states are unlikely.

16the arbitrary numbers in (3.34) named wj .
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Figure 3.16: Graphic representation of the O(3) NLSM S-matrix elements.

We have just verified that Ai particle state in this model doesn’t give any
bound state and that the solution of the 2dNLSM S-matrix for n ≥ 3 is

SR(θ) = −iλ
θ
ST (θ);

SA(θ) = − iλ

i[(n− 2)/2]λ− θ
ST (θ);

ST (θ) = Q+(θ)Q+(iπ − θ);

Q+(θ) =
Γ
(
+ λ

2π
− i θ

2π

)
Γ
(

1
2
− i θ

2π

)
Γ
(

1
2

+ λ
2π
− i θ

2π

)
Γ
(
−i θ

2π

) ;

λ =
2π

n− 2
.

(3.77)

It is easy to verify that expressions Fig.(3.16) really coincide with the first
terms of 1/n-expansion of exact solution (3.77). Thus, the latter choice is
in accordance with 1/n-expansion of (3.68). Finally it is worth remembering
that we have assumed the validity of 1/n-expansion also for n ≥ 3.
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Chapter 4

Thermodynamic Bethe Ansatz.

The Thermodynamic Bethe ansatz is a very powerful method to calculate
the thermodynamics (and, as we shall see, the finite-size effects) of a rela-
tivistic theory in two dimensions. The only two ingredients we need are the
S-matrix and the mass spectrum of the particles. We have already seen that
some integrable theories have a completely defined S-matrix. With TBA we
shall find the finite-size scaling coefficient c̃ and its values in the UV and IR
limits (small and large length scale, respectively) for purely elastic scattering
theories1 and general scattering theories, applying the Bethe Ansatz Tech-
nique.
TBA is a very powerful tool for the computation of Energy, Free Energy and
the other thermodynamic quantities. Moreover, TBA is useful to inspect the
UV regime of an integrable QFT, in order to find possible relations with some
CFT. In fact, we shall see that, perturbing with “good” operators a specific
CFT, it is possible to have a still integrable quantum field theory based on
a fundamental mass scale.

In the first section we quickly summarize important aspects of 2-dimen-
sional CFT. In the second section we find the Bethe Ansatz equations for a
relativistic system of N particles of different species. In the third section we
find the TBA equations, the values of c̃ and of the ground-state energy. We
find the precise asymptotic values of c̃ in the two IR and UV limits.
In the fourth section we take a look to perturbed CFT and to the intriguing
coding of TBA through Lie Algebra Dynkin diagrams. TBA equations can be
rewritten in a more universal form as functional equations, called Y -system,
where Y (θ)’s are functions of the rapidity θ. Such functional equations posses
a peculiar periodicity that can be related to the conformal dimensions of the
relevant operator perturbing the UV CFT into a full QFT with scale. More-

1A purely elastic scattering theory has a S-matrix which presents only transmission
scattering elements.
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over, assuming different analytic properties for the Y (θ) functions, one can
reconstruct the scaling functions not only for the vacuum, but for all excited
states. Thus, the Y -system codes the full Hilbert space of an integrable QFT
and its determination is a fundamental step in understanding integrable QFT
fully.
Section 4.5 contains a brief review on quantum integrability based upon the
concept of R-matrix, transfer matrix, spin chains, quantum groups, algebraic
Bethe ansatz. Everything is briefly introduced. After that, we find the TBA
equations for the Sine-Gordon model in their universal form.
Eventually, we find the exact CFT, UV limit of the O(3) NLSM.

4.1 Some features of 2d-Conformal Field The-

ory.

In this section we focus our attention on some aspect of 2d-CFT. We refer
the interested reader to [17] and to [18] for a closer examination.
CFTs are defined as those invariant under conformal transformations of the
metric

gµν(x
′) = Λ(x)gµν(x), (4.1)

where Λ(x) is an arbitrary smooth scalar function of the coordinates. The
name conformal derives from the property of conservation of the angle be-
tween two curves crossing each other at some point of the space time. A field
theory is conformal if it’s invariant under

1. translation x′µ = xµ + aµ;

2. dilation x′µ = αxµ;

3. rigid rotation x′µ = Mµ
νx

ν .

4. special conformal transformation x′µ = xµ−bµx2

1−2b·x+b2x2

where aµ is free of constraints and bµ ≡ cσσµ/d, with cµνρ = ηµρbν + ηµνbρ+
−ηνρbµ in a d-dimensional spacetime.
In 2d, it is more effective to consider complex coordinates like

z = x0 + ix1, z = x0 − ix1, (4.2)

because a conformal transformation in these coordinates can be seen as a
complex mapping z → w(z) and z → w(z), i.e.

dw =

(
dw

dz

)
dz (4.3)
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where dw/dz contains both dilation factor |dw/dz| and a phase arg(dw/dz),
which embodies a rotation (the same for z).

The importance of 2d CFTs is double. First, they are completely solvable
problems, because the algebra of the “conformal group” is infinite (it is the
De Witt Algebra). Second, they describe exactly the string.

A conformal theory is invariant under a change of scale. If a theory
doesn’t have a mass-scale, it is conformal2. But if we introduce a scale, we
break the symmetry and the theory is not conformal anymore. For example,
every classical sigma model is conformal, but if we quantize it, in general it
acquires a mass scale and it looses conformal properties. Nevertheless, we
have just seen that there may exist quantum conformal field theories which
preserve conformal invariance also at the quantum level.

An important role is played by the energy-momentum tensor Tµν(x
0, x1).

This tensor is traceless if the theory is conformally invariant. In the complex
formalism illustrated above, the energy-momentum tensor is “divided” in two
distinct parts, the holomorfic T (z) and the anti-holomorfic T (z), each one
depending respectively on z or z only.

4.1.1 Central charge.

In QFT, under very general assumptions, the validity of the Wilson short
distance operator product expansion (OPE) holds

A1(z)A2(w) ∼
∑
i

Ci
12(z − w)Ai(w), (4.4)

where Ai(z) is a generic field and Ci
12 is a set of c-functions that diverges in

w = z. In fact, it is typical of correlation functions to have singularities when
the position of two or more fields coincide. This is the manifestation of the
infinite fluctuations which a quantum field undergoes in a precise position.
OPE is the representation of a product of operators taken in two different
positions, z and w, by a sum of terms, each being a single operator regular in
w → z, multiplied by a c-function which becomes infinite in w → z limit. The
symbol ∼ in (4.4) becomes = only evaluating the expression into correlators:

A1(z)A2(w) ∼
N∑

n=−∞

Cn
12

An(w)

(z − w)n
,

〈A1(z)A2(w)〉 =
N∑

n=−∞

Cn
12

An(w)

(z − w)n
.

(4.5)

2This is strictly true only if we assume the so-called “Polyakov conjecture” which turns
out to be valid classically in all non-pathological cases of relativistically invariant 2d QFT
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N can be infinite or finite.
The energy-momentum tensor OPE is

T (z)T (w) ∼ c/2

(z − w)4
+

2T (w)

(z − w)2
+
∂zT (w)

z − w
, (4.6)

where c is defined to be the central charge3 of the theory and it is dependent
from the model. For instance, if we have a theory of free bosons, c = 1; free
Majorana fermions have c = 1/2.

The existence in any field theory of the conformal charge indicates the
presence of a “soft breaking” of the conformal invariance by the presence of a
macroscopic scale in the theory. For instance, if a particular theory is defined
on a surface with boundaries, this implies the automatic appearance of c. If
we introduce a scale we, de facto, quantize the theory, passing from the De
Witt to the Virasoro algebra of the generators of the conformal “group”:

[Ln, Lm] = (n−m)Ln+m +
c

12
n(n2 − 1)δn+m,0,

[Ln, Lm] = 0,

[Ln, Lm] = (n−m)Ln+m +
c

12
n(n2 − 1)δn+m,0,

(4.7)

where 

T (z) =
∑
n∈Z

z−n−2Ln,

T (z) =
∑
n∈Z

z−n−2Ln,

Ln =
1

2πi

∮
dzzn+1T (z),

Ln =
1

2πi

∮
dzzn+1T (z).

(4.8)

Giving an arbitrary infinitesimal conformal coordinate variation εν(x), it is
possible to obtain the so-called conformal Ward identity for the generic field
collection X ≡ A1(z1) · · ·An(zn)

δε,ε〈X〉 = − 1

2πi

∮
dzε(z)〈T (z)X〉+

1

2πi

∮
dzε(z)〈T (z)X〉, (4.9)

where δε,ε〈X〉 is the variation of X under an infinitesimal local conformal
transformation. From (4.9) and (4.6) it is possible to find the variation of

3It is also known with the name of conformal anomaly.
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T (z) under a finite conformal mapping z → w(z)

T ′(w) =

(
dw

dz

)−2 [
T (z)− c

12
{w; z}

]
, (4.10)

where we have introduced the Schwarzian derivative:

{w; z} =
(d3w/dz3)

dw/dz
− 3

2

(
d2w/dz2

dw/dz

)2

. (4.11)

From the properties of (4.11) we find that (4.10) can be written as

T ′(w) =

(
dw

dz

)−2

T (z) +
c

12
{z;w}. (4.12)

There exists conformal mapping which introduces macroscopic scale in the
theory. We illustrate this with an important example.

We map a (classical) conformal field theory living on the whole complex
plane onto a cylinder of circumference L. L will be the macroscopic scale of
the system. The transformation can easily be found as

w(z) =
L

2π
ln z. (4.13)

From (4.12), it is easy to find that the corresponding energy-momentum
tensor is related to that of the plane by

Tcyl(w) =

(
2π

L

)[
Tpl(z)z2 − c

24

]
. (4.14)

If one assumes that 〈Tpl〉 = 0, then

〈Tcyl〉 = − cπ
2

6L2
. (4.15)

The vacuum energy of the theory on a cylinder on macroscopic dimension L
is not zero and it is proportional to the Casimir energy of a quantum field
theory. Obviously, if L→∞, 〈Tcyl〉 → 0. An important remark: the “true”
energy density is not 〈T (z)〉 but 〈T 00(x0, x1)〉, that is〈

T 00
〉

=
cπ

6L2
. (4.16)

This is a density. The energy can be found by multiplication of 〈T 00〉 by L.
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It is possible to relate the variation of the free energy F (L) of the L-
system with the variation of the energy momentum tensor and the variation
of the metric. It can be easily seen that

δF (L) =

∫
d2w

(
f0 +

cπ

6L2

) δL
L
, (4.17)

where, for generality, we have supposed that 〈Tpl〉 6= 0 and so we have intro-
duced f0, the free energy per unit area of the plane or in the L → ∞ limit.
After integration it follows that

F (L) = f0L−
cπ

6L
. (4.18)

Note that c arises also when the field theory is defined on a curved space. In
this case the anomaly appears in the trace of the energy momentum tensor,
usually zero: 〈

T µµ(x)
〉

=
c

24π
R(x), (4.19)

where R(x) is the curvature of the two dimensional manifold. This “metric”
breaking is called the trace anomaly.

4.1.2 Double periodic boundary conditions. CFT on
the torus.

Imposing boundary conditions on one or two variables could modify the space
on which fields live. For instance, starting from a plane, when we impose
that field must be periodic in the x0 direction, i.e. φ(x0, x1) = φ(x0 +L, x1),
we realize an infinite cylinder as a strip of the plane. Each periodic strip is
equivalent to the same cylinder. If we impose periodic boundary conditions
also in the x1 direction, φ(x0, x1) = φ(x0, x1 +R), we pass from the plane to
the torus (Fig.(4.1)). It is like cutting the infinite cylinder above and below,
leaving a finite cylinder of length R. Then we can glue together the extrem-
ities and build the torus. In other words, starting from the complex plane
we can choose two vectors (w1, w2), from which we make the transformation
z = exp [(2πi/w2)w], obtaining a cylinder. Then, asking a second periodicity,
we have the torus. We define a torus by specifying τ = w2/w1. The torus
is a new kind of topological space with respect to the plane or the cylinder:
in fact it has one handle (i.e., it has genus h = 1) differently from the plane
and the cylinder, which haven’t any handle (they have h = 0).

If we take one direction of the torus, for instance L, and we impose
L → ∞, than we have an infinite cylinder of circumference R and we can
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Figure 4.1: Flat torus generated by two orthogonal geodesic circles C and B
of circumference R and L respectively.

have F (R) = f0R−c̃π/6R+O(1/R). Generally, conformal anomaly is named
the finite-size scaling coefficient and it is equal to

c̃ = c− 12dmin, (4.20)

where c is the central charge of the theory and dmin is the lowest scaling
dimension4 of the CFT in consideration. We recall that the ground-state
|min〉 have the lowest eigenvalue of L0 (return to (4.7) and (4.8)), that is
L0|min〉 = ∆min|min〉.

c̃ it is not a constant, but it depends (by dimensional arguments) from the
dimensionless quantity r = R/Rc, where Rc = 1/M is the largest correlation
length, in other words the maximum length of influence between particles.
M is the smallest mass of the theory. We define two sectors

1. UV limit, when r → 0, i.e. Rc →∞, i.e. M → 0

2. IR limit, when r →∞, i.e. Rc → 0, i.e. M →∞

The ground-state energy can be found from (4.16)

Emin(R) = − c̃min(r)π

6R
. (4.21)

4dmin=∆min +∆min, where the label “min” means “ground state” and ∆ is the scaling
dimension of the theory. The lowest scaling dimension is, in unitary theories, the vacuum
scaling dimension, that is dmin = 0. In non unitary theories, it could happen that conformal
vacuum and ground state don’t coincide.
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The ground-state energy (4.21) and the finite-size scaling function c̃ become
functions of the scaling parameter r = MR. If we expand, we find

c̃min(r) = c̃+ c̃min,1R
δ + c̃min,2R

2δ + · · · =
= c̃+ d̃min,1(MR)δ + d̃min,2(MR)2δ + · · · =
= c̃+ d̃min,1r

δ + d̃min,2r
2δ + · · ·

(4.22)

where 
δ ∈ R,
c̃min,n are Mnδ-dimension coefficients,

d̃min,n are dimension-less coefficients,

(4.23)

It is possible to find the values for the excited states i. In this case we must
replace 0 by i ∈ N in (4.21) and (4.22). We call r → 0 the UV-limit because
it means R → 0 but also M → 0, i.e. each energy in the theory is rescaled,
growing to infinite values which respect to the fundamental mass M . UV is
the high-energy limit.
On the contrary, the IR limit is r →∞, that is M →∞. Each mass becomes
insignificant with respect to the scale M and all massive states decouple. IR
limit is the low-energy limit.
The partition function on the torus takes the form

Z(w1, w2) = Tr exp− (HImw2 − iPRew2) , (4.24)

with H the Hamiltonian and P the Momentum operator. Our target will be
to find this energy, together with other thermodynamic variables.

4.2 Relativistic Bethe Ansatz.

We consider a relativistic integrable purely elastic field theory in (1 + 1)
dimensions defined on a cylinder of circumference l. In this theory there
are n different species of particles. We consider N particles, at positions
x1, · · · , xN , Na of which are of species a.
In relativistic theory the wave function formalism is inappropriate to describe
a system of relativistic particles (this is due to virtual and real particle cre-
ation). However, there exist regions in the configuration space where a set
of relativistic particles can be strongly separated in their space positions xi.
More specifically, that means |xi − xj| � Rc. In these regions, which we
call free regions, the particles move as free ones and off-mass-shell effects
can be neglected. If the space coordinates and the momenta of particles are,
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respectively, x and p, the wave function of a asymptotic state of N particle
is

Ψ(x1, · · · , xN) =

[
N∏
i=1

eipixi

]
×
∑
Q∈SN

A(Q)Θ(xQ), (4.25)

where the second sum runs over the N ! permutations Q ∈ SN of the N
particle positions on the line segment [0, L] and the A(Q) are coefficients
depending on particle momenta, whose ordering on the line is specified by

Θ(xQ) =

{
1 if xQ1 < · · · < xQN
0 otherwise

(4.26)

The coefficients are determined by the S-matrix of the theory.
The number of particles N and the set of their momenta pi, i = 1, 2, ..., N

remain the same in all the free regions, thanks to the factorization of the S-
matrix. The wave function (4.25) of these states is the so-called Bethe wave
function. We denote a free region as {i1, i2, · · · , iN} if xi1 < xi2 < · · · < xiN .

The transition between two adjacent free regions involves configurations
where two or more particles are close to each other. In these configurations,
of course, the relativistic effects can’t be neglected and the wave function for-
malism is not anymore valid. However, thanks to the S-matrix , we are able
to provide conditions in order to write wave functions in adjacency regions.
In the purely elastic case every transition, say {i1, · · · , iq, iq+1, · · · , iN} →
{i1, · · · , iq+1, iq, · · · , iN}, results in a multiplication of the wave function by
the corresponding scattering amplitude, S(θiq − θiq+1) in this case. Note that
for θ ∈ R, this amplitude is a number with a unit module, i.e.

S(θ) = exp iχ(θ) (4.27)

with real phase χ(θ).5

The coefficients of the wave function after the scattering of two particles
become

A(Q′) = Sq,q+1(θiq − θiq+1)A(Q) (4.28)

if the permutation Q and Q′ differs only by the exchange of two elements.
We call q = i and q + 1 = j for sake of simplicity.

Because of the periodicity, for a cylinder with circumference of length l,
we find that

Ψ(x1, · · · , xi = 0, · · · , xN) = ±Ψ(x1, · · · , xi = l, · · · , xN), (4.29)

5We want to remark that the only observable in purely elastic scattering theories is the
time delay, compared to the free case. The time delay of a and b depends on the S-matrix
only through the rapidity derivative of the phase shift, i.e. φab = −id/dθ lnSab.
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where + is for bosons and − is for fermions. This is the specification of
bosons and fermions. We shall see below that bosons and fermions exist in
two sectors, the difference between them is the application of the exclusion
principle (we shall see these two sectors in the next lines).
(4.29) leads to

A(i, Q2, · · · , QN) = ±eipilA(Q2, · · · , QN , i) (4.30)

for any Q ∈ SN such that Q1 = i. From (4.28) and (4.30) we find the Bethe
ansatz equations for the particle i

lmi sinh θi +
∑
j 6=i

χij(θi − θj) = 2πni i = 1, · · · , N. (4.31)

χij = −i lnSij(θi − θj) is the phase shift and ni can be considered to be the
quantum numbers of the state of the multi-particle system:

1. ni ∈ Z if the particle is a boson.

2. ni ∈ Z + 1
2

if the particle is a fermion.

Solutions of this system of transcendental equations are the permitted sets
of rapidities (θ1, · · · , θN) in free regions {i1, · · · , iN}, up to an error related
to the goodness of (4.25) approximation.

The energy and momentum of the state (θ1, · · · , θN) for particle i with
mass mi are

H =
N∑
j

mi cosh θj, P =
N∑
j

mi sinh θj (4.32)

An important role is played by the unitarity condition S(0)2 = 1. This implies
that S(0) = ±1 and leads to the two sectors we have already spoken about

1. S(0) = −1. If two particles with the same rapidities scatter, the
wave function is antisymmetric. This is incompatible with the Bose
statistic, so particles with ni ∈ Z undergo an exclusion principle based
on rapidity. We shall denote this situation in the Bethe ansatz equa-
tions saying that bosons are particles of fermionic type. Fermions, or
particles with ni ∈ Z + 1

2
, can have the same rapidity and they are

called particles of bosonic type.

2. S(0) = +1. If two particles with the same rapidities scatter, the
wave function is symmetric. Here bosons undergo bosonic scattering
and fermions undergo fermionic scattering. Someone can link this two
possibilities as a sort of SuSy entanglement.
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4.3 Thermodynamic Bethe Ansatz (TBA).

The TBA technique consists in two distinct parts.The first is based on the
observation that for a theory with particles involving only purely elastic scat-
tering the asymptotic wave function describing particle states, i.e. the wave
function when all particles of the state are far apart, has a very simple form.
In fact, considering the system in a box of length l and requiring periodic
or antiperiodic boundary conditions for the asymptotic wave function, it is
possible to obtain Bethe ansatz equations. The second part is based on sta-
tistical mechanics analyzes of the system; in the thermodynamic limit l→∞
- that means to pass from particles to particle densities and so for l → ∞
we assume N → ∞ and ρ =cost. - we determine the dominant microscopic
configurations of the system consistent with a given set of macroscopic vari-
ables. The Bethe ansatz equations then lead to nonlinear integral equations
named TBA equations.

Using the word “ansatz” for this method is somewhat misleading: as we
shall see in detail below, the TBA just follows from the fact that the scatter-
ing is purely elastic; no additional assumption are requested. In particular,
it is not necessary to know the Lagrangian formulation of the theory consid-
ered. The usual Bethe ansatz starts when one considers some Hamiltonian
and has to prove that the ansatz provides a complete set of eigenstates.

It’ important to specify that the asymptotic wave function approximation
can lead to exact results also in the case that the system has a nonzero den-
sity, i.e. the average distance between particles is finite. We are motivated
to expect exact results from this approximation in the infinite-volume limit
l → ∞ because of the existence of a virial expansion6 for thermodynamic
quantities. Dashen, Ma and Bernstein [45] have shown that the nth term
in this expansion is determined by the scattering matrix elements describing
the scattering of n particles.
We shall see that TBA provides a “summed up version” of the virial ex-
pansion. This is why TBA should give exact results for any thermodynamic
quantity of the system.

6Remember that a virial expansion is something like a generalization of a determined
thermodynamic law. For instance, take the perfect gas law βP

ρ = 1, where β = (kT )−1

and P is the pressure, ρ is the density and T is the temperature. The virial generalization
or expansion takes the form βP

ρ = 1 +
∑∞
i=1Bi+1(T )ρi.
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4.3.1 Thermodynamics of a two-dimensional relativis-
tic purely elastic scattering theory.

We start - in euclidean formalism - with a flat (in the sense of its metric)
torus generated by two orthogonal geodesic circles C and B of circumference
R and L, respectively. We apply a cartesian coordinates system, where C
is on the x-axis and B is on the y-axis, as it is already drawn in Fig.(4.1).
There are two Hamiltonians that can be constructed for a theory on this
geometry, topologically equivalent:

a) we choose the space for our field states the theory on circle C. We denote
the corresponding Hilbert space as C . So, the y-axis is the time axis
and the Hamiltonian is

HC =
1

2π

∮
C

dxTyy(=00), (4.33)

where Tµν is the energy-momentum tensor of the theory. The Momen-
tum operator is

PC =
1

2π

∮
C

dxTxy (4.34)

and it is quantized with eigenvalues equal to 2πn/R with n ∈ Z.

b) we choose the space for our field states theory on circle B. We denote
the corresponding Hilbert space as B. So, the x-axis is the time axis
and the Hamiltonian and the Momentum operator are

HB =
1

2π

∮
B

dyTxx(=00),

PB = − 1

2π

∮
B

dyTxy

(4.35)

We start from the configuration a) and we take the limit for L→∞ (infinite
time), L� R. In this limit the partition function, from (4.24), becomes

Z(R,L) ∼ exp[−E0(R)L], (4.36)

because the ground-state is the state with less energy with respect to other
states.

If we start from configuration b), we have

Z(R,L) = expTr[−RHB], (4.37)
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If we take, in this configuration, the limit L→∞ is like taking the thermo-
dynamic limit of the system.From statistical mechanics one has

Z = exp[−βF (R)] = exp[−βLf(R)] (4.38)

with F the free energy, β = (KT )−1 and f(R) the free energy per unit
volume. On the other hand, (4.37) in the thermodynamic limit behaves like
LRf(R). Comparing this result with (4.38) one obtain that

1

R
= T, (4.39)

where T is the temperature of the system. In fact, if one uses, like us, the
unit system with c7 = ~ = 1, then Boltzmann’s constant is equal to 1 and
T = [1/length].

From (4.36) we find that

E0(R) = Rf(R). (4.40)

Linking together E and f is possible due to the relativistic equal footing of
(euclidean) time and space.

Now we can start to build the TBA equations. We remain in the config-
uration b) and, to avoid useless complications, we consider for the moment
a scattering theory of a single neutral particle of mass m and a pair scat-
tering amplitude S(θ1 − θ2). We recall that energy can be represented by
ei(θ) = m cosh θi, momentum by pi(θ) = m sinh θi and that S-matrix satisfies
unitarity and crossing symmetry.

In the thermodynamic limit, the number of particles grows ∼ L and the
spectrum of rapidities, obtained from (4.31), “condenses”, i.e. the distance
between two adjacent values behaves as θi − θi+1 ∼ 1/mL. For this reason,
it is tempting now to move from a discretum to a continuum description,
introducing the rapidity density of particles ρ1(θ). Taking a small rapidity
interval ∆θ with n particles inside, it is possible to define

ρ1(θ) = n/∆θ. (4.41)

This definition is good if (mL)−1 � ∆θ � 1.
Bethe ansatz equations (4.31) in the continuum limit becomes8

mL sinh θi +

∫
dθ′δ(θi − θ′)ρ1(θ′) = 2πni. (4.42)

7Speed of light.
8Here and below, the integrals are supposed to go from −∞ to ∞ if not otherwise

stated.
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If we take a generic θi and a generic ni, so if we take

mL sinh θ +

∫
dθ′δ(θ − θ′)ρ1(θ′) = 2πn, (4.43)

with n ∈ Z, we find the solution for all possible values of θ, or, in other words,
we find the distribution of θ. The situation is analogous to that for a system
of free particles, where the set of allowed levels is determined by the one-
particle quantization condition and one talks about occupied and free levels,
in this case ρ1 and ρ. The only difference with the free case is that now the
set of levels is organized self-consistently with the particle distribution.
Introducing the level density ρ(θ) = ∂n(θ)/∂θ - with ∂n(θ)/∂θ ∼ ∆n/∆θ
and ∆n(θ) the interval of solution of the ∆θ interval - we obtain

2πρ(θ) = mL cosh θ +

∫
dθ′φ(θ − θ′)ρ1(θ′), (4.44)

where φ = ∂δ/∂θ.
The Hamiltonian now reads

HB =

∫
dθm cosh θρ1(θ). (4.45)

The number of different distributions in the interval ∆θα, with gα ∼ ∆θαρ(θα)
=number of levels and nα ∼ ∆θαρ1(θα)=number of particles in that level, is

gα!

nα!(gα − nα)!
(4.46)

for the fermionic case and
(gα + nα − 1)!

nα!(gα − 1)!
(4.47)

for the bosonic case.
We can define the entropy of the system to be S(ρ, ρ1) = lnW (ρ, ρ1), where
W is the so-called Boltzmann’s W . We can find that the entropy amounts
to

SFermi =

∫
dθ [ρ ln ρ− ρ1 ln ρ1 − (ρ− ρ1) ln(ρ− ρ1)] (4.48)

in the fermionic case and to

SBose =

∫
dθ [−ρ ln ρ− ρ1 ln ρ1 + (ρ+ ρ1) ln(ρ+ ρ1)] (4.49)

in the bosonic case.
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From statistical mechanics, we know that

〈H〉 = F + TS, (4.50)

or, in our “language”,

−RLf [ρ, ρ1] = −RHB[ρ1] + S[ρ, ρ1]. (4.51)

We introduce the “pseudo-energy” ε(θ) as

ρ1

ρ
=

e−ε

1 + e−ε
fermionic case;

ρ1

ρ
=

e−ε

1− e−ε
bosonic case.

(4.52)

We know that, for a system with constant volume and temperature, the
free energy has a minimum in the equilibrium configuration. If we take the
functional derivative of (4.51), that is

−RδHB

δρ1

+
δS

δρ
+
δS

δρ1

= 0 (4.53)

we find, using (4.44), the extremum condition for (4.51)

−Rm cosh θ + ε(θ) +

∫
dθ′

2π
φ(θ − θ′) ln(1 + e−ε(θ

′)) = 0 fermionic case;

−Rm cosh θ + ε(θ)−
∫
dθ′

2π
φ(θ − θ′) ln(1− e−ε(θ′)) = 0 bosonic case.

(4.54)

With the help of (4.44), (4.45), (4.48) or (4.49), (4.51), (4.52) and (4.54) we
can easily get

Rf(R) = ∓m
∫

dθ

2π
cosh θ ln(1± e−ε(θ)), (4.55)

with + for bosonic case and − for fermionic case.
In the general case the purely elastic scattering theory is described by a

symmetric M×M matrix of two-particle transition amplitudes Sab(θ), where
a, b = 1, · · · ,M label the particle types.
In the TBA approach one considers M level densities ρ(a)(θ) and M particle

densities ρ
(a)
1 (θ). Eq. (4.55) turns out into a system of integral equations

ρ(a)(θ) =
maL

2π
cosh θ + φab ∗ ρ(b)

1 (θ) (4.56)
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with φab(θ)
9 = −i d

dθ
lnSab(θ) and φ ∗ ρ1(θ) =

∫
dθ′

2π
φ(θ − θ′)ρ1(θ′) is the

convolution operator.
With the obvious definition

ρ
(a)
1 (θ) =

e−εa(θ)

1± e−εa(θ)
ρ(a)(θ),

La(θ) = ± ln(1± e−εa(θ)),

(4.57)

where upper signs correspond to fermionic and lower signs to bosonic type,
we obtain the TBA equations in unified form

−maR cosh θ + εa(θ) +
M∑
b=1

φab ∗ Lb(θ) = 0. (4.58)

If we take into account also the chemical potential µ, the Lagrangian multi-
pliers related to the conservation of the particle number Ntot =

∑M
b=1 Nb, we

can find that the TBA equations in unified form:

−maR cosh θ + εa(θ) + µaR +
M∑
b=1

φab ∗ Lb(θ) = 0. (4.59)

The extremal free energy per unit volume f(R, µ) is

Rf(R, µ) = −
M∑
a=1

ma

∫
dθ

2π
La(θ, r, µ) cosh θ +R

M∑
a=1

µa
Na

L
(4.60)

From f = −P +
∑

a µaNa/L, where P is the pressure, we find that

P = T

M∑
a=1

ma

∫
dθ

2π
La(θ, r, µ) cosh θ. (4.61)

We note also the important identity

ρ(a)(θ) =
L

2π

∂εa(θ)

∂R
(4.62)

and we recall from (4.40) that the vacuum energy of the theory in the con-
figuration a) is

E0(R) = Rf(R, µ = 0) (4.63)

9φ is called the matrix kernel
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From (4.63) it is possible to find the finite-size ground-state scaling function

c̃(r) =
3

π2

M∑
a=1

∫
dθLa(θ)m̂ar cosh θ, (4.64)

where m̂a = ma/m1.
If we can resume this section in few words, thanks to the TBA equations

(4.59), from the choice of T and µ we can find ε and then from these pseudo-
energies we are able to find densities, pressure, entropy, ground-state energy,
etc... For instance, from (4.61) we can calculate dP = SdT +

∑
a µaNa/L.

4.3.2 The UV limit.

In section 4.1.2 we have defined the UV and IR limit. We want to evaluate
some properties in the UV limit. Often, in the literature, UV solutions are
called kink solutions and they are denoted by the upper label kink.

Taking the derivative with respect to θ of (4.58), if r → 0 (R→ 0), εa(θ)
is constant in the region −| ln(2/r)| � θ � | ln(2/r)|. We call simply ea
this constant. Note that this “flat” region becomes bigger and bigger as r
becomes smaller and smaller10. It is possible to find that

ea = ±
M∑
b=1

Nab ln(1± e−eb),

Nab = −
∫ ∞
−∞

dθ

2π
φab(θ) = − 1

2π
(χab(∞)− χab(−∞))

(4.65)

From (4.58) it is possible to see that εa(θ) and L(θ) are even functions. We
can evaluate integral replacing the lower boundary −∞ with 0 and multiply
by 2. It is easy to note that the value of the region of integration where
cosh θ cannot be approximated by exp(θ)/2 is of order 1. For this reason we
neglect this region of integration, due to its non influential contribution to
the whole integration (in fact, for r → 0 the integrand in this region goes to
0 too).
Now we can replace cosh θ by 1

2
eθ, ε by ε, L by L = ± ln(1± exp(−ε)). This

quantities are defined by the following identity

1

2
rm̂ae

θ = εa(θ) +
M∑
b=1

φab ∗ Lb(θ). (4.66)

10In the UV limit the masses of the particles go to zero, that means for this particles
to “become” photons. They have rapidity equal to ∞ and the integral in (4.67) can be
evaluated in this limit. This is the physical reason for our approximation.
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ε and L are constant for θ � | ln(2/r)|. Since ε grows as the exponent of θ
for θ →∞, L decays as a double exponent in the same limit.
We have also

c̃ = c̃min(0) =
6

π2

M∑
a=1

lim
r→0

∫ ∞
0

dθ

2
La(θ)rm̂ae

θ. (4.67)

After integration, we arrive at the final result:

c̃ =
M∑
b=1

c̃±(ea), (4.68)

where

c̃±(e) = ± 6

π2

[(∫ ∞
e

dx ln(1± e−x)
)

+
1

2
e ln(1± e−e)

]
(4.69)

c̃±(e) =
6

π2
×
{
L
(

1
1+ee

)
for bosonic type,

L (e−e) for fermionic type.
(4.70)

We have introduced the function L(x), called Roger’s dilogarithm

L(x) = −1

2

∫ x

0

dy

(
ln y

1− y
+

ln(1− y)

y

)
. (4.71)

It is worth remembering that + is for fermionic type particles and − if for
bosonic type ones.

We see that we can associate a finite-size scaling coefficient c̃a to each
particle species in the scattering theory, with the total c̃ given by their sum.
We stress that

c̃+(0) =
1

2
;

c̃−(0) = 1;
(4.72)

as in unitary CFT.

4.3.3 The IR limit.

In the r →∞ limit, we can suppose from (4.58) that

εa(θ) = rm̂a cosh θ +O(e−r), (4.73)
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where the O(e−r) correction is understood to possibly include powers of r.
Put (4.73) in (4.55), with the help of (4.63) and (4.21) we find the first order
approximation of the ground state finite-size scaling function

c̃min(r) =
6

π2

M∑
a=1

m̂a

∫ ∞
0

dθ cosh θe−rm̂a cosh θ
(
1 +O(e−r)

)
=

=
6

π2

M∑
a=1

m̂aK1(m̂ar) +O(e−2r).

(4.74)

where K1 is the modified Bessel function of order 1. It is possible to work out
higher order terms too, that may be shown to contain interesting information
on the scattering theory. For details see [46] and [49].

4.4 From CFT to QFT in (1 + 1) dimension.

Integrability conservation.

A conformal field theory is a theory without a mass-scale, that is, a massless
theory. If we have a scale of mass, at least one fundamental particle whose
mass is not zero, the theory is not conformal. We would be sorry about this,
but, fortunately, there are some theories which are perturbations of conformal
theories and often they don’t break the integrability of the system. In all
cases considered so far, there is a single perturbing parameter λ and the
perturbed theory has only massive excitations (with the mass scale being a
function of λ that goes to zero if λ → 0). The relevant things are that the
massive (perturbed) theory is described by a factorizable S-matrix and that
these S-matrices are often related to Lie Algebras. This is the reason why
these theories are usually referred to as ADE scattering theories, because
only A, D and E series of simply-laced Lie algebras are in correspondence
with these kind of theories.

We call a theory with an action

S = SCFT + λ

∫
d2xΦ(x), (4.75)

a “perturbation of a CFT”, where Φ(x) is a relevant (i.e. with ∆ < 1) field
of the CFT we are dealing with. Relevant means that it must take the theory
out of the conformal point, giving a mass to the theory. Some fields aren’t
relevant (for instance, Φ1,1 ≡ I or the fields with ∆ > 1) and don’t give mass
to the theory.
Some technical remarks are in order here. Lie Algebras can be divided in
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two classes: Simple Lie Algebras (finite dimensional) and Affine Lie Algebras
(infinite dimensional). Each of them is classified by nine “families”, every
family being characterized by different properties. Simple Lie Algebras are:
Ar≥1(su(r+ 1)), Br≥2(so(2r+ 1)), Cr≥3(sp(2r)), Dr≥4(so(2r)), E8, E7, E6,
F4, G2. Affine Lie Algebras (something called ĝ or g(1)) are obtained from
Simple one (g) adding one more root to the set of simple roots of g. This root
is α0 ≡ (−θ; 0; 1) = −θ + δ where θ is the highest root of g and δ = (0; 0; 1).
We do not consider here the wider class of “twisted” affine Lie Algebras, usu-
ally called g(2). For details see [52] or the complete mathematical monograph
by V. Kac [53].
Every Simple (Affine) Lie Algebra have a characteristic list of exponents, that
is the degree of Casimir operators11 minus one and a natural number called
the Coxeter number h.

Now, the spin of the conserved operators in the perturbed CFT are in one-
to-one correspondence to the exponents of the related Lie Algebra, modulo
its Coexter number. If in (1 + 1) CFT we had an infinite series of conserved
charges of all possible odd spins, now, in the perturbed CFT, we have a dif-
ferent but anyway infinite series of conserved charges with definite spin.
This is a first indication of a very relevant correspondence between Lie Al-
gebras and S-matrix theory of massive well perturbed (out of the conformal
point) theories.
Another indication is that the number of particles in the S-matrix theory
related to an algebra g is equal to the rank r of the algebra itself. In fact, we
have a one-to-one correspondence between particles and Dynkin diagram12’s
nodes. In Tab. 4.1 we sketch the Dynkin diagram for each Simple Lie Alge-
bra. To be more explicit, we give the complete procedure used, in general,
to relate a S-matrix of purely elastic massive (perturbed) theory with a con-
formal (unperturbed) theory:

1. start with r particles,

2. normalize m1 (the lightest mass) to 1, then we find a “good” mass
spectrum of the theory (related to a precise Lie Algebra);

3. write down the S11(θ) element, where 1 labels the lightest particle;

4. find, from bootstrap, the others elements of the S-matrix Sab;

5. look for the corresponding UV conformal theory by using TBA ap-
proach.

11These operators are the only ones that commute with the generators of the Lie group
associated with its algebra.

12They are very useful graphic representation of the Simple (Affine) Lie Algebras.
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Algebra Dynkin diagram h Dim. Exponents

An e e e e e· · ·
1 2 3 n−1 n

n+ 1 n2 + 2n 1, 2, · · · , n

Dn e e e e e
e

· · ·
1 2 3 n−1 n

n+1

2n− 2 2n2 − 2 1, 3, · · · , 2n− 3, n− 1

Bn

e e e e u· · ·
1 2 3 n−1 n 2n− 1 2n2 + n 1, 3, · · · , 2n− 1

Cn
u u u u e· · ·
1 2 3 n−1 n n+ 1 2n2 + n 1, 3, · · · , 2n− 1

E6 e e e e e
e

1 3 4 5 6

2

12 78 1, 4, 5, 7, 8, 11

E7 e e e e e e
e

1 3 4 5 6 7

2

18 133 1, 5, 7, 9, 11, 13, 17

E8 e e e e e e e
e

1 3 4 5 6 7 8

2

30 248 1, 7, 11, 13, 17, 19, 23, 29

F4

e e u u
1 2 3 4 9 52 1, 5, 7, 11

G2

u e
1 2 4 14 1, 5

Table 4.1: Simple Lie Algebras. Black nodes refer to short roots, white ones
to long roots. Dim. means dimension.
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4.4.1 ADE for purely elastic S-matrices.

We follow the Dorey approach to the ADE purely elastic S-matrices, [54].
A (1 + 1) dimensional purely elastic scattering theory has a factorizable
and diagonal S-matrix (see sections 3.2.4 and 3.2.5). In the so called ADE
scattering theories the poles (also called fusing angles) ucab are all integer
multiples of π/h, h being the Coxeter number of g, the Lie algebra of rank r
associated to the theory.
We have already said that non-trivial solutions occur if the spin s modulo h
of the conserved charges is equal to an exponent of g.

Furthermore, each of the r particles in the theory may be assigned to a
node on the Dynkin diagram of g, in such a way that the set of conserved
charges of spin s can be put together in a vector

γs = (γa1s , · · · , γars ), (4.76)

that turns out to be the eigenvector of the incidence13 matrix G of the g
Dynkin diagram, with eigenvalue gs = 2 cos(πs/hg). If we set s = 1 we find
from Gγs = gsγs the masses of the particles in the theory.

If we refer to the usual Cartan-Weyl construction of Lie Algebras and we
call (Ξ) the the set of roots of g and Π = (α1, · · · , αr) a set of simple roots
of g, we can find that Π is the union of two sets of orthogonal simple roots

Π = (α1, · · · , αk) ∪ (β1, · · · , βr−k), (αi, αj) = (βi, βj) = δij (4.77)

The Weyl group is the group of all reflections

wα(x) = x− 2
(α, x)

(α, α)
, α ∈ Ξ. (4.78)

The Coxeter elements of the Weyl group are elements of the form wα1 · · ·wαr ,
with αi ∈ Π. The Coexter element of (4.77) is w = wα1 · · ·wαkwβ1 · · ·wβr−k .
It has a period equal to the Coexter number h, so the group generated by w
is isomorphic to Zh.

If we define
as =

∑
i

γαis α̂i, bs =
∑
i

γβis β̂i (4.79)

where (α̂, β̂) is the dual of the simple root basis (α, β), then

(αi, as) = γαis , (βi, as) = 0, (αi, bs) = 0, (βi, bs) = γβis . (4.80)

13The elements of this matrix are integer numbers. Gab is equal to the number of links
connecting nodes b and a.
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We define two projectors Ps into the sub-space spanned by as and bs

Ps(αi) = γαis âs Ps−βj = γβjs b̂s, (4.81)

where (âs,−b̂s) are the dual to (as, bs) in that subspace.
The Coexter element w represents a rotation by 2πs/h in each subspace

spanned by α or β. We have

Ps(w
pαi) = γαis e

i(2p+1)πs/h,

Ps(w
p(−βj)) = γβjs e

i(2p)πs/h.
(4.82)

We can now give a general expression for Sab in ADE scattering theories

a) If the particles a and b are of the type α14

Sab =
h−1∏
p=0

{2p+ 1}(αa,wpαb)
+ . (4.83)

b) If the particle a is of the type α and b of the type β15

Sab =
h−1∏
p=0

{2p}(αa,−wpβb)
+ . (4.84)

c) If the particles a and b are of the type β

Sab =
h−1∏
p=0

{2p− 1}(βa,−wpβb)
+ . (4.85)

where we have used the notation

{x}+ = (x− 1)+(x+ 1)+,

(x)+ = sinh

(
θ

2
+
iπx

2h

)
.

(4.86)

With this formalism it is possible to find that ([56]) for θ 6= 0

Sab

(
θ +

iπ

h

)
Sab

(
θ − iπ

h

)
=
∏
c

Sac(θ)
Gab , (4.87)

with Gab being the incidence matrix, defined above.
We give here a list of ADE scattering theories to which correspond par-

ticular CFTs perturbed by an operator; normalizing the mass of the funda-
mental particle to unity, we write down the spectrum of the other masses:

14in the Dynkin diagram at each node corresponds a simple root
15Remember that Sab = Sba
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1. the An series is identified with the CFT’s of Zn+1 parafermions with
central charge c(An) = 2n/(n + 3), perturbed by a primary field of
dimension ∆(An) = 2/(n + 3). The mass spectrum of the theory is
ma = sin

(
πa
n+1

)
/ sin

(
π
n+1

)
, with a = 1, · · · , n.

2. The Dn series S-matrices are that of the sine-Gordon scattering theory
at the reflectionless points β2 = 8π/n. Therefore the central charge here
is independent of n : c(Dn) = 1 and the perturbation is of dimension
∆(Dn) = 1/n. We have a different mass spectrum depending if n is
odd or even.

3. The scattering theory related to E6 was supposed to be a perturbation
of the minimal model M (6

7
) (tricritical three-state Potts model) with

c(E6) = 6/7, perturbed by the operator φ(1,2) of dimension ∆(E6) = 1/7.
We have 6 particles, 1, 1, 2, 3, 3, 4 which masses are: m1 = m1 = 1,
m2 =

√
2, m3 = m3 = (1 +

√
3)/
√

2, m4 = 1 +
√

3.

4. The E7-related S-matrix corresponds to the perturbation of M (4
5
) (tri-

critical Ising model) with c(E7) = 7/10 by a primary field φ(1,2) of di-
mension ∆(E7) = 1/10. This model has 7 different particles, with the
following mass spectrum:m1 = 1, m2 = 2 cos(5/18π), m3 = 2 cos(1/9π),
m4 = 2 cos(1/18π), m5 = 4 cos(1/18π) cos(5/18π), m6 = 4 cos(1/9π)×
× cos(2/9π), m7 = 4 cos(1/18π) cos(1/9π).

5. The E8 reflectionless scattering theory, which corresponds to the mag-
netic perturbation (dimension ∆(E8) = 1/16) of the critical Ising
model (M (3

4
), c(E8) = 1/2). We write down its mass spectrum:

m1 = 1, m2 = 2 cos(1/5π), m3 = 2 cos(1/30π), m4 = 4 cos(1/5π)×
× cos(7/30π), m5 = 4 cos(1/5π) cos(2/15π), m6 = 4 cos(1/5π)×
× cos(1/30π),m7 = 8 cos2(1/5π) cos(7/30π), m8 = 8 cos2(1/5π) cos(2/15π).

4.4.2 Y -system for purely elastic scattering.

The TBA equations for ADE scattering theories, thanks to (4.87), become
more useful and user-friendly in order to evaluate the finite-size scaling func-
tion (4.64). They assume a very simple form, called universal where the
kernel is always the same function multiplied by the incidence matrix Gab of
the corresponding Lie Algebra.

For all ADE scattering theories enumerated at the end of the previous
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section, (4.59) can be written in the so called universal form
− νa + εa +

1

π

∑
b

Gabφh ∗ {νb − ln [1 + exp(εb)]} = 0,

νa = Rma cosh θ.

(4.88)

We have defined the universal kernel

φh(θ) =
h

2 cosh hθ
2

. (4.89)

Thanks to the Fourier transform identity

φ̃ab(k) =

∫ ∞
−∞

φab(θ) exp(ikθ)dθ (4.90)

for φab(θ) = −i d
dθ

logSab(θ), it is possible to obtain ([50]) the following matrix
relation (

δab −
1

2π
φab(k)

)−1

= δab −
1

1 cosh(k/h)
Gab, (4.91)

on which is based the equivalence between (4.58) and (4.88). The equation
(4.88) is called universal because it is equal for every system a part from the
adjacency matrix.
Note that everything depends only on the Coexter number h. The masses of
the particles are known to be encoded on the Perron-Frobenius16 eigenvector
ΨG of G: ma = m1Ψa

G. If we define

ya(θ) ≡ exp(εa(θ)), (4.92)

we can check that (4.88)-solutions are also solutions for the Y-system ([56])

ya(θ + iπ/h)ya(θ − iπ/h) =
∏
b

[1 + yb(θ)]
Gab . (4.93)

Taking the logarithmic form of (4.87)

logSab

(
θ +

iπ

h

)
+ logSab

(
θ − iπ

h

)
=
∑
c

Gbc logSac(θ)− 2iπΘ(θ)Gab,

(4.94)

16Is the eigenvector with the greater eigenvalue of the Gab matrix. It is equal to γs
with s = 1 in (4.76).
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where the term proportional to the step function

Θ = lim
ε→0

[
1

2
+

1

π
arctan

x

ε

]
=


0 if x < 0;

1

2
if x = 0;

1 if x > 0;

(4.95)

has to be introduced to take into account the correct prescription for the
multivalued function log x. If we want to include the point θ = 0, according
to (4.95) we must correct (4.87) as follows

Sab

(
θ +

iπ

h

)
Sab

(
θ − iπ

h

)
=
∏
c

Sac(θ)
Gbc exp(−2iπGabΘ(θ)). (4.96)

Taking the derivative of (4.94), with the usual form for φab, and Fourier
transform this equation we obtain

2 cos

(
kπ

h

)
φ̃ab(k) =

∑
c

Gbcφ̃ac(k)− 2πGab (4.97)

or

φ̃ab(k) = −2π

[
G

(
2 cos

(
kπ

h

)
−G

)−1
]
ab

. (4.98)

Note that (4.98) is equivalent to (4.91), but is more useful. Fourier trans-
form (4.58), then multiply both sides by δab − R̃(k)Gab, where R̃(k) =
= (2 cosh(kπ/h))−1, and finally use (4.97), we obtain the universal form
of TBA equations (4.88).

The ya functions can be shown to have a very interesting periodicity
property (appeared for the first time in [50] and completely derived in [59])

ya (θ + iπP ) = ya(θ), (4.99)

for the Dn and E series, and

ya (θ + iπP ) = yn−a+1(θ) (4.100)

for the An series, where

P ≡ h+ 2

h
. (4.101)

In the UV limit we have found that the finite-size scaling function depends
only by the constant value that εa(θ) takes on the very large region [0, ln(2/r)],
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i.e. ε̃a. With the formalism developed in this section, we rewrite previous
results ((4.68) and (4.69))

ya ≡ eε̃a , Nab = −
∫ +∞

−∞

dθ

2π
φab(θ), ya =

∏
b

[1 + 1/yb]
Nab , (4.102)

c̃±(e) =
6

π2
×

 L
(

1
1+y

)
bosonic type,

L
(

1
y

)
fermionic type.

(4.103)

For ADE scattering theories (4.102) can be rewritten in this form

y2
a =

∏
b

(1 + yb)
Gab . (4.104)

The solution of this system is the right value for the constant ε̃a, useful to
evaluate ADE’s c̃. Note also that the ya are the stationary solutions of (4.93).

It can be shown that the dimension ∆ of the perturbative operator Φ in
(4.75) is

∆ = 1− 1

P
, (4.105)

This is the only link between the perturbative operator and the related Lie
Algebra corresponding to the Φ-perturbed massive S-matrix theory.

We have just discovered that, from the Y -system (4.93), we can deduce
both the finite-size scaling function and the perturbation made to obtain the
massive theory.

4.4.3 ADE for general S-matrices.

Many important theories (i.e. Sine-Gordon models (SG), O(3) NLSMs, the
Sausage model, etc...) have a factorized non-diagonal 2-particle S-matrix,
which is the expression of a non-zero absorption and reflection amplitudes.
Everything said so far holds for purely-elastic scattering theory and it can’t
work for general scattering theory. However, with some modification, we can
use the TBA and the Bootstrap approaches also for these theories.
In general scattering theories, particles acquire colors, which can be repre-
sented by mass-less fictitious particles called magnons, which are embodied
in the TBA equations. For the non-elastic scattering Bootstrap approach
we follow the Karowsky method in [60]. Each particle can have a tower of
magnons and each tower can be related in some cases to a Dynkin diagram.
We could have a Dynkin diagram for the massive part of the spectrum too.
Graphically, we draw the massive diagram with black nodes and from each
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massive node it starts a magnon diagram.
It exists a general formula for the TBA of these theories and, in some cases,
it is possible to reduce TBA equations in a universal form. In these cases,
only ADE adjacency matrices are permitted and it is possible to associate
to these general scattering theories a particular product of many Dynkin
diagram. This product is labelled by a new operation ([56])

ADE 3 ADE (4.106)

For instance, the TBA for magnons, for each massive node, in the ADE case
can be written as A1 3 ADE, like sketched in Tab.(4.2). On the contrary,
the ADE purely elastic scattering case as a TBA that, with the formalism
just explained, is ADE 3 A1. In fact, we have a completely massive Dynkin
diagram without colors. An example is shown in Tab.(4.3)

A1 3 An u e e e e· · ·
1 2 3 n−1 n

A1 3 Dn u e e e e
e

· · ·
1 2 3 n−1 n

n+1

A1 3 E6 u e e e e
e

1 3 4 5 6

2

A1 3 E7 u e e e e e
e

1 3 4 5 6 7

2

A1 3 E8 u e e e e e e
e

1 3 4 5 6 7 8

2

Table 4.2: A13ADE scattering theories in their diagrammatic form. Black
nodes represent the massive part of the particle.

An 3 A1 u u u u u· · ·
1 2 3 n−1 n
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Table 4.3: ADE3A1 scattering theories in their diagrammatic form. Mas-
sive particles of the spectrum are in one-to-one correspondence with Dynkin
diagram nodes.

The magnonic TBA A13ADE was proposed for the first time by Al. B.
Zamolodchikov [55]. It has the general diagrammatic form

νa(θ) = εa(θ) +
1

2π

∑
b

Gab (φ ∗ Lb) (θ), φ =
1

cosh θ
,

νa =

{
δkamR cosh θ for massive case, λ < 0,
mR

2
(δkae

θ + δlae
−θ) for massless case, λ > 0.

(4.107)

The two nodes of the massless case are called right-mover and left-mover. In
the massive case, k is the label of the massive node.
In the following sections we study in detail the TBA for the Sine-Gordon
theory, a non elastic scattering theory with two massive particles (called soli-
ton and anti-soliton). We shall see how, from the block-diagonal S-matrix, it
will be possible to obtain the TBA equations and the corresponding universal
form.

4.5 Integrability in quantum mechanics.

TBA techniques described in section 4.3 can be applied to purely-elastic
scattering theories. In fact, the relativistic Bethe Ansatz already described
in previous sections is valid only for those theories.
It is possible to formulate a Bethe Ansatz also for non-elastic scattering
theories, but we need first new mathematical and physical tools, based on
the integrability of some systems called spin chain models.
In the following, we introduce some basic notions on integrability of spin-
chains, in order to derive the Algebraic Bethe Ansatz, which will be used for
the derivation of the TBA equations for two non-elastic scattering theories,
the SG and the SSM models. For the interested reader, we refer to ([67],
[68]).

4.5.1 Spin chains, R-matrix and transfer matrix.

In order to study the ferromagnetic and anti-ferromagnetic behavior, Heisen-
berg proposed a one dimensional object, called spin-chain, where particles of
spin j are sitting on N (n = 1, · · · , N) sites of a lattice and interact locally
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with the near-neighbor particles sitting at n− 1 and n + 1, with some local
piece of Hamiltonian Hn,n+1, the total Hamiltonian being

H =
N−1∑
n=1

Hn,n+1. (4.108)

At site n, the particle state is represented by a vector in a finite Hilbert space
Vn = C2j+1. Periodic boundary conditions may be imposed. If we identify
the first with the last site, we speak about periodic chains.
The Hamiltonian (4.108) is written in terms of spin operators Skn, where
k = x, y, z. n = 1, · · · , N label runs on the sites of the chain. They are
operators acting on the Hilbert space

H = V1 ⊗ V2 ⊗ · · · ⊗ VN (4.109)

as identities on all Vm’s with m 6= n and, as usual, spin s representation
operators on the site n

Skn = I⊗ · · · ⊗ I⊗ Sk︸︷︷︸
n−th position

⊗I⊗ · · · ⊗ I, (4.110)

where [
Sk, Sl

]
= iεklwSw. (4.111)

In the case of s = 1/2, where S2 =
∑

i S
iSi has eigenvalue s(s+1), Sk = σk/2

and the spin chain Hamiltonian is

H =
N−1∑
n=1

(
Jxσxnσ

x
n+1 + Jyσynσ

y
n+1 + Jzσznσ

z
n+1

)
(4.112)

with coefficients Jk. The original problem of Heisenberg assumed Jx = Jy =
Jz ≡ J , so that

H = J
N−1∑
n=1

(~σn · ~σn+1) . (4.113)

Here ~σ = (σx, σy, σz).
Due to the symmetry in the 3 spin directions, this is called the XXX-chain,
while the general case (4.112) is called XY Z-chain. A very important case,
that finds a lot of applications, e.g. in condensed matter physics, is the
XXZ-chain

H = J

N−1∑
n=1

(
σxnσ

x
n+1 + σynσ

y
n+1 + ∆σznσ

z
n+1

)
, (4.114)
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Figure 4.2: R
(ln,lm)
nm graphic representation. Dotted line represents ln(m), solid

line represents n(m).

where Jx = Jy = J and ∆ = Jz/J is called anisotropy. In the case s = 1,
the analog of the XXX-chain is given by the Hamiltonian

H = J
N−1∑
n=1

[
~Sn · ~Sn+1 −

(
~Sn · ~Sn+1

)2
]
, (4.115)

where Sin are 3×3 matrices realizing the spin 1 representation of SU(2). More
general hamiltonians can be given for the XXZ and XY Z cases and/or for
higher spin. Many of these Hamiltonians turn out to be integrable.
To make contact with integrable formalism, let us first introduce the so-called
R-matrix as a family operators R

(ln,lm)
nm (λ), depending on a parameter λ and

acting on the tensor product of two local spaces Vn ⊗ Vm, with Vn ' Cln+1

and ln = 2sn. Loosely speaking, it means that the site n has a spin equal
to sn. Formally, n labels the site represented in the Hilbert space by the
sn-representation with respect to the group of symmetry which, acting on
the site, leaves the Hamiltonian invariant.
When considered on the product of three spaces Vn ⊗ V⊗Vp, R(ln,lm)

nm satisfies
the Yang-Baxter (YB) equation

R(ln,lm)
nm (λnm)R(ln,lp)

np (λnp)R
(lm,lp)
mp (λmp) = R(lm,lp)

mp (λmp)R
(ln,lp)
np (λnp)R

(ln,lm)
nm (λnm),

(4.116)

with λij ≡ λi − λj. Graphically, we represent R
(ln,lm)
nm by Fig.(4.2) and the

YB equation becomes Fig.(4.3). Algebras underlying the YB equation at
quantum level are a deformation of Kac-Moody algebras and are known as
quantum algebras.

For instance, a solution of the YB equation in the 1/2−XXX case is

R(1,1)
nm (λ) = λI + iP(1,1)

nm , (4.117)

where P(1,1)
nm is the permutation operator exchanging Vn and Vm. It is possible
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Figure 4.3: A schematic view of YB equation (4.116).

to prove that from the R matrix we can obtain the Hamiltonian of the system

d

dλ
ŘXXX

12

∣∣λ=0
= P ∝ HXXX

12 , (4.118)

where HXXX
12 is the two-sites XXX Hamiltonian and Ř = PR. In fact, the

permutation operator can be written as a function of the generators of the
fundamental representation of the theory

P =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 =

(
1
2
(σz + 1) σ−

σ+ 1
2
(−σz + 1)

)
, (4.119)

with σ± = (σy± iσz)/2. In order to generalize the study of the spin chain to
the generic representation sn, we define the quantum Lax operator L as

L(ln,lm)
nm (λ) = λI + iP(ln,lm)

nm , (4.120)

where

P(ln,lm)
nm =

(
Szn + 1/2 S−n
S+
n −Szn + 1/2

)
. (4.121)

Sin are generic elements of the sn-representation of the group of symmetry.
L satisfies the following fundamental algebraic relation with the R-matrix

R(ln,lm)
nm (λnm)L(ln,lp)

np (λnp)L
(lm,lp)
mp (λmp) = L(lm,lp)

mp (λmp)L
(ln,lp)
np (λnp)R

(ln,lm)
nm (λnm).

(4.122)
In general, L ∈ End(A⊗V ), where A is the algebra defined by (4.122) and is
often called the auxiliary space. Different choices of R matrix lead naturally
to distinct algebras and distinct models.
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For another example, we now consider the 1/2 −XXZ-chain. The two-
site R-matrix for this model is

R =


sinh(iµ− λ) 0 0 0

0 sinhλ sinh iµ 0
0 sinh iµ sinhλ 0
0 0 0 sinh(iµ− λ)

 , (4.123)

with µ = 2kπ/p, k, p ∈ N and k, p 6= 0. It is possible to write R also as

R(1,1)(λ) = sinh

(
λ+ iµ

1 + σ3 ⊗ σ3

2

)
+ i sinµ

(
σ+ ⊗ σ− + σ− ⊗ σ+

)
.

(4.124)
We check from (4.122) that for the 1/2−XXZ chain

[S+, S−] =
q2Sz − q−2Sz

q − q−1
,

[Sz, S±] = ±S±,
(4.125)

where q is a real number. Relations in (4.125) are the same relations between
generators of the quantum algebra Uq(SU(2)). For this reason we say that
the 1/2−XXZ-chain is symmetric under Uq(SU(2)) transformations17.

From the R matrix it is possible to reconstruct the Hamiltonian of the
system. To see that, first of all we have to define the monodromy matrix
T (l)(λ). Focusing on the case of a sm-spin chain, the monodromy matrix is

T (la)(λ) = Π(la)

(
L

(la,lm)
aN (λ)L

(la,lm)
aN−1 (λ) · · ·L(la,lm)

a1 (λ)
)
, (4.126)

where Π(la) is the projection on the sa-th representation, which is not the
representation of the physical sites but a generic representation among all
the representations of the group under which the Hamiltonian of the theory
is invariant. For this reason we call the space of this representation the
auxiliary space, labelled by a. One sees that T (la) ∈ End(Va ⊗

⊗N
i=1 Vm,i),

where Va is the auxiliary space and Vm,i are the Hilbert spaces of the sm-spin
chain sites. The monodromy and the R matrices are related together by the
fundamental algebraic relation (FRT)

R(ln,lm)
nm (λnm)T (ln)(λn)T (lm)(λm) = T (lm(λm)T (ln)(λn)R(ln,lm)

nm (λnm). (4.127)

17The notation Uq(SU(2)) means “q-deformed universal covering of the algebra of spe-
cial linear 2×2 matrices. Universal covering of an algebra g is the algebra of all polynomials
in the generators of g. “Special” here means “with determinant equal to 1”.
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Tracing over the auxiliary space we find the so-called transfer matrix t
(lm)
la

(λ)

t
(lm)
la

(λ) = TrA[T (la)(λ)]. (4.128)

It is possible to find that the transfer matrix forms a λ-family of commuting
operators, i.e.

[t
(lm)
la

(λ), t
(lm)
lb

(λ′)] = 0. (4.129)

The commutation relation (4.129) implies that factors of formal series expan-

sion commute with each other. From log t(λ) =
∑

n λnI
(n), where t(λ) ≡ t

(1)
1 (λ),

we can check from (4.129) that

[I(n), I(m)] = 0 ∀n,m. (4.130)

The elements I(n) are the so called charges in involution. The first two
charges are the total momentum and the total energy. In fact, it is possible
to show that

1.
d

dλ
log(t(λ))|λ=0

∝ H, (4.131)

where H is the Hamiltonian of the system;

2.

t(0) = Π = exp(−iP ), (4.132)

where P is the total momentum.

As it was conjectured, the O(3) NLSM describes the continuum limit of
the XXX-chain model with large integer (half-integer) spin. We think that
the sausage model is related to the higher-spin XXZ model. However, the
relation between microscopic parameters of a particular XXZ chain near
criticality and our universality parameters (λ and m) remains to be estab-
lished.

4.5.2 Algebraic Bethe Ansatz for Uq(SU(2)).

Suppose that we have a system with a Uq(SU(2)) symmetry. The appropriate
form for the L-matrix is

L =

(
eλA− e−λD (q − q−1)B
(q − q−1)C eλD − e−λA

)
(4.133)
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with 
A = D−1 ∝ qS

z

;

B ∝ S−;

C ∝ S+.

(4.134)

A,B,C and D belong to some representation of Uq(SU(2)). Moreover, if we
introduce the Heisenberg-Weyl group elements X and Y so that

XY = qYX, (4.135)

it turns out that 
A = D−1 = X,

B =
1

(q − q−1)
(q−sX−1 − qsX)Y −1,

C =
1

(q − q−1)
(q−sX− qsX−1)Y.

(4.136)

From (4.135) it’s easy to see the q-deformation by the introduction of the
quantum algebra. If q → 1 we return to classical groups and algebras.

Now we can start our project to find the complete spectrum of a model
with a Uq(SU(2)) symmetry by diagonalizing the transfer matrix. Algebraic
BA works upon highest-weight representations.
We write down the L

(l,l)
an matrix for this symmetries, with l = 2s

L(l,l)
an =

(
sinh(λ+ iµ

2
+ iµSz) sinh iµS−

sinh iµS+ sinh(λ+ iµ
2
− iµSz)

)
. (4.137)

It is possible to note that we have chosen the same λ for each spin chain site.
It is possible (we shall see in the following sections) to have a spin chain with
all the site with different λ. The hamiltonian of this “inhomogeneous” chain
is, of course, more complicated than the usual XXZ one.
The first step is to define the reference site-state w,

|w〉 =

(
1
0

)
, (4.138)

annihilated by S+

S+
n |w〉n = 0, (4.139)

with n = 1, · · · , N and the reference state |Ω〉

|Ω〉 = |w〉1 ⊗ · · · |w〉N . (4.140)
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Then, applying the monodromy matrix on (4.140) we obtain

T (l)(λ)|Ω〉 =

(
A B
C D

)
|Ω〉, (4.141)

where A = A1A2 · · ·AN and the same for the others three terms. When we
take the trace, only the term A + D is needed. We know from (4.139) that

An|w〉n = sinh(−λ+
iµ

2
+ iµsn)|w〉n, (4.142)

where sn is the spin of the n-site particle. We have assumed that every
particle has the same spin. So sn ≡ s.
We can be sure that

t
(l)
l (λ)|Ω〉 =

[(
sinh(−λ+

iµ

2
+ iµs)

)N
+

(
sinh(−λ+

iµ

2
− iµs

)N]
|Ω〉,

(4.143)
Following the proportionality of (4.132) and the definition (4.140), we can
make the following Bethe ansatz : a general method to define a state is

|Ψ〉 = B(λ1) · · ·B(λM)|Ω〉, (4.144)

withM ≤ N . Now we have to use the commutators between A , B, C and D ,
obtainable from the FRT (4.127), to study the action of t

(l)
l (λ) = A (λ)+D(λ)

on |Ψ〉. This gives something proportional to |Ψ〉 plus other terms. If the
coefficients of these other unwanted terms go to zero , we can claim to have
found an eigenstate of t

(l)
l (λ).

These constraints on the unwanted coefficients produce the so-called Bethe
ansatz equations (BAE). For instance, for the XXZ spin chain, we find that
the BAE are (

sinh(λi + iµs)

sinh(λi − iµs)

)N
=

M∏
i 6=j

sinh(λi − λj + iµ)

sinh(λi − λj − iµ)
. (4.145)

The solutions λi are called Bethe roots of the model. If we construct a state
like in (4.144) using as λi the possible sets of Bethe Roots, we are sure to

construct eigenstates of t
(l)
l (λ) and therefore of H. The completeness of such

eigenstate set can be proven, although we do not address here this problem
(which is mathematically hard).

Hereafter, we denote ti ≡ t
(i)
i .
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4.6 Sine Gordon model.

The SG model is described by the Lagrangian

L =
1

2
(∂µφ)2 +

m2

2β2
cos(βφ), (4.146)

where β2 ∈ [0, 8π] and m is the mass of the soliton (equal to the anti-soliton
one). This Lagrangian is completely solvable and admits non-perturbative
solutions, called soliton and anti-soliton. They are described by the funda-
mental representation of SU(2). This solutions represent solitary waves in a
viscous fluid which maintain the same speed and the same amplitude forever.
The solitons are well-known objects in Fluid Dynamics: they were observed
and described for the first time in 1834 by John Scott Russel and nowadays
they are used in a very large number of physical and technical applications
ranging from Fluid Dynamics to General Relativity to Non-linear optics.
The S-matrix between solitons s+ and anti-solitons s− can be factorized in
two-body S-matrix satisfying YB equations. Its form has been found by A.
Zamolodchikov and Al. B. Zamolodchikov [37] and can be written as

S(θ) =
S0(θ)

a(θ)
R(θ), (4.147)

where

S0(θ) = eiχ(θ) χ(θ) =

∫ ∞
−∞

dk

k
eikθ

sinh[(p− 1)k]

2 sinh pk
2

cosh k
2

, (4.148)

with p = β2

8π−β2 and β is the SG parameter. We remember that θ is the

difference of rapidity between the two particles that scatter. The S+−
+−(θ) is

the transmission amplitude ST (θ) and the S−+
+−(θ) is the reflection amplitude

SR(θ).
The R-matrix is

R(θ) =


a(θ) 0 0 0

0 b(θ) c 0
0 c b(θ) 0
0 0 0 a(θ)

 (4.149)

with

a(θ) = sinh[(iπ − θ)/p],
b(θ) = sinh(θ/p),

c = sinh iπ/p.

(4.150)
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The R-matrix in (4.148) is equivalent to (4.123) if we substitute λ = θ/p
and µ = π/p, that is we can obtain the SG S-matrix from the XXZ spin
1/2 chain R-matrix, correspondent to a Uq(SU(2)) symmetry. In fact the
SG model has an infinite set of conserved charges because of the invariance
with respect to the quantum group Uq(SU(2)) transformations.
The link between XXZ spin 1/2 model and SG model is the parameter µ,
because

q = exp

(
i
π

p

)
. (4.151)

From (4.147)-(4.151) it is possible to turn out that SG model can be divided
in three parts:

1. β2 ∈]0, 4π[ or p ∈]0, 1[; the model is attractive and the spectrum is
composed by the soliton, the anti-soliton and their bound states, named
breathers ;

2. β2 = 4π or p = 1; the model is completely free and describe the Dirac
fermion, from the equivalence between (4.147) and the Thirring model ;

3. β2 ∈ ]4π, 8π] or p > 1; the model is completely repulsive and the
spectrum is composed only by the soliton and the anti-soliton.

In p = 0 (β2 = 0) the model is not defined.
In the repulsive regime (4.147) represents the whole S-matrix of the theory.
Otherwise, in the attractive regime there appear poles in the physical strip
and we must take into account bound states, called breathers (hereafter they
will label by |ba〉 = |s+s−〉, a = 1, · · · , n = b1

p
c18). In the general case, the

particle content of the theory is

1. s+, s− of mass M for any p > 0;

2. ba of mass ma = 2M sin paπ
2

with a = 1, · · · , n = b1
p
c for any p ∈]0, 1[

In the attractive regime we have to add to the solitons S-matrix also the
soliton-breather S-matrix [37]

Sa(θ) =
sinh θ + i cos paπ

2

sinh θ − i cos paπ
2

a−1∏
r=1

sin2
(
a−2r

4
pπ − π

4
+ i θ

2

)
sin2

(
a−2r

4
pπ − π

4
− i θ

2

) (4.152)

18We denote with bxc the integer part of x
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and the breather-breather S-matrix

Sab(θ) =
sinh θ + i sin

(
a+b

2
pπ
)

sinh θ − i sin
(
a+b

2
pπ
) sinh θ + i sin

(
a−b

2
pπ
)

sinh θ − i sin
(
a−b

2
pπ
)

×
min(a,b)-1∏

r=1

sin2
(
b−a−2r

4
pπ + i θ

2

)
sin2

(
b−a−2r

4
pπ − i θ

2

) cos2
(
b+a−2r

4
pπ + i θ

2

)
cos2

(
b+a−2r

4
pπ − i θ

2

) . (4.153)

4.6.1 Bethe-Yang equations.

For a quantum system with many particles and non-purely elastic scattering
S-matrix we need the Bethe-Yang (BY) ansatz to find momentum eigenvalues
[62]. If N is the total particle number, Ns is the number of solitons and Na is
the number of breathers of species a, of course N = Ns+

∑
aNa. We put the

N particles in a box of dimension19 l with rapidities (θ1, · · · , θN+1), taking
care to distinguish BY for the solitons from those for the breathers.
BY ansatz for the a soliton scattering with Ns solitons and

∑
bNb breathers

is

e−Ml sinh θi =

b 1
p
c∏

b=1

Nb∏
j=1

Sb(θij) · Tri

Ns+1∏
k=1,k 6=i

Sik(θik) (4.154)

We have defined θij ≡ θi − θj. The labels under S and R matrices describe
which particles are scattered.
BY ansatz for the a breather of species a scattering with Ns solitons and∑

bNb breathers is

e−imal sinh θi =

b 1
p
c∏

b=1

Nb (+1 if b=a)∏
j=1,(j 6=i if b=a)

Sab(θij) ·
Ns∏
k=1

Sa(θik) (4.155)

19It’s important to remember that when we apply the TBA method, we are on a finite
size manifold, with one of its two dimensions gone to infinity. When we work with a spin
chain, however, we have another size, that is the length of the chain, normally called l.
When these two sizes will appear together, we shall keep attention on specifying their
nature.
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Using(4.147), eq. (4.154) can be written as

e−ips(θi)l =

b 1
p
c∏

b=1

Nb∏
w=1

Sb(θiw) ·
Ns+1∏
j=1,j 6=i

S0(θij)

a(θij)
Tri

Ns+1∏
k=1,k 6=i

Rik(θik) =

=

b 1
p
c∏

b=1

Nb∏
w=1

Sb(θiw) ·
Ns+1∏
j=1,j 6=i

S0(θij)

a(θij)
Tri

(
A (θi|~θ) B(θi|~θ)
C (θi|~θ) D(θi|~θ)

)
=

=

b 1
p
c∏

b=1

Nb∏
w=1

Sb(θiw) ·
Ns+1∏
j=1,j 6=i

S0(θij)

a(θij)

(
A (θi|~θ) + D(θi|~θ)

)
.

(4.156)

Here ~θ = (θ1, · · · , θi−1, θi+1, · · · , θNs). The second part of the third r.h.t is
obtained from (4.126) and (4.120)-(4.121) with R ≡ L because of the analogy
between (4.132) and the first and the third expressions of (4.156).
We are evaluating the scattering of a test-particle withN other particles, each
one being a particle of the theory. So far, we have already found the BAE
for the Uq(SU(2)) invariant 1/2-representation (4.145); the only difference in
this problem is that λ (now θ) is different for every sites. So, we are dealing
with a completely inhomogeneous XXZ spin 1/2 chain. The transfer matrix
is

t1(θi|~θ) = Tri

Ns+1∏
k=1,k 6=i

Rij(θij). (4.157)

where 1 labels the representation (in this case 1/2) of the auxiliary space.
Following section 4.5.2, we define |Ψ〉 like in (4.144). Substituting λ ≡ θ/p
and µ ≡ π/p, we find

A (λ0|~λ, ~u)|Ψ〉 =
M∏
l=1

sinh(λ0 − ul − iµ)

sinh(λ0 − ul)

Ns∏
k=1

sinh(λk − λ0 + iµ)|Ψ〉+ (· · · ),

D(λ0|~λ, ~u)|Ψ〉 =
M∏
l=1

sinh(λ0 − ul + iµ)

sinh(λ0 − ul)

Ns∏
k=1

sinh(λk − λ0)|Ψ〉+ (· · · ),

(4.158)

where now we have called λi → λ0 and put this label out of the product
for notation convenience. Here ~u = (u1, · · · , uM) and ~λ = (λ1, · · · , λNs). Of
course

t1(λ0|~λ, ~u)|Ψ〉 = A (λ0|~λ, ~u) + D(λ0|~λ, ~u))|Ψ〉. (4.159)

If we want to have an eigenvalue of |Ψ〉 with respect to t1, we must impose
that (· · · ) = 0.
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We observe that, since the test particle must be a particle of the system,
its rapidity must belong to the set of rapidities of the physical particles. For
that reason, if λ0 belongs to the set of rapidities of the physical particles, we
find that D(λ0|~λ, ~u))|Ψ〉 = 0 and we call λ0 ≡ λt. (4.159) becomes

t1(λt|~λ, ~u) =
M∏
l=1

sinh(λt − ul − iµ)

sinh(λt − ul)

Ns∏
k=16=t

sinh(λk − λt + iµ), (4.160)

where t = 1, · · · , Ns. We can now write (4.156) in a more suitable form

e−ips(λt)l =

b 1
p
c∏

b=1

Nb∏
w=1

Sb(λiw) ·
Ns∏

j=16=t

S0(λt − λj)
M∏
i=1

sinh(λt − ui − iµ)

sinh(λt − ui)
. (4.161)

Looking at (4.160), we have to ensure the finiteness of the transfer matrix.
For this reason we have to impose that

M∏
i=16=l

sinh(ul − ui − iµ)
Ns∏
k=1

sinh(λk − ul + iµ)+

+
M∏

i=16=l

sinh(ul − ui + iµ)
Ns∏
k=1

sinh(λk − ul) = 0,

(4.162)

which becomes the Bethe Ansatz equations for our problem

Ns∏
k=1

sinh(λk − ul + iµ)

sinh(λk − ul)
= −

M∏
i=16=l

sinh(ul − ui + iµ)

sinh(ul − ui − iµ)
. (4.163)

We can arrange our equations by the substitution uk = ũk + iµ/2. From the
following definition

Q0(x|~u) =
M∏

j=16=i

sinh(x− uj),

ψ0(x|~x) =
Ns∏
k=1

sinh(x− xk),

(4.164)
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we obtain

e−ips(λt)l =

b 1
p
c∏

b=1

Nb∏
w=1

Sb(λiw) ·
Ns∏

j=16=t

S0(λt − λj)
Q0(λt − g|~u)

Q0(λt + g|~u)
;

e−ipa(λT )l =

b 1
p
c∏

b=1

Nb∏
j=1,(j 6=T if b=a)

Sab(λTj) ·
Ns∏
k=1

Sa(λTk);

ψ0(ul + g|~u)

ψ0(ul − g|~u)
= −Q0(ul + 2g|~u)

Q0(ul − 2g|~u)
(BAE),

(4.165)

where g = iµ/2.

4.6.2 Density of roots and TBA.

We want to perform the thermodynamic limit N → ∞ in order to find
TBA equations for SG model. Looking at (4.165), we find that the l.h.s.
of BAE becomes infinite. We have to compensate this divergence, adding
singularities in the r.h.s. This implies the celebrated string hypothesis. Roots
are organized into strings, defined as

u
(n)
j,a = u

(n)
j +

iµ

2
(n+ 1− 2a), a = 1, · · · , n. (4.166)

u
(n)
j are the centers of string of length n. If the l.h.s of the BAE is less then

unity, it becomes 0 in the N →∞ limit. If it’s larger then unity, it becomes
infinite. The r.h.s. must have the same behavior . So, at least one ui must
be so that

ui − ul =

{
−iµ if l.h.s. < 1
iµ if l.h.s. > 1

(4.167)

Now, the product over all string becomes the product between all roots (imag-
inary or real) into a single string times all single-n-type string between all
kind of strings

M∏
l=1

=
∏
n∈Up

Mn∏
l=1

n∏
a=1

. (4.168)

So there are Mn strings of type (n) in a given state and the number of all
possible strings belongs to Up, where p indicates the irreducible representation
of Uq(SU(2)) at q = eiπ/p. Because of not every single components of a string
is a Bethe root, when we give the density of roots νn(u) we have to take in
consideration also the density of the holes νn(u), so that the total number
of possible states is ν + ν.
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We can rewrite (4.165) so that

Ml sinhλt = −i
b 1
p
c∑

b=1

Nb∑
w=1

logSb(λiw) +
N∑

j=16=t

χ(λt − λj)− i log
Q0(λt − g|~u)

Q0(λt + g|~u)
;

mal sinhλT = −i
b 1
p
c∑

b=1

Nb∑
j=1,(j 6=T if b=a)

logSab(λTj)− i
Ns∑
k=1

logSa(λTk);

− log
ψ0(ul + g|~u)

ψ0(ul − g|~u)
+ log

Q0(ul + 2g|~u)

Q0(ul − 2g|~u)
= 0 (BAE),

(4.169)
If we apply (4.166)-(4.168) to BAE we obtain that (omitting the ~u depen-
dence)

n∏
a=1

ψ0(u
(n)
j,a + g)

ψ0(u
(n)
j,a − g)

=
N∏
k=1

sinh(u
(n)
j − λk + ng)

sinh(u
(n)
j − λk − ng)

; (4.170)

n∏
a=1

Q0(u
(n)
j,a + 2g)

Q0(u
(n)
j,a − 2g)

=

=
∏
m∈Upi

Mm∏
l=1

sinh(u
(n)
j − u

(m)
l + g(n+m)) sinh(u

(n)
j − u

(m)
l + g(n−m))

sinh(u
(n)
j − u

(m)
l − g(n+m)) sinh(u

(n)
j − u

(m)
l − g(n−m))

×

×
n+m−2

2∏
k=n−m+2

2

[
sinh(u

(n)
j − u

(m)
l + 2gk)

sinh(u
(n)
j − u

(m)
l − 2gk)

]2

.

(4.171)

While the second and the third equations of (4.165) can be obtained trivially
from (4.166), (4.170) and (4.171), the first one becomes

e−ip(λt)l =

b 1
p
c∏

b=1

Nb∏
w=1

Sb(λiw) ·
Ns∏
k=1

S0(λt − λk)
∏
n∈Up

Mn∏
l=1

sinh(λt − u(n)
l + ng)

sinh(λt − u(n)
l − ng)

(4.172)
In the thermodynamic limit (N →∞), we found that (4.172) can be written
as

ν0(λt)+ν0(λt) = Ml cosh pλt+K0;λ(λt−λ)∗ν0(λ)+
∑
n

K(n,l;λ)(λt−u(n)
l )∗ν(n)(u),

(4.173)
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where ν(n)(u) = ν(u(n)) and convolutions are made with respect to: dλ/2π
in the first case; du(n)/2π in the second case. Furthermore, we define

ν0(λ) + ν0(λ) =
n

∆λ
(density of permitted rapidity);

K0;y(x) =
d

dy
χ(x);

K(n,l;y)(xl) =
1

i

d

dy

Mn∑
l=1

log

[
sinh(xl + ng)

sinh(xl − ng)

]
;

ν(n)(λ) ≡ ν(λ(n)) =
n(n)

∆λ
(density of permitted center of string).

(4.174)
Equivalently, we can find that BAE can be organized in the following manner:
∀n

ν(n)(u) + ν(n)(u) = 2
∑
m

K(m,l|n)(u
(m)
l − u(n);λ, λ− u(n)) ∗ ν(m)(u), (4.175)

where the convolution is made with respect to du(n)/2π. We have defined
K(m,l|n)(xl; y, z) as

K(m,l|n)(xl; y, z) ≡ K(−n−m,l;u(n))(xl) +K(−|n−m|,l;u(n))(xl)+

+ 2

n+m−2
2∑

k=n−m+2
2

K(−2k,l;u(n))(xl) +
d

du(n)

∫
dyK(−n,0;y)(z)ν0(y).

(4.176)

Summarizing, (4.169) can be written in the string approximation as

ν0(λt) + ν0(λt) = Ml cosh pλt +K0;λ(λt − λ) ∗ ν0(λ)+

+
∑
n

K(n,l;λ)(λt − u(n)
l ) ∗ ν(n)(u),

ν(n)(u) + ν(n)(u) = 2
∑
m

K(m,l|n)(u
(m)
l − u(n);λ, λ− u(n)) ∗ ν(m)(u) (BAE).

(4.177)
Minimizing the free energy, as explained in section 4.3 we are able to find
the TBA in its universal form for the SG model, which is

δ1
amR cosh θ = εa(θ) +

1

2π

n∑
b=1

Gab (φ ∗ Lb) (θ),

φ =
1

cosh θ
,

(4.178)
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with the adjacency matrix of Dn Lie Algebra. This is the universal form
which corresponds to A13Dn with the mass on the first node.

SG u e e e e
e

· · ·
1 2 3 n−2 n−1

n

Figure 4.4: Dynkin diagram from the SG TBA (4.178).

4.6.3 Y -system for general scattering.

It has been noticed that the proof of classification of Y-systems for purely
elastic scattering theories is absolutely independent of h. Other choices of
the parameter h, where it no more plays the role of Coxeter number, can, in
principle, lead to sensible TBA systems, like that in (4.107). The Y-system
is the same as in (4.93), but now we define

Ya(θ) ≡ exp(−εa(θ)). (4.179)

for the magnonic particles. The conformal dimension ∆ of the perturbing
operator can be deduced from the periodicity of the Y-system and is indepen-
dent on the choice of the particular nodes where masses or left-right movers
are put. Of course, as the role of h is changed, the periodicity also gets some
modification. (4.99) still holds, but now

P ≡ h+ 2

2
. (4.180)

It is possible to find, for each Lie Algebra, the dimension of the corresponding
perturbing operator: 

An : ∆ = 1− 2

n+ 2
;

Dn : ∆ = 1− 1

n
;

E6 : ∆ =
6

7
;

E7 : ∆ =
9

10
;

E8 : ∆ =
15

16
.

(4.181)
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4.7 Integrable perturbations of the Zn parafermion

models and the O(3) NLSM.

Here we focus on the CFT which gives origin to this model from a particular
perturbation. This CFT is the Zn parafermion models. we shall see that, if
n → ∞, we shall obtain an infinite TBA system describing the same finite-
size effects of the O(3) NLSM in the UV limit.
In 2d QFT, fields can have different spin. In addition to integer and semi-
integer spin, there exist semi-local fields with rational spin, and we call these
fields parafermions.

The series of Zn, (n ≥ 2) CFT parafermion models was discovered in
[61]. From the CFT point of view Zn corresponds to the Virasoro central

charge c = 2(n−1)
n+2

. The characteristic parafermion symmetry, which includes
the conformal one as a sub-symmetry, is generated by the set of parafermion
currents Ψk(z), k = 1, 2, · · · , n−1, with “right” dimensions ∆k = k(n−k)/n
(of course, there is also the same “left” symmetry, generated by the left cur-
rents Ψk(z)). The algebra of the parafermion currents, OPEs and structure
constants are described in detail in [61].
Following the same paper, we denote here the corresponding non-critical
model as Hn. The perturbed action under consideration reads

AHn = AZn −
∫
d2x

(
λΨΨ + λΨ+Ψ

+
)
, (4.182)

where λ > 0, λ ∼ [mass]2/n.This perturbation is integrable and the massive
theory Hn is factorizable.

If n = 2, Z2 is the critical Ising CFT with c = 1/2 and, being Ψ a Majo-
rana fermion, H2 is the temperature perturbation of the critical Ising, that
is the theory of free massive Majorana fermions.
Z3 is the critical three-states Potts model, with c = 4/5. H3 is the factorized
RSOS scattering theory.
Z4 is equivalent to the sine-Gordon model at β2 = 6π and H4 fields corre-
spond to solitons.
In the limit for n tends to ∞, we find that fields form an O(3) triplet and
the corresponding FST turns to coincide with that of the O(3) NLSM.

Here we deal with a case of non-diagonal scattering. Differently from
the derivation in paragraph 4.3, one has to apply the higher-level Bethe
ansatz technique ([62]), introducing pseudo-particles (what we have already
called magnons) to take into account the color structure of the Bethe wave
function. The TBA system has the same form (4.58), but now some of
the pseudo-energies are related to the magnons or their bound states, not
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to real particles. Since the magnons carry no energy and momentum, the
corresponding energy terms in the TBA equations maR cosh θ = νa are zero.
In particular, the magnons do not contribute to the Casimir energy (4.63).
Unfortunately, nowadays it doesn’t exist a general method to derive TBA
equations from non-diagonal FST. Each case needs a particular analysis. The
best approach to this problem is to pass to the universal Y-system and try
to search a Dynkin diagram which could be used to reproduce the finite-size
effects expected. If the universal function φab(θ) = Gabφ is given ((4.107),
we could reproduce the corresponding Dynkin diagram.

The adjacency matrix for Z2 correspond to A1 ⊕ A1 = D2 Lie algebra;
that of Z3 to A3 = D3; that of Z4 to D4. We anticipate here that the SG
model for β2 = 8π(n − 1)/n, n = 3, 4, ... corresponds to Dn but with the
mass on the tail and not on the fork. We could expect that Zn correspond
to the Dynkin diagram Dn, with the mass on the fork, to distinguish it from
the SG model. The O(3) model could be reproduced by a Dynkin diagram
DN with N →∞.
It is possible to check this assumption in many ways. We prefer to refer the
interested reader to the original paper [61]. We only specify an interesting
result that will become useful in the next chapter.
In the UV limit, the finite-size scaling function C tends to CUV = 2. Near
this limit we can assume that this function is near 2, with a little perturbative
discrepancy

c(r) = 2− ePF (r, n) + · · · (4.183)

where, to compare the Zn cUV with that of the O(3) NLSM we must perform
the n→∞ limit. Now, it is possible to show that

ePF (r, n) =
6

n+ 2
+
∞∑
k=1

bk(n)e−4kτ/n, (4.184)

where bk are some coefficients and τ ≡ − logmr.
In the UV limit, the main contribution to ePF comes from 0 < k < n/τ ,
where

bk(n) =
12

n

(
1 +O(k log(k/n)

/
n)
)
, (4.185)

from which

ePF (r, n) =
6(1 + e−4τ/n)

n(1− e−4τ/n)
+O(log n

/
n). (4.186)

In the n→∞ limit, we have

lim
n→∞

ePF (r, n) =
3

τ
+O(log τ

/
τ 2). (4.187)
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It turns out that the universal TBA or Y -system for this model is that de-
scribed in section 4.4.4 with the Simple Lie algebra D∞.

O(3) NLSM u e e e
e

· · ·
1 3 4 5

2

Figure 4.5: Dynkin diagram of O(3). We can observe the great difference
between this model and SG (Fig 4.4). O(3) has the massive node on the fork,
while SG model has the black node on the tail.
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Chapter 5

Integrable deformations of the
O(3) NLSM: sausage model.

This chapter is entirely devoted to a one parameter family of models that
can be considered the integrable deformation of the O(3) NLSM.
We call this deformation the sausage model because the undeformed model,
the O(3) NLSM, has a spherical metric and the deformation changes it,
stretching the sphere into an axially symmetric shape remembering the form
of a sausage, with two almost semi-spherical edges and a “cylindric” body.
This metric is characterized by a U(1) symmetry.
The deformation parameter, which we call λ, is such that, for λ → 0, the
metric becomes a perfect sphere and the O(3) NLSM is recovered.

The deformation is built in such a way to preserve integrability of the
model. The sausage is, therefore, an integrable system, with a factorizable
block-diagonal S-matrix, TBA equations and associated Dynkin diagram.
Hidden symmetries exist, like in O(3) (see 2.3.3) or SG (see [71]). They are
non-linear symmetries related to quantum groups, that is, deformation by a
parameter of classical groups, like SU(2) or SO(3)1.

First, we give a brief definition of the Renormalization Group (RG) and
its flow through the coupling space. We shall see how the renormalization
scheme works both in QFT and in statistical mechanics. We also take a look
to the properties of 2d metric and curvature in relation with the RG.

Second, following the original papers of Fateev, Onofri ad Zamolodchikov
([64]-[66]), we shall study the Sausage model, initially defining its S-matrix
from the symmetries of the problem, then, trough the RG flow, we shall go in
the conformal regime to study the UV properties of the corresponding QFT.

1The name “quantum group” is somewhat misleading. Actually, we are considering
algebras, not groups. We shall denote a one parameter (q) deformation of the (universal
enveloping of the) algebra g by Uq(g).
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5.1 Preliminaries.

To understand better how to construct the sausage structure mentioned
above, we shall give some remarks on RG, 2d geometry and stress some
peculiarities of 2d RG.

5.1.1 Renormalization Group and RG flow.

Both in canonical and path integral approach, QFT has the great problem of
infinities: at first sight, physical quantities often turn out to be represented
by divergent integrals. To solve this problem, from the early years of QFT
physicists have introduced cut-off techniques in order to obtain finite inte-
grals. Time passing, these techniques became more and more sophisticated
and physically motivated.
Nowadays, we know that the most useful tool to deal with infinities is the
renormalization, that is, we add a finite number of divergent terms to the
Lagrangians, called counter terms, which compensate the infinite terms aris-
ing in perturbation expansion.
These terms are integrals in the momentum space which diverge for p→ ±∞.
With the cut-off technique it is possible to make the integration convergent.
In fact, substituting the integral endpoints ±∞ by a finite term ±Λ, physi-
cal quantities don’t become infinite, but they depend on Λ. This dependence
must disappear at the end of calculation for physical quantities. For di-
mensional consistence it must be dimensionless and this fact leads to the
introduction of an arbitrary scale of mass, µ. To be physically consistent,
physical quantities must be independent from Λ/µ. To obtain this, coupling
constants αi can actually vary depending on the scale µ and must respect
the beta function βi(α) equation

dαi

d log µ
= βi(α), (5.1)

where α = (α1, · · · , αn) is the set of the coupling constants of the theory. If
(5.1) holds, for Λ→∞ we recover the theory without divergences.
If we a have a Lagrangian with more terms, or a massive field, or more fields
interacting each other, we must introduce more renormalization terms, that
we denote with Z and a label i which specifies to what Lagrangian terms is
referred (for instance, Zm is attached to the massive term).
Equations that tell us how the Lagrangian parameters vary with µ are col-
lectively called the equations of the Renormalization Group (RG). It is not
a true group of transformation, but a semi-group2. This property is easy to

2This fact is related to the irreversibility of the RG transformation.
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<

<

T(J)

J

Figure 5.1: An example of RG flow.

understand from the statistical mechanics point of view.
In this case, we can touch with hand what is the deep meaning of the RG

action. Taking a lattice theory defined by an Hamiltonian that depends on
the interaction between near sites, for instance

H = −J
∑
<ij>

< σiσj >, (5.2)

where < ij > defines the correlation length of the theory, σ are the angular
momentum operators and J is a coupling parameter. Each σi acts only on
the i-th site.
If we want to take a more general look on the system, we have to rescale the
system, defining a bigger correlation length and calculating correlation func-
tions in the new scale. This operation is quite similar to consider the thermo-
dynamics of a system, because we consider a block-Hamiltonian, where each
block is the result of many single interactions. This new block-Hamiltonian
can be called H ′ and depends on new coupling parameter J ′, that we call
effective parameter. The RG is the set of equations that drive the system
from H(J) to H ′(J ′) and it’s not reversible.

We call the RG trajectory or flow the function T (J) = J ′ in the space of
the coupling parameter. (Fig.(5.1))

If we have a criticality, for instance if we are in the UV regime of a QFT,
so in its “CFT counterpart”, the correlation length becomes infinite. For this
reason, in this point we have T (Jc) = Jc, that is, we have a fixed point in
the space of the configuration parameter J . We can exit from this point to

125



study the RG flow of a CFT into a QFT only if we perturb the system, as
explained in section 4.4.

We note that a rescaling of the system is made, in 2d, by the transforma-
tion x′ = ρx, where ρ is the scaling parameter. If ρ > 0, then we have a new
system, bigger than the old one. Now, it is possible to find that µ = 1/ρ,
where µ is defined in (5.1). We could say that the possibility to rescale the
system is needed in order to cancel infinities at the quantum level.
In a fixed point, the beta function is zero.

5.1.2 2d world.

In order to understand better what will follow in the next chapters, we briefly
recall some properties of the Riemann tensor and of the RG flow in 2d sys-
tems.

Riemann tensor.

In two dimensions, the Riemann tensor has only one independent component,
which can be taken as R1212. Defining g as the determinant of the metric
tensor gµν , we can obtain:

Rµν = gµν
R1212

g
Ricci tensor;

R = 2
R1212

g
curvature scalar;

(5.3)

This will be useful to derive the RG evolution equation for the Sausage model.

Zamolodchikov c-theorem.

For each unitary field theory in two dimensions there exists a function c(α)
such that [63]:

1. it is decreasing along the RG flow

d c

d log µ
≡
∑
i

βi(α)
∂

∂αi
c(α) ≤ 0; (5.4)

2. c(α) is stationary in α = α∗ if and only if α∗ is a fixed point of the RG
flow, i.e. β(α∗) = 0;

3. in these fixed points, c(α) completely defines the two-point correlation
function of the energy-momentum tensor Tµν .
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From the third point it is clear that this function is the central charge of the
theory.
Thinking to a theory defined by an action defined upon some RG flow con-
necting an UV fixed point to an IR one, the c-theorem can be summarized
by the inequality

cUV ≥ cIR. (5.5)

It is found also that

βi = −
∑
j

1

12
gij(α)

∂c(α)

∂αj
, (5.6)

where gij(α) specifies the metric in the coupling space.

5.2 The Sausage model.

We recall that the action of a generic NLSM where φ belongs to a Riemannian
manifold M is

A[g] =
1

2

∫
d2xgij(φ)∂µφ

i∂µφ
j, (5.7)

where (x0, x1) are the coordinates of a flat space-time and gij(φ) = gji(φ) is
the metric tensor of the d-dimensional manifold3.
We have already discuss the renormalizability of the theory for gij not far
from flat ηij (hereafter we write the flat metric in euclidean coordinates, i.e.
δij, by invoking a Wick rotation) . The remarkable point here is that the
1-loop RG evolution can be calculated [69] to be

d

d log µ
gij = − 1

2π
Rij +O(R2). (5.8)

For some value of µ we can have a strong value of gij. In this case the theory
can’t be studied perturbatively and our analysis would fail. In particular,
for log µ → ±∞ (or in the UV and in the IR limit respectively), gij could
become too far from δij.

Fortunately, we shall be in a special case, in which M is an Einstein
manifold, i.e. a Riemann manifold with Rij = Kgij. For instance, the
Hypersphere Sn, the euclidean space, the hyperbolic space (de Sitter or Anti-
de Sitter), CP n, Calabi-Yau spaces are all Einstein manifolds. For these
special (but not exclusive!) manifolds, for µ → 0, gij doesn’t become too
big to drop the perturbative approach. We can say that in the UV limit the

3We have chosen the greek letter for the auxiliary space (world-sheet in the string lan-
guage) and the latin letters for the target space (usual space-time in the string language).
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theory continues to be perturbative. Au contraire, in the IR limit the metric
grows until it breaks the perturbative approach: we must find something else
to study the model in this case.

Our desire is to find a quantum integrable model which in some limit
becomes the O(3) NLSM and which continues to be integrable. We shall
start from a plausible FST, then we compare its UV behavior with the results
in the same regime of the perturbative expansion of a field theory on an
Einstein manifold. We shall find an indirect evidence of a) integrability, b)
scattering theory of the field theory. It is known that some trajectory of (5.8)
is integrable. This means that, starting from µ ∼ 0, the metric changes with
µ but the model remains integrable. We shall find one of these flows.

In the IR limit, where the perturbative approach drops out, we can use
the powerful methods of CFT. In fact, the IR limit is a fixed point of the
RG flow and this permits us to study this point, out of perturbative analysis,
using “conformal methods”. We could compare IR limit results in both FST
and field theory, finding non trivial coincidences.

We start analyzing the RG flow of a NLSM where fields take value on S2,
so we rewrite the action of the O(3) NLSM

A[g] =
1

2

∫
d2xgij∂µφ

i∂µφ
j, (5.9)

where now gij is the metric on the 2d sphere.
One can always choose, at least locally, conformal coordinates x = (X, Y )4

on M , for which
gij(x) = eΦ(x)δij, (5.10)

from which, with the help of (5.8) and [69]-[70] we find the RG evolution
equation

− dΦ

d log µ
=

1

4π
R + · · · (5.11)

We stress here that the topology of M = S2 will be conserved through the
entire RG flow.
It is easy to find that

d

d log µ
eΦ =

1

4π
4Φ. (5.12)

In the UV direction solutions of (5.12) are usually unstable. Nevertheless, we
shall find a one-parameter family of axially symmetric solutions with stable
UV behavior. These solutions exhibit a monotonically growing manifold.
If we define the volume of M , VM =

∫ √
gd2x, we find from (5.12) that

V (µ) = −2(log µ− log µ0), then

40 ≤ X ≤ 2π, −∞ ≤ Y ≤ ∞
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1. for µ → 0, V → ∞ and the metric becomes the euclidean space,
without curvature;

2. for µ→∞, the curvature becomes infinite and the perturbative calcu-
lation “shrinks”, because V → 0 in µ = µ0.

From section 3.3.2 we have the O(3) NLSM action in a more suitable form.
We have just seen that theO(3) NLSM is asymptotically free, i.e. the coupling
decreases while the energy increases. An example of a famous asymptotically
free theory is QCD. The behavior of g is to decrease logarithmically with µ,

g ∼ − 2π

log µ
. (5.13)

We know from section 3.3 the S-matrix of the O(3) NLSM. The spectrum is
composed by a O(3)-triplet of massive particles and the Y-system is referred
to a Dn Dynkin diagram, with the mass on the fork. The central charge in
the UV limit is cUV = 2.

Here comes the most important point of our analysis: if we ask to a FST
the U(1) symmetry, we find a one parameter (λ) family that, at λ = 0,
becomes the FST of O(3) NLSM, enlarged by the SU(2) symmetry (we re-
member that U(1) ⊂ SU(2)). We call these FST, SST+

λ
5, i.e. Sausage

Scattering Theory. We shall see this FST in section 5.2.1. In section 5.2.2
we analyze the axially symmetric solutions of the RG flow (5.12) and we find
a one parameter family (ν) that preserves the integrability. It will turn out
that, at ν = 0, the equivalent QFT is the O(3) NLSM. We suppose that each
of these QFT’s has a correspondent FST in the SST+

λ family. We call these
QFT’s SSM0

ν
6, i.e. Sausage Sigma Model, hereafter just “Sausage model”.

In section 5.2.3 we analyze the UV behavior of SSM0
ν family, finding a non

trivial equivalence with SST+
λ . See Fig.(5.2).

Finally, we explicit the more exciting point of these studies: that we have
found a deformation of a quantum integrable system that have preserved the
integrability.

5.2.1 Sausage scattering theory.

In addition to the usual constraints on the two-body S-matrix, we impose the
U(1) symmetry to the Yang-Baxter equation. We find a spectrum composed
by 3 particles As, with s = 0,±, with the same mass m. The invariance

5The “+” is linked to the possibility of adding a topological term; we don’t consider
this case here and,in the following, we drop this label.

6The “0” is again linked to the possible topological term and we ignore this label too.
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SST SSMλ ν

2

ν=0λ=0

correspondent to

1

0

Figure 5.2: We see the one-to-one correspondence between FST SSTλ and
SSMν . Every IQFT of the SSMν type is integrable with cUV = 2. They
converge at λ = ν = 0 to the O(3) NLSM.

with respect to U(1) transformation can be written as the invariance of the
S-matrix under the transformations:

A0 → A0 A± → e±iQξA±, (5.14)

where ξ ∈ [0, 2π[ is the U(1) angle and the total charge QT =
∑

iQi = 0 is
conserved.
Other symmetries are: C (charge conjugation, s = −s), P (space parity), T
(time reversal). One finds

S++
++(θ) = S+−

+−(iπ − θ) =
sinhλ(θ − iπ)

sinhλ(θ + iπ)
,

S0+
+0(θ) = S00

+−(iπ − θ) = −i sin 2πλ

sinhλ(θ − 2iπ)
S++

++(θ),

S+−
−+(θ) = − sin πλ sin 2πλ

sinhλ(θ − 2iπ) sinhλ(θ + iπ)
,

S+0
+0(θ) =

sinhλθ

sinhλ(θ − 2iπ)
S++

++(θ),

S00
00(θ) = S+0

+0(θ) + S+−
−+(θ).

(5.15)

The appearance of λ is evident. These elements have a iπ/λ periodicity. If
we take the limit λ → 0, in the new base of states A1 = (A+ + A−)/

√
2,

A2 = −i(A+ + A−)/
√

2, A3 = A0, we find the explicit S-matrix element for
the O(3) NLSM!

It is possible to divide the λ-space in three regions:
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1. λ ∈ [0, 1/2[. We call this region repulsive because the only stable
particles are A1, A2, A3. This means that we haven’t find any pole in
the physical strip 0 ≤ Im(θ) < π.

2. λ = 1/2. In this point the theory becomes a free field theory of two
identical fermions A± and a boson A0 with the same mass m.

3. λ > 1/2. We call this region attractive because in the physical strip
the S-matrix elements show a lot of poles, that means bound states.

We shall analyze here the simpler case, the repulsive one.

5.2.2 Sausage trajectories or the Sausage RG flow

If we impose to the solution to be axially symmetric, we shall find that (5.12)
becomes 

∂Φ

∂t
= e−Φ 1

4π

∂2Φ

∂Y 2
,

Φ(x) = Φ(Y ),
(5.16)

where t ≡ log µ. For Y → ±∞, Φ(Y ) ∼ −2|Y |. This imply the smoothness
of the metric at the poles.
In this coordinates, we have, from (5.9), the axially symmetric action

A =
1

2

∫
d2x

{
eΦ(Y )

[
(∂µY )2 + (∂µX)2]} . (5.17)

We stress here that the O(3) NLSM action is an action in the flow of (5.17).
Here we follow all the solutions of the RG evolution equation.

To solve this equation, we need the following ansatz:

Φ(Y ) = − log
a(t) + b(t) cosh(2Y )

2
, (5.18)

where Φ ∈ R and non-singular if b ≥ 0 and a ≥ −b.
From (5.16) we find that

da

dt
=

1

2π
b2;

db

dt
=

1

2π
ab; (5.19)

calling ν2 = a2 − b2, we find

a(t) = −ν coth
ν(t− t0)

2π
,

b(t) = −ν sinh−1 ν(t− t0)

2π
.

(5.20)
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Figure 5.3: Hyperbolic trajectories from (5.20) in the a− b plane.

<

t

Figure 5.4: This is a numerical evolution of the metric (5.10) with (5.18)
with respect to the parameter t. Starting from the O(3) NLSM metric, the
S2 sphere, it becomes a sausage-like metric in the UV limit. This image is
taken from [72].
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All these trajectories are hyperbolic, as drawn in Fig.(5.3). We remember
that t0 > t ∀t. We are interested in the UV stable trajectories, which begin
at the line of the UV fixed point b = 0, a ≥ 0 and fill the sector b ≥ 0, a ≥ b.

We can see how the metric reacts to the evolution of these two parameters
in Fig.(5.4). We plot for a little value of ν the evolution in the UV limit.
The manifold, for ν(t − t0) � 1, appears like a sphere but as soon as the
term (t− t0) starts to grow, M transforms into an elongated shape (that the
authors of [64] call sausage) of length

L ∼
√

2ν

2π
(t0 − t), (5.21)

and width (far from the edges)

l = 2π
√

2/ν. (5.22)

We identify the point a = ν, b = 0 with the CFT R × S1(l), where S1(l) is
the circle of circumference l, given by 2 free bosons, one uncompactified (R),
the other compactified on S1(l). If also ν = 0, we return in the O(3) NLSM
configuration!

It’s important to note that ν � 0, because only if this condition is re-
spected we can have an anisotropic Sigma Model. In fact, if ν →∞, imme-
diately a < −b and we don’t have stable UV solutions. If a ∼ b, the metric
in this limit results

gij =
π

2

1

cosh2 Y
δij. (5.23)

Now we can write for each value of ν the respective QFT 1-loop renormalized
action

ASSMν =

∫
d2x

(∂µY )2 + (∂µX)2

a(t) + b(t) cosh(2Y )
. (5.24)

This action becomes exact in the scaling limit, i.e.

ν → 0, t→ −∞, νt = const. (5.25)

It is worth mentioning that, in terms of unit field φ2 = 1, (5.24) becomes
ASSMν =

1

2g(t)

3∑
a=1

∫
d2x

(∂µφa)
2

1− ν2φ2
3/2g

2(t)
,

g(t) =
ν

2
coth

ν(t− t0)

4π
.

(5.26)
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5.2.3 The hot Sausage (or the SSM UV limit).

Differently from the TBA analysis of chapter 4, we consider here the space
(proportional to the temperature T ) as the finite dimension and the time
as the infinite dimension. If we continue to reduce the space we take in
consideration larger and larger energies, going to the UV limit of the theory.
Consider an infinite cylinder of circumference r ∼ 1/T , where the time is put
on infinite side and the space on the finite one. If our QFT is unitary and
tends to some CFT in the UV limit, we have (see section 4.1.2)

E(r) = −πc̃(r)
6r

, (5.27)

where c̃(0) = cUV = 2. We call cν(r) the corresponding finite-size scaling
function of the SSMν .

We can start from this point to build a suitable Hamiltonian operator.
It is possible to assume that the conformal coordinates, due to the strong
curvature of the space dimension, have a part independent from the space
coordinate x2, which we call zero mode part

X(x1, x2) = x(x1) + ξ(x1, x2);

Y (x1, x2) = y(x1) + η(x1, x2).
(5.28)

We remember that x1 represents the imaginary true time. Of course,
∫
ξ(η)dx2

= 0. Now, we know that:

1. gij = e−Φ(y(x1))δij;

2. L = eΦ(Y )
(
(∂µX)2 + (∂µY )2);

3. µ ∼ r;

4. e−Φ/2r is equal to ∞ if t→ −∞ (UV) and to 0 if t→∞ (IR);

5. for generalized Hamiltonian it’s better to use the Weyl (or symmetric)
order (Indicated by a S[·] in the following expression).

So, we can ask to the Hamiltonian of SSMν to be

Ĥ = − 1

2r
S
[
e−Φ(y)

(
(∂µx)2 + (∂µy)2)] =

=
1

r
eΦ(y)/2ĥe−Φ(y)/2,

(5.29)
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where

4 = e−Φ(y)
(
∂2
y + ∂2

x

)
,

R = −e−Φ(y)∂2
yΦ(y)

(5.30)

and R is the curvature scalar.
We can assume that

cν(r) = 2− eν(r) + · · · , (5.31)

where

ĥΨ0 =
πeν
6

Ψ0, (5.32)

with Ψ0 the ground-state of the model.

Now the problem becomes more and more complicated. We do not give
the detailed history of the derivation of the following results, but only a brief
review of the procedure used.
(5.32) can be transformed in

−1

2
Ψ′′0(y)− 1

8
Φ′′(y)Ψ0(y) = eΨ(y)πeν

6
Ψ0(y). (5.33)

In 1-loop approximation, the differential operator ĥ/ν depends only on the
“scaling ” combination η = ν(t0 − t)/4π. Therefore

eν(r) =
νk(η)

4π
, (5.34)

with k(η) called scaling function7. The scaling function is the minimum
eigenvalue of the Sturm-Liouville problem

− (− cosh 2η + cosh 2y) ∂2
yΨ0 +

1 + cosh 2η cosh 2y

cosh 2η + cosh 2y
Ψ0 =

k(η)

6
sinh 2ηΨ0.

(5.35)
This is another eigenvalue problem of the form

LΨ0 = k(η)Ψ0. (5.36)

It’s useful to pass from this form to the Lamè form by using elliptical func-
tions, and then calculate the IR and UV limits, but we prefer to omit this
technical argument and to go directly to the results obtained.

7The significance of the word scaling is far from the finite-size scaling function C.
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We can resolve analytically (5.36) only in the IR and UV limits that are
equivalent, respectively, to η → 0 and η →∞ limits. We obtain

UV ) k =
3π2

2(η + 2 log 2)2
+O(η−4);

IR ) k =
3

η
− 4

45
η3 +

152

2835
η5 +O(η7).

(5.37)

For the region ν ∈]0,∞[ we follow the numerical results of [64].
Naturally, beyond the scaling (one-loop) correction (5.34) we expect some
systematic higher-loop expansion of the effective central charge (5.31). To
evaluate these terms one has to take into account the higher-loop corrections
to the RG evolution equation together with possible higher-loop modifica-
tions of the zero-mode dynamics (5.29).

5.2.4 TBA of the SST.

For general λ or rational λ the problem to find the Y-system is more com-
plicated. We prefer to continue our analysis with λ = 1/N , where N ∈ N.
We remember that, with this strategy, we remain in the repulsive region
λ ∈ [0, 1/2[. We have already explained that it is possible to explore the
λ 6= 1/N region by analytic continuation of this result. However, so far it is
not clear if the sausage model is well defined for λ ≥ 1/2. Investigations in
this direction are in progress [80] and [81].

We write the SSTλ S-matrix in a more suitable form, in order to obtain
a similar relation to (4.147). In fact, this system is equivalent to the spin
1-XXZ model, with

S(θ) = F (θ)R(θ), (5.38)

where R(θ) the Uq(SU(2)) R-matrix in spin 1 representation, i.e.

R(θ) =



a(θ)
b(θ) c(θ)
c(θ) b(θ)

d(θ) f(θ) g
f(θ) e(θ) f(θ)
g f(θ) d(θ)

b(θ) c(θ)
c(θ) b(θ)

a(θ)


(5.39)
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and

F (θ) =
1

sinhλ(θ + iπ) sinhλ(θ − 2iπ)
. (5.40)

From (5.15) we can check that (λ ≡ 1/N , N being the number of magnons
referred to D̂N Dynkin diagram)

a(θ) = sinh[λ(θ − iπ)] sinh[λ(θ − 2iπ)],

b(θ) = sinh(λθ) sinh[λ(θ − iπ)],

c(θ) = sinh(−2iπλ) sinh[λ(θ − iπ)],

d(θ) = sinh[λ(θ + iπ)] sinh(λθ),

f(θ) = sinh(2iπλ) sinh(λθ),

g = sinh(iπλ) sinh(2iπλ),

e(θ) = sinh(λθ) sinh[λ(θ − iπ)] + sinh(iπλ) sinh(2iπλ).

(5.41)

Finally, we rewrite the complete S-matrix, in order to specify the order of
factorization

S(θ) =



(++
++)

(+0
+0) (+0

0+)
(0+
+0) (0+

0+)
(+−
+−) (+−

0 0) (+−
−+)

(0 0
+−) (0 0

0 0) (0 0
−+)

(−+
+−) (−+

0 0) (−+
−+)

(0−
0−) (0−

−0)
(−0
0−) (−0

−0)
(−−−−)


(5.42)

Bethe equations.

The operatorial BA is

e−ip(θi)l = Tri

N+1∏
j=16=i

S(θij) =
N+1∏
j=16=i

F (θij)Tri

N+1∏
k=16=i

Rik(θik) =

=
N+1∏
j=16=i

F (θij) t2(θi|θ).

(5.43)

R-matrix can be decomposed in the sum of the projectors P k on the states
of the Hilbert space onto the πk irreducible representation of Uq(SU(2))

R(θ) = P 0 +
2s∑
k=1

k∏
l=1

sinh[λ(θ + ilπ/2)]

sinh[λ(θ − ilπ/2)]
P l. (5.44)
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with s = 1. Eigenvalues of t2(θi|θ) are

t2(x0|x,u) = I1(x0) + I2(x0) + I3(x0), (5.45)

with the following expressions8

I1(x) = ψ0

(
x− iµ

2

)
ψ0

(
x− 3i

µ

2

) Q0

(
x+ 3iµ

2

)
Q0

(
x− iµ

2

) ,
I2(x) = ψ0

(
x− iµ

2

)
ψ0

(
x+ i

µ

2

) Q0

(
x+ 3iµ

2

)
Q0

(
x+ iµ

2

) Q0

(
x− 3iµ

2

)
Q0

(
x− iµ

2

) ,
I3(x) = ψ0

(
x− 3i

µ

2

)
ψ0

(
x+ i

µ

2

) Q0

(
x− 3iµ

2

)
Q0

(
x+ iµ

2

) .
(5.46)

We have defined x ≡ λθ, µ ≡ λπ, ψ0 and Q0 as in (4.164), section 4.6.1.
As we have made in the previous chapter, we write the complete system of
equations 

e−ip(xt)l =
N∏

j=16=t

F (xtj)
(
I1(xt) + I2(xt) + I3(xt)

)
,

ψ0(ul + 2g)

ψ0(ul − 2g)
= −Q0(ul + 2g)

Q0(ul − 2g)
(BAE),

(5.47)

where g = iµ/2. The BAE previously evaluated for the SG model are quite
different from BAE in (5.47). Here, we have a 2g shift in Bethe roots in both
sides of the equation, while in (4.165) we have a g-shift for Ψ0 and a 2g shift
for Q0.

Density of roots and TBA.

Evaluating, in the same way as in section 4.6.2, the density of roots from
(5.47), we find for each λ the TBA for the SSTλ family

δ0
amR cosh θ = εa(θ) +

1

2π

n∑
b=1

Gab (φ ∗ Lb) (θ),

φ =
1

cosh θ
,

(5.48)

In this case, it turns out that the adjacency matrix Gab represents the Dynkin
diagram D̂N , i.e. the affine Lie Algebra DN . The mass of the particle is on

8These new variables are dedicated to the Great Irene.
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the fork, in the 0 node, as drawn down here

SSTλ u e e e e e
e e

· · ·
0 2 3 N−1 N−2 N−1

1 N

The finite-size ground state energy is (we call ρ the density of states instead
of ν)

E(r) = −m
2π

∫
dθ cosh θ ln

(
1 + eε0(θ)

)
. (5.49)

From the analysis made in section 4.3.2, the UV “central charge” becomes

cUV = 2, (5.50)

as we aspected. If we define, like in (5.31),

e(r,N) = 2− c(r,N), (5.51)

it turns out, from a accurate study of the behavior, at fixed N , of the Roger’s
Dilogarithm, that

e(τ,N) w
3π2(N − 2)

2τ 2
+O(

1

τ 3
), (5.52)

where τ = − logmr. We explicit here that if τ → ∞ we are going into the
UV limit.

From section 4.5 we have found very interesting relations (4.183)-(4.187)
between ePF and τ . Now, we define

η′ =
τ

N
, (5.53)

If 
τ →∞
N →∞
η′ = const

(5.54)

then we are going into the UV limit of the SSTλ→0, so we are going into the
O(3) UV S-matrix theory.

On the other hand, we consider the “old” η = ν(t0 − t)/4π. In this case,
if 

t→ −∞
ν → 0
η = const

(5.55)
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then we are going into the UV limit of the SSMν→0 theory, so we are going
into the O(3) UV S-matrix theory (the same as in the previous limit).
Now we can see that (5.52) can be rewritten as

e(τ) =
3π2(N − 2)

2τ 2
+O(1/τ 3) =

=
3π2

2

N2

τ 2

1

N
+O(log τ

/
τ 2),

(5.56)

We have just seen that

lim
N→∞

e(η′) = lim
n→∞

ePF (η|ν=0, n). (5.57)

We want to demonstrate that limn→∞ ePF (r, n) = limν→0 eν(η). But, from
(5.56) we have found that

lim
n→∞

ePF (r, n) = lim
N→∞

3π2

2

N2

τ 2

1

N
+O(log τ

/
τ 2) =

= k(η′)/N +O(log τ
/
τ 2) ∼ k(η′)λ.

(5.58)

It is possible, due to the symmetry of (5.24) with respect to axial rotations

X(x) → X(x) + ξ ξ ∈ [0, 2π[ , (5.59)

to couple to the action an external gauge field Aµ

ASSMν =

∫
d2x

(∂µY )2 + (∂µX − iAµ)2

a(t) + b(t) cosh(2Y )
. (5.60)

Analyzing this action we can obtain the important 1-loop relation

ν = 4πλ+O(λ2). (5.61)

Thanks to this relation, we can find that

lim
n→∞

ePF (r, n) = k(η′)λ+O(λ2) =
νk(η′)

4π
+O(λ2), (5.62)

i.e., the same relation of eν(η).

An impressive agreement was observed between the behavior of k(η) in
(5.34) (from (5.36)) and k(η′) in (5.62). We plot in Fig.(5.5) the same nu-
merical results of [64]. This means that SSMν is the field theory of SSTλ.
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5.2.5 Conclusions.

We have seen very important evidences of the fact that the SSMν field theory
is the integrable deformation of the O(3) NLSM. They coincide in the ν = 0
point, they correspond point to point to the same FST family (namely, the
SSTλ family) and they have the same UV behavior. It is sure to argue that
the 1-loop approximation at the RG flow in (5.16) is the common trajectory
of SSMν QFTs, for ν ∈ [0, 1] and with Φ like in (5.18).
In other words, we have found a family of trajectories dependent by ν, linked
together by the correspondence with SSTλ and the same UV behavior.
Nevertheless, everything so far is an hypothesis without a solid proof. We
would need the RG flow solutions to all higher orders of approximation.

Another problem is related to the two definitions of the sausage sigma
model, that is the two ones gave as SSTλ and SSMν . In fact, we would like
to know what exactly is ν and what exactly is its relation with λ, not only
their 1-loop relation.
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Figure 5.5: The lowest eigenvalue of (5.36), i.e. k(η), is plotted (solid line)
with respect to many numerical solutions of the TBA equations at different
N (different point-shape). This image is taken from [64].
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Chapter 6

Non Linear Integral Equations.
A general method of
resummation.

This chapter is entirely devoted to the general method of resummation of the
infinite Y-system for the sine-Gordon model and for the Sausage Sigma Model
into a finite set of equations named Non Linear Integral Equations or NLIEs.
The method, in principle, is extendible to every Y-system, because it is based
on a very general system, called T-system, which relates every transfer matrix
of a particular representation to those of representations immediately next
and previous.
In literature the most known method to resum infinite Y-system in a non-
linear integral equation system is the so-called Destri-De Vega method or,
for short, DDV [79]. DDV equation for the SG model is well known and with
our resummation method we re-derive the same result. Instead, DDV for the
SSM is not yet known. There exist only the NLIEs for the limit N → ∞,
i.e. for the O(3) NLSM [82]. Here we deduce for the first time the NLIE for
general λ = 1/N,N ∈ N.

In section 6.1 we introduce T -system and TQ relations and we outline
the details on the construction of the NLIE.
After that, in sections 6.2 and 6.3, we find NLIE for SG model and SSM,
respectively.

6.1 Building NLIEs.

In this section we derive the general method to “resum” the infinite Y-system
into a finite set of integral equations. We follow the notation used in [83],
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as we have made in section 4.5. In the following, t
(l)
k indicates that the l is

the su(2) representation of the quantum space H =
(
Cl+1

)⊗N
and k is the

representation of the auxiliary space A = Ck+1. We focus our attention on
the case su(2) because the group of invariance for the SG and for the SSM
is Uq(SU(2)).

T -system and TQ-relations

T -system is a fundamental structure which reflects the symmetries of the
system taken in consideration in a quite direct way. We shall see that there
exists a fundamental link between T -systems and Y-systems, which is the
key observation of our analyses. We shall be able to write a particular set of
non-linear integral equations which will be a simple and finite version of the
universal (in some case infinite) Y-system.

The transfer matrix t
(l)
k (x) is a solution of the celebrated T -system for

simply laced Lie algebra su(2). For a chain of spin l/2 the T -system is

t
(l)−

k t
(l)+

k = t
(l)
k−1t

(l)
k+1 + φ[k]φ

[−k]
. (6.1)

φ(x) is a meromorphic function of x and

f±(x) = f(x± iπ

2
),

f [n](x) = f(x+ in
µ

2
),

f(x) = f ∗(x),

(6.2)

where µ ∈ R and n ∈ Z. The T -system is consistently truncated at t−1(x) = 0.

Matching results found in [76], where the T -system for the t
(l)
k transfer matrix

of the SU(2) or Uq(SU(2)) invariant problem is derived, we can write (6.1)

with φ[k]φ
[−k]

= 1, ∀k = 0, 1, · · ·

t
(l)−

k t
(l)+

k = t
(l)
k−1t

(l)
k+1 + 1. (6.3)

It is always possible to relate an An Y -system to the T -system in (6.1) [75].
We stress that the spin-chain is an auxiliary problem. We solve the integrable
l/2-spin-chain problem invariant with respect to G, where G is a generic
group, in order to solve the scattering problem for a field theory invariants
with respect to the same group G. If all particles in the theory have spin
l/2 then, as we have seen previously, it is possible to solve the Bethe-Yang
equations by the eigenvalues of the transfer matrix tl.
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The first step of our method consists of transforming the Y -system of
the theory, related to a generic diagram, into an An Y -system. Then, taking
the T -system related to the theory, we build a correspondence between each
element of the Y -system with each element of the T -system. Later, we shall
find a system of few NLIEs whose solutions are the solutions of the initial
Y -system.
We shall obtain the NLIEs for the SG and the SSM. Each theory is Uq(SU(2))-
invariant, but the representation of the particle spectra are, respectively, the
first (l = 1, i.e. s = 1/2-representation) and the second (l = 2, i.e. s = 1-
representation) of Uq(SU(2)). Hereafter we omit the upper index (l) and the
T -system will be written simply

t−k t
+
k = tk−1tk+1 + 1. (6.4)

The T -system (6.1) is integrable and admits a Lax pair representation through
the auxiliary problem{

tk+1Q
[k] − t−kQ

[k+2] = φ[k]Q
[−k−2]

,

tk−1Q
[−k−2] − t−kQ

[−k]
= −φ[−k]

Q[k],
(6.5)

where Q(x) and φ(x) are, respectively, the hermitian conjugates of Q(x) and
φ(x). These are the so-called TQ-relations which link the k-transfer matrices
with the function1 Q(x). From the linear system (6.5) one finds a solution
for tk in terms of Q and Q [84]

tk(x) =
Q[k+1]

Q[−k+1]
t
[−k]
0 +Q[k+1]Q

[−k−1]
k∑
j=1

ξ[−k+2j], (6.6)

where

ξ(x) =
φ(x− iµ

2
)

Q(x+ iµ
2
)Q(x− iµ

2
)
. (6.7)

We define

yk(x) =
tk−1(x)tk+1(x)

φ(x+ ik µ
2
)φ(x− ik µ

2
)
,

Yk(x) =
tk(x+ iµ

2
)tk(x− iµ2 )

φ(x+ ik µ
2
)φ(x− ik µ

2
)

(6.8)

1Q(x) is often called in the literature “Baxter Q-operator. The name “operator” is for
historical reasons, but it is a function of x.
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with µ = π. With these definitions, the T -system (6.4) becomes simply

1 + yk(x) = Yk(x). (6.9)

One can check that

yk

(
x+ i

π

2

)
yk

(
x− iπ

2

)
= Yk−1(x)Yk+1(x), k = 1, 2, · · ·

y0(x) = 0,
(6.10)

that is the Y -system for the TBA equations related to an A∞ Dynkin Dia-
gram. The Y -system in (6.10), T -system and TQ-relations are gauge invari-
ant

tk(x) −→ g[k]g[−k]tk(x),

φ(x) −→ g−g+φ(x),

φ(x) −→ g−g+φ(x),

Q(x) −→ g−Q(x).

(6.11)

Hereafter we consider the simplified definitions of the Y functions (thanks to
[76])

yk(x) = tk−1(x)tk+1(x),

Yk(x) = t+k (x)t−k (x).
(6.12)

We can fix the gauge invariance writing the function φ(x) as a product of
functions ψ0(x) (see section 4.4.1), depending on the system. In fact, it is
always possible to choose Q(uj) = 0 and find, from (6.6), the Bethe Ansatz
Equations of the problem. For instance,

φ(x) = ψ(x+ i
µ

2
) for SG,

φ(x) = ψ(x)ψ(x+ iµ) sor SSM,
(6.13)

with the respective normalized variables x (see previous chapters). Some
elucidations are in order here. Since, in a specific gauge (i.e. (6.13)), for
k = 1, (6.6) is a polynomial of degree N or, for all k ≥ 2, of degree 2N ,
where N is the total number of the particles, tk(x) can have N or 2N roots.
It was shown that in the physical strip2 0 <Imx < π/p, tk(x) has only real
roots. Moreover, it is possible that the transfer matrix has no roots. In
this case ([75], [78]) the TBA obtained from (6.8) refers to the ground state
energy. Studying this problem including roots of the transfer matrix gives
the TBA for excited states.

2p is the coupling parameter of the SG defined in section 4.6.

146



The functions bk and Bk.

We introduce other two useful variables, bk(x) and Bk(x), defined for k ≥ 0
as 

bk =
Q[k+2]t−k

Q
[−k−2]

;

Bk =
Q[k]tk+1

Q
[−k−2]

.

(6.14)

It’s easy to see from (6.12) that

Bk = 1 + bk;

bkbk = Yk;

B+
k B

−
k = Yk+1.

(6.15)

TBA Dynkin Diagrams for SG and SSM have one massive node (A1) and a
“tower” of magnonic nodes (Dn and D̂n respectively). For these two models
we want to obtain a reduced Dynkin Diagram like that in Fig.(6.3). We
illustrate here a method that maps the Dynkin diagrams mentioned above
for the SG and the SSM into an Al one.

u · · · e e e e· · ·
k̃ y y+1 `−1 `

Figure 6.3: This is our final A` Dynkin diagram. We have denoted by k̃ the
first node, which is massive (for this reason we paint it black). In both cases
analyzed, l = n− 1.

6.2 Ground state NLIE for the SG theory.

We show how to obtain the NLIE from the SG Y -system (i.e., from its S-
matrix). It will turn out to be equal to the DDV non-linear integral equation.
This fact can be used to check our method.

We start from a DN+1 Dynkin diagram. We construct the reduced Y -
system from the original one

y+
1 y
−
1 = Y2,

y+
n y
−
n = Yn−1Yn+1, 2 ≤ n ≤ N − 2,

y+
N−1y

−
N−1 = YN−1YNYN+1,

y+
Ny
−
N = y+

N+1y
−
N+1 = YN−1

(6.16)
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via some substitution {
Yn = Zn, 1 ≤ n ≤ N − 1,

YN+1YN = ZN .
(6.17)

Identifying Zk and zk ≡ Zk − 1 as in (6.12), we obtain the T -system (6.4).
Now, because of the equality y+

n y
−
N = YN−1 = y+

n+1y
−
N+1, we easily find that

yN = yN+1, that is YN−1 = t+N−1t
−
N−1 = y+

n y
−
N = y+

n+1y
−
N+1, so

tN−1 = yN = yN+1 (6.18)

and, because of {
ZN = t+N t

−
N = 1 + tN+1tN−1,

ZN = YNYN+1 = (1 + tN−1)2,
(6.19)

for N even and odd, we obtain that

tN+1 = 2 + tN−1. (6.20)

This truncation has an important consequence. From the TQ-system, one
finds that

t
[k]
k−1

(
Q

++
+Q

−−
)

= Q
(
t
[k−1]
k + t

[k+1]
k−2

)
,

Q
(
t
[−k+1]
k + t

[−k−1]
k−2

)
= t

[−k]
k−1

(
Q++ +Q−−

)
,

(6.21)

Calling

A ≡ Q++ +Q−−

Q
, Ak =

t
[−k+1]
k + t

[−k−1]
k−2

t
[−k]
k−1

(6.22)

(and the respective hermitian conjugates) we note from (6.21) that A = Ak,
i.e. it doesn’t depend on the index k. For k = N + 1 we obtain

Q[2N+2] = Q. (6.23)

We prefer from now to work in Logarithmic Fourier space, that is3
f̂(w) =

∫
dx

2π
eiwx log f(x),∫

dx

2π
eiwx log f(x+ iaµ) = paf̂(w), p = ewµ.

(6.24)

3Hereafter, the integrals are supposed to go from −∞ to ∞ if not otherwise stated.

148



Taking (6.14), we obtain

b̂k = pk+2Q̂+ p−1t̂k − p−k−2Q̂,

b̂k = p−k−2Q̂+ pt̂k − pk+2Q̂.
(6.25)

In the same way, we can find the right Log-Fourier values for Bk and Bk.
Inserting (6.23)

b̂k = Q̂
(
pk+2 − p2N−k)+ p−1t̂k,

b̂k = Q̂
(
p2N−k − pk+2

)
+ p t̂k,

B̂k = Q̂
(
pk − p2N−k)+ t̂k+1,

B̂k = Q̂
(
p2N−k+2 − pk+2

)
+ t̂k+1,

(6.26)

Then it turns out that

Q̂ =

(
B̂k − B̂k

)
(1 + p2)(pk − p2N−k)

. (6.27)

We obtain

b̂k = K̃
(
B̂k − B̂k

)
+ t̂kp

−1,

b̂k = −K̃
(
B̂k − B̂k

)
+ t̂kp,

(6.28)

where 
K̃ =

pN−k−1 − pk−N+1

pN−k − pk−N
s̃,

s̃ =
1

p+ p−1
,

(6.29)

We can make the resummation, that is, we consider only k = 1, which
means, graphically, that all nodes are put together into a single node (the
first, Fig(6.4)).

u e e e e
e

· · ·

⇐=

1 2 3 n−2 n−1

n

= �

Figure 4.4: a graphic representation of the resummation of the TBA Dynkin
diagram for the SG. The full-filled black box indicates that the massive term
is included in the first NLIE (see (6.33))
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We obtain  b̂1 = K̃1

(
B̂1 − B̂1

)
+ t̂1p

−1,

b̂1 = −K̃1

(
B̂1 − B̂1

)
+ t̂1p,

(6.30)

where K̃1 ≡ K̃|k=1. To anti-Fourier transform this back to the x space, we
have to observe that the function b1 has zeros on the real axis, therefore ln b1

has singularities that should be avoided. So, we define a shifted function

â = pεb̂1, where ε → 0, ε > 0. For the same reason â = p−εb̂1, introducing
also A = 1 + a and A = 1 + a. Finally, we can write the NLIE

â = K̃1Â− K̃1p
2εÂ+ s̃Ŷ1p

−1+ε (6.31)

We see that it is possible to use only one equation in (6.30) (we chose the
first). We note that this extreme reduction has been possible thanks to the
equivalence Y1 = t+1 t

−
1 (see (6.17)).

Writing K̃1 as

K̃1 =
sinh

[
(N − 2)wπ

2

]
2 sinh

[
(N − 1)wπ

2

]
cosh

[
wπ
2

] , (6.32)

we can derive the so-called NLIE equation for the SG in the configuration
space from (6.31) by integrating over w. The variable θ, that is the rapidity
of the physical particle, is related to the parameter x by x = θ/p. The final
result is:

ln (a(θ)) = iml sinh(θ)+

+G ∗ ln(1 + a)(θ + iε)+

−G ∗ ln(1 + a)(θ − iε),
(6.33)

where we have defined the kernel G(θ) as

G(θ) =

∫
dk

{
e−ikθ

sinh
[
(N − 2)kπ

2

]
2 sinh

[
(N − 1)kπ

2

]
cosh

[
kπ
2

]} (6.34)

and the ln(x) is the fundamental logarithmic function with the branch cut
on the real negative axis.
We have found the exact result we would have obtained, i.e. the same result
as in [78], [79] and [73], if we identify their function Z(θ) as

iZ(θ) = ln a(θ), (6.35)

where Z(θ) is the counting function defined as F (θ) = exp (iZ(θ)), where

F (θ) =
Q(θ/p+ iπ/p)ψ0(θ/p− iπ/(2p))
Q(θ/p− iπ/p)ψ0(θ/p+ iπ/(2p))

, (6.36)
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The DN Dynkin diagram is associated with the SG TBA at the points

N − 1 = p, (6.37)

where p = β2

8π−β2 as usual.

This coincides with results found by Fateev in [61] (see the note at pag. 101).
We see that (6.34) has an essential singularity in (N = 1) ≡ (p = 0). This is
the known SG singularity at β2 = 0. In N = 2 we see a zero of the function
G(θ), which means that log a(θ) = iml sinh(θ), i.e. the theory is free. This
coincides with the known SG free point β2 = 4π where it reduces to a free
fermion. Otherwise, when p→∞, N →∞, we go towards β2 = 8π, i.e. the
SU(2) symmetric SG theory, also known, in fermionic language, as SU(2)
Gross-Neveu model. The kernel G(θ) in this case becomes [73]

G(θ) =

∫
dke−ikθ

e−
|k|π
2

2 cosh
[
kπ
2

] . (6.38)

Naturally this analyses is been made with p ∈ N, and this means that we
haven’t encoded all values of β2. The analyses of the most general case (p
rational or even irrational) becomes more cumbersome and we omit it in this
discussion, but it can be done by resorting to techniques of continued fraction
decomposition, introduced for the XXZ spin-chain by Takahashi and Suzuki
[85] and exploited for the SG TBA by Tateo [86].

6.3 Ground state NLIEs for the SSM theory.

The Dynkin diagram associated to the TBA SSTλ is D̂N , as we have seen in
section 5.2.4

(Our SSTλ) u e e e e e
e e

· · ·
1 3 4 N−2 N−1 N

2 N+1

Figure 6.5: The Dynkin diagram associated with SSTλ with new labels.

In order to obtain AN as in Fig.(6.3), we take

y+
1 y
−
1 = y+

2 y
−
2 = Y3,

y+
3 y
−
3 = Y1Y2Y4,

y+
n y
−
n = Yn−1Yn+1, 4 ≤ n ≤ N − 2,

y+
N−1y

−
N−1 = YN−2YNYN+1,

y+
Ny
−
N = y+

N+1y
−
N+1 = YN−1.

(6.39)
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Making the following substitution (from yk ≡ zk)
Y1Y2 = Z2,

Yn = Zn 3 ≤ n ≤ N − 1,

YNYN+1 = ZN ,

(6.40)

we obtain again
tN+1 = 2 + tN−1. (6.41)

If we look at (6.20), we observe that the two expressions are equivalent. In
fact, both Dn that D̂n have the same “fork” in the end. The only difference
between them is the massive tail, i.e. the first part of the diagram. We shall
see how this fact influences the evaluation of NLIEs for the SSM .

From the TQ-relation (6.5) we obtain the same result as in (6.23)-(6.29).
In order to resum, we observe that here we have Z2 = Y1Y2, that is

Ẑ2 = Ŷ1 + Ŷ2, (6.42)

which means that we have two unknowns, other then a (or a). From (4.107)
we can check that

y1(x) = e−mR cosh(x)y2(x) (6.43)

So it is possible to have a closed system if we take k = 2 in (6.28). This gives
the NLIE for the SSM â2 = K̃2Â2 − K̃2p

2εÂ2 + s̃(Ŷ2 + Ŷ1)pε−1

ŷ2 = p1−εs̃Â2 + pε−1s̃Â2

(6.44)

We could sketch our method in Fig.(6.6)

u e e e e e
e e

· · ·
1 3 4 N−2 N−1 N

2 N+1

�
�
�
�
�

�
�

⇐=

= u �

e
1

2

Figure 6.5: a graphic representation of the resummation of the TBA Dynkin
diagram for the SSM . The empty box indicates that the massive term is
not included in the first NLIE (see (6.46)) Checking that

K̃|k=2 ≡ K̃2 =
sinh[(N − 3)wπ

2
]

2 sinh[(N − 2)wπ
2

] cosh[wπ
2

]
, (6.45)
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we can derive from (6.44), by integration over w, the NLIEs in the configu-
ration space

log a2(θ) = G ∗ ln(1 + a2)
(
θ + iε

π

2

)
−G ∗ ln(1 + a2)

(
θ − iεπ

2

)
+

+K [−π/2] ∗ ln(Y1 · Y2)
(
θ
)
,

ln y2(θ) = K [π/2] ∗ ln(1 + a2)
(
θ + iε

π

2

)
+K [−π/2] ∗ ln(1 + a2)

(
θ − iεπ

2

)
,

ln y1(θ) = −ml cosh θ + ln y2(θ).

(6.46)
where

G(θ) =

∫
dw

{
e−iwθ

sinh
[
(N − 3)wπ

2

]
2 sinh

[
(N − 2)wπ

2

]
cosh

[
wπ
2

]} ,
K(θ) =

1

2π cosh θ
.

(6.47)

We have restored the “old” variable θ, that is the rapidity of the physical
particle.

How much is λ?

The kernel G(θ) in (6.47) is obtained from the Dynkin diagram D̂N . The
Dynkin diagram associated to SSTλ is D̂N .

(Our SSTλ) u e e e e e
e e

· · ·
1 3 4 N−2 N−1 N

2 N+1

From Fateev, Onofri, Zamolodchikov (FOZ) [64] we can take λ = 1/N . They
use another way of labeling the nodes:

(FOZ SSTλ) u e e e e e
e e

· · ·
0 2 3 N−3 N−2 N−1

1 N
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Of course, the physics must be independent from labeling and N in G(θ) is
not a physical quantity but it is linked to our way of labeling D̂N . If we call
x ∈ N a “FOZ label” and x ∈ N “our label”, we can check that

x = x+ 1. (6.48)

For instance, where x = 1, x = 0 and so 1 = 0 + 1. Note now that “FOZ”
λ = 1/N is a physical relation. So, if we want to relate (6.47) with λ, first
we have to translate N in N + 1 (in fact we must write G(θ) = f(θ,N)). We
obtain the same kernel as in SG (6.34), but with a different relation to the
physics of the model:

G(θ) =

∫
dw

{
e−iwθ

sinh
[
(N − 2)wπ

2

]
2 sinh

[
(N − 1)wπ

2

]
cosh

[
wπ
2

]} , (6.49)

Now, if λ = 1/2 then G(θ) = 0 and from (6.46) we see that the theory is free,
since the term a2(θ) depends only on the mass m. If λ = 1 then N = 1 and
G encounters an essential singularity. If we take the limit N → ∞ (λ → 0)
we get the same result of [75].

Moreover, we notice an interesting fact. From (6.37), i.e. p = N − 1 in
SG, we obtain the relation

p =
1

λ
− 1. (6.50)

It is easy to see from (6.50) that
p = 0 λ = 1 essential singularities coincide;

p = 1 λ = 1/2 free theory;

p→∞ λ→ 0 completely repulsive system.

(6.51)

The third relation in (6.51) shows another interesting duality between these
two families. In fact in the λ→ 0 regime we obtain the SU(2)-invariant O(3)
NLSM. If we perform the p → ∞ limit for the SG, we obtain the SU(2)-
invariant Gross-Neveu model.
We notice that in the λ→ 0 limit we obtain a TBA referred to D∞, that was
identified as the TBA of the O(3) NLSM by Zamolodchikov and Zamolod-
chikov [61].

(6.50) can be checked looking at the Parafermion series HN . In N = 4
we have the Dynkin diagram:
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e e e
u

1 2 3

0

This model has c = 1 from c = 2(N − 1)/N + 2, as SG. In fact, H4 is SG in
β2 = 6π or p = 3. Now, if we add a magnon in the right way, we can build
D̂4, i.e. the sausage model in λ = 1/4. We find that the relation (6.39) holds.
It is interesting to note that the SSM and SG don’t coincide in general, but
parafermions and SG do (in N = 4).

6.4 Conclusions and outlooks.

What we have done in this thesis is the development of an original method to
solve the many-variables (sometimes infinite) Y -system for the Sine-Gordon
(SG) and for the Sausage Sigma Model (SSM). This method is based upon
general relations, the so-called T -system, a semi-infinite integrable system
whose elements can be put in a one-to-one relation with the elements of a
generic Y -system. A solution of the T -system is the transfer matrix, whose
eigenvalues constraint (quantize) the spectrum of the physical particle ra-
pidities of the theory.
We have seen that the SG and SSM models are two different spin representa-
tions (respectively, the 1/2-th and the 1-th) of the same Uq(SU(2)) algebra.
This method, thanks to the generality of the T -system, works not only for
these two representations, but for any representation of any classic or quan-
tum Lie Algebra [76].
We have turned out that this method is independent from the way of labeling
the TBA Dynkin diagram and involves quite simple calculations. For this
reasons it represents a strong tool in order to solve an integrable system of
particles in 2 dimension.
This method can give more insight on different important and attractive
fields of research. In the following, we give a list of some possible targets
which we want to investigate in the next future.

# We are actively studying [81] the Sausage S-matrix in the regime
λ > 1/2. For these values there appear poles in the S-matrix for phys-
ical values of the rapidity θ. At these values, the scattering produces a
bound state which mass is a function of the pole. We have found that
these bound states organize in two multiplets, invariant with respect
to U(1), and have all the same mass. These fact increases the difficulty
to close the S-matrix bootstrap, but should lead to very interesting
results about analytic continuation of parameters like λ in integrable
models.
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# Adding a CDD factor to the SSM S-matrix defines a new class of mod-
els, the so called “Fateev models” [87]. These theories show very in-
triguing dualities between a sigma-model description and a more “tra-
ditional” Lagrangian with exponential potentials like the Affine Toda
Field Theory ones. A model very close to the Fateev ones has been
proposed recently by Basso and Rey [88] and plays a crucial role in the
integrable sector of the AdS/CFT correspondence.

# The NLIEs proposed here describe completely the vacuum energy of
the theory as a function of the size. Therefore, we can collect valuable
informations on the Casimir effect; moreover, by using techniques first
introduced by Lüscher, we can confirm the validity of the equation
for any λ ∈ ]0, 1/2] (and not only for λ = 1/N N ∈ N) extracting
information from the S-matrix.

# However, to claim to have a complete control over the energy spectrum,
one should derive the NLIE for the excited states. This is possible
specifying the analytic structure (zeros, poles, asymptotic behavior) of
the tk(θ) functions. This represents another possible outlook of this
thesis.

# New realizations on gauge/string duality can be found by a deep in-
vestigation on the XXZ spin-chain for representations greater than 1.
One can drive these studies analyzing quantum deformed NLSMs with
s > 1.

# Finally, integrable generalization of the SSM for general O(N) NLSM
are invoked. The O(4) = SU(2)× SU(2) case is already known as the
S − S model [89], but the most interesting case, due to its importance
in the AdS/CFT theory, is the O(6) NLSM. Its deformations could
suggest entire families of dual models where the very large N = 4 su-
perconformal symmetry of the related gauge theory is broken towards
more realistic models, which might have relevance in the GUT phe-
nomena.
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Appendix A

Very basic notions on groups
and representations.

A group G is a set of elements embedded by an ordered product and satisfy-
ing:

• If f and g belong to G, then h = fg ∈ G.

• For f, g, h ∈ G, f(gh) = (fg)h.

• There exists e ∈ G (the identity element) such that ∀ f ∈ G, fe = ef = f .

• ∀ f ∈ G, there exists f−1 ∈ G such that ff−1 = f−1f = e.

A representation D of the group G is a mapping between each elements of
G onto a set of linear operators with the following properties

? D(e) = I where I is the identity element of the space on which D acts.

? ∀ g1, g2 ∈ G, D(g1)D(g2) = D(g1g2).

If the elements of a group H belong also to the group G, we say that H is
subgroup of G and H ⊂ G. We define right-coset of the subgroup H in the
group G the set of elements of the form Hg, for some fixed g ∈ G. Similarly
it is possible to define left-coset. Each coset can be seen as an element of a
space, the so-called coset-space.
We call α(g) the action of the the group G, where g ∈ G. If M is a
manifold, the action of G on M is α(g)m (or αm), where m ∈M . We define
the stabilizer of the map αm the set

Gm = {g ∈ G : α(g)m = m}. (A.1)
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The stabilizer Gm is a group.
An homogeneous space is a differentiable manifold X with a transitive action
of G on it. Elements of g are called symmetries of X .
If {Xa} is a set of generators of a Lie Group ([21] and [22]), then the adjoint
representation Ad is defined

[Ta, Tb] = ifabcTc (A.2)

where

[Xa, Xb] = ifabcXc,

[Ta]bc ≡ −ifabc.
(A.3)

If g is the algebra of G homogeneous, G is reductive, that is there exists m
Adg-invariant such that

g = h⊕m, (A.4)

where h is a subalgebra of g. In this case, the following relations hold

[h, h] ⊂ h,

[h,m] ⊂ m,
(A.5)

and, if the g is a symmetric space, then

[m,m] ⊂ h. (A.6)
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Appendix B

Factorization of the S-matrix in
1 + 1 dimensions.

We give here the demonstration of the factorization of the S-matrix and the
absence of particle production in some 1 + 1 QFT, following the original pa-
per [61]. A QFT with 2 or more conserved charges different from energy and
momentum and with only massive particles in the spectrum has a factorized
S-matrix and the set of initial momenta is conserved.
Consider such a theory, with only massive particles organized in mass mul-
tiplets, each particle in the multiplet having different internal symmetric
charges. If |p〉 is an eigenstate of the momentum operator, then is also the
eigenstate of the mass operator M2 ≡ P µPµ such that |p〉 is a linear combi-
nation of the particle of the same mass multiplet.
We assume

1. The theory presents two conserved charges, Q+ and Q− which trans-
form under the Lorentz group

Q′+ = Λ+qQ+ Q′− = Λ−nQ−, (B.1)

where q and n are odd integers satisfying q ≥ n > 1. This ensures
that the two charges aren’t vectors or scalars. Note that, if n = q, the
theory is parity invariant and it need only one conserved charge for the
factorization.

2. Q± =
∫
dxj±0 where j±0 in the temporal component of a conserved local

current. So [Q±, P µ] = 0 and there exist a common set of eigenstates
between Q and P .

3. [Q+, Q−] = 0.
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4. Any non trivial linear combination between a multiplet particles can’t
be annihilated by Q±.

As a consequence, there exist in each multiplet a set of single momentum
states |pa〉 (a labels the particle in the multiplet) which are eigenvalues of
Q±. Calling ω±a these eigenvalues, from (B.1) we obtain

Q+|pa〉 = ω+
a |pa〉 = η+

a (p)q|pa〉;
Q−|pa〉 = ω−a |pa〉 = η−a (p−)n|pa〉,

(B.2)

where η±a are Lorentz scalars depending on the particular combination of
states.
The action of Q± on a widely separated multiparticle states, due to the local
nature of the operators, is the sum of the single actions on each state

Q+|p1 · · · pt〉 =

[
t∑
i=1

η+
i (pi)

q

]
|p1 · · · pt〉, (B.3)

and similarly for Q−. From (B.3) we note the asymptotic conservation of∑
η+
i (pi)

q and
∑
η+
i (p−i )n.

Localized states.

A linear combination of operators Q± has the same properties of Q± except
for the values of the eigenvalues. A useful combination will be

Qθ ≡
Q+ cos θ

q
− Q− sin θ

n
. (B.4)

A general scattering amplitude for a theory with conserved charges Q± is

OUT 〈p1 · · · pt|e−iαQθSeiαQθ |q1 · · · qk〉IN (B.5)

with α ∈ R.
Suppose the states (B.5) be localized in space and, from Qθ±π = −Qθ, take
α > 0 and 0 ≤ θ < 2π. The wave function of a localized single-particle state
with mean momentum (E, p) is

Ψ(x, t) = N

∫
dp ef(p), (B.6)

N being a normalization factor, and

f(p) = − (p− p)2

2(EδΦ)2
+ i(p(x− x0)− E(t− t0)),

E = (p2 + µ2)1/2 = γµ,

γ =

(
p2

µ2
+ 1

)1/2

,

(B.7)
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where µ is the mass of the particle and (t0, x0) represents the space-time point
where the wave-packet spread is minimum. δΦ is half the velocity spread of
the wave packet evaluated in the p = 0 frame of reference. Therefore

0 < δΦ� 1, (B.8)

which avoids the problem to localize a single relativistic particle in a region
of the order of the Compton wavelength Lc = 2π~. By the stationary-wave
method we find x(t), i.e. the center of the wave-packet at time t

x(t) = x0t+ v(t− t0), (B.9)

with v = p/E (mean velocity). The width of the packet for large |t − t0|
measures

δx(t) = k|t− t0|(δΦ/γ2) (B.10)

If we ask the probability to find the particle outside (x + δx, x − δx) to be
small, k ∈ R will be small enough. In this way, only δΦ is the free parameter
in the wave packet, but it must satisfy (B.8).
Acting with exp(iαQθ) on the (B.6) wave packet, one finds that the most
likely space-time region to find the particle is (ť0, x̌0)

ť0 = t0 + α

[
η+(p)q−1

(
q − v
1− v

)
cos θ − η−(p−)n−1

(
n+ v

1 + v

)
sin θ

]
,

x̌0 = x0 + α

[
η+(p)q−1

(
qv − 1

1− v

)
cos θ − η−(p−)n−1

(
nv + 1

1 + v

)
sin θ

]
.

(B.11)

At constant time, the shift of the wave packet is

(x̌0 − x0)− v(ť0 − t0) = −α
[
η+(p)q cos θ + η−(p−)n sin θ

]
/E. (B.12)

Let’s now consider the scattering between two of such wave packets, i and
j. Calling the center of scattering (tij, xij)(

tij
xij

)
= α

(
aij bij
cij dij

)
·
(

cos θ
sin θ

)
+O(1), (B.13)

equal to
Xij = αMij êθ +O(1) (B.14)

O(1) term contain initial conditions which becomes irrelevant since we shall
interested in the large α limit. From (B.11) one obtains the coefficients of
Mij, that is the matrix which contains the coordinates of the minimum spread
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of the wave-packet after the action of Qθ.
Taking rapidities θ instead of velocities, when θi(j) → θi(j) + kδφ, for the
overlap region too be small enough it must be

‖ δMij ‖ / ‖Mij ‖� 1. (B.15)

Note that δMij is proportional to δΦ if |θi − θj| � 2kδΦ and 1 � mkδΦ,
such that if δΦ is small enough, (B.15) holds. When |θi − θj| . 2kδΦ the
two wave packets do not separate at large times.
The matrix Mij has some interesting properties.

1. Given three particles i, j and k such that Mij = Mik, if at least θi 6= θk
then Mij = Mik = Mjk.

2. Isolated-points lemma. Given three particles i, j and k, if at least if
θi 6= θk then Mij = Mik can occur at isolated points in (θj−θi)-(θk−θi)
space unless particle i has the same η̂±1 as particle k and θj = θk

2.

3. The maximum number of particles that have the same M is 3 times
the number of different ratios of η̂+/η̂−.

Two-particle scattering.

In general, two ingoing particles scattering results in N outgoing particles

〈θ3 · · · θN+2|S|θ1θ2〉, (B.16)

where θ1 > θ2 and θ3 > · · · > θN+2. We note that, for macroscopic causality
properties of the space-time

t21 ≤ t23, (B.17)

tij being the collision time between particles i and j.
As in (B.5) we write

〈θ3 · · · θN+2|e−iαQθSeiαQθ |θ1θ2〉, (B.18)

According to (B.13) we obtain

t23 − t21 = α [(a23 − a21) cos θ + (b23 − b21) sin θ] +O(1). (B.19)

If a23 6= a21 and b23 6= b21, then, for α large enough t23 − t21 < 0, which
is a violation of (B.17). So a23 = a21 and b23 = b21, that is t23 = t21 and

1We have defined η̂+ = η+µq−1 and η̂− = η−µn−1.
2An isolated point in rapidity differences space is whenever particles have the same

rapidities.
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x23 = x21 ∀θ. Hence M12 = M23 and particle 3 comes from the region of
collision of particles 1 and 2 and it doesn’t interact any more. Since 3 is the
fastest particle, this argument holds for every particle, from the fastest to the
slowest. Thus, in a two-particle scattering all pairs of particles with different
rapidities must have the same Mij. Therefore one or both of the following
statement is true:

(1) θk 6= θ1 and M1k = M12;

(2) θk 6= θ2 and M2k = M12;
(B.20)

Because of the isolated-points lemma, also a small variation of |θ1− θ2| does
not permit any small change of θk i order to preserve (B.20), unless

(1) θk = θ2 and η̂±k = η̂±2 ;

(2) θk = θ1 and η̂±k = η̂±1 ;
(B.21)

An S-matrix can’t produce particles in isolated points of the rapidity differ-
ence space because obvious continuity and analyticity properties. Therefore
no particle production is permitted. Moreover, for the energy-momentum
conservation the 2 outgoing particles must have the same momenta of the
ingoing particles, thus they must have the same masses. Summarizing, there
are two particles in the outgoing state, with the same set of masses, momenta
and η̂±

〈p1 · · · pN |S|q1q2〉 ∝ δN2δ
(2)(p1 − q1)δ(2)(p2 − q2). (B.22)

We mark the non-trivial behavior of the two-particle S-matrix. In fact, if the
two in-going particles have equal η̂±, the microscopic time delays or advances
can induce interchanges of internal quantum numbers.

Three or more particle scattering

If one demonstrates the factorization for three-particle scattering, then by
induction it is possible to turn out the factorization for N -particle.
The coordinate difference of two collisions is

Xij −Xjk = α (Mij −Mjk) êθ +O(1). (B.23)

By choosing êθ to be different than the only one null eigenvector, (B.23)
can be made arbitrarily far apart by acting on α. In doing so, it is easy
to see that the 3-particle scattering can be separated into two 2-particle
consequent scattering, for which factorization holds. If Mij = Mjk, from the
isolated-points lemma two ingoing particles have the same rapidity and can
be considered like two separate ingoing states.
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Summarizing, the S-matrix of a 1 + 1 dimensional theory which has at
least two conserved charges different from Energy and Momentum is fac-
torizable in 2-particle S-matrix and the scattering doesn’t permit particle
creation.
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