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Introduction

In this thesis we will study the unique strong solution of the Stochastic

Differential Equation (SDE in the sequel)

dXt = (bXt + c)dt+
√

2aXtdWt, X0 = x̄ > 0, (1)

with b, c ∈ R and a > 0, and where Wt is a standard Brownian motion.

This process is known as square root process, on account of the fact that Xt

appears in a square root in the diffusion term of the SDE, and it has been

originally mentioned in the literature by Feller [7].

The most important applications in finance of the square root process are

essentially two: the CIR model and the Heston model.

Before briefly describing them, we underline the fact that in both the models

one take b negative and c positive, because in this case it is ensured the mean

reversion property: the drift, that is the term that “pushes” the process

towards a certain value, is positive if x < − c
b

and it is negative if x > − c
b
.

Therefore, the process Xt is pushed towards the value − c
b
, that can be seen

as a long-run mean.

The CIR model (that takes the name from John C. Cox, Jonathan E. Ingersoll

and Stephen A. Ross that introduced it in 1985 as an extension of the Vasicek

model, see [3]) describes the evolution of the term structure of interest rates,

and so it is used in the valuation of interest rates derivatives.

This model specifies that the interest rate follows the SDE

drt = k(θ − rt)dt+ σ
√
rtdWt, (2)
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ii INTRODUCTION

where all the constants are taken positive and where Wt is a standard Brow-

nian motion.

The unique strong solution of (2) is said CIR process, and it is straightfor-

ward to see that (2) is the equation of the square root process with k = −b
and θ = − c

b
. Here k is said the mean reversion rate, and θ the mean reversion

level.

Under the no-arbitrage assumption, this model is useful to determine a price

of a bond with expiry date T at time t, that is given by

B(t, T ) = exp{A(t, T ) + r(t)C(t, T )},

where A(t, T ) and C(t, T ) are certain functions of the time.

The Heston model, named after Steven Heston that introduced it in 1993

(see [9]) is a model in which an underlying St follows a stochastic process

with a stochastic variance ν(t) that follows a CIR process.

Hence, we have dSt = µStdt+
√
νtStdW

1
t

dνt = k(θ − rt)dt+ σ
√
νtdW

2
t ,

(3)

where W 1
t and W 2

t are standard Brownian motion with a certain correlation

ρ.

Therefore, if we take the SDE (1), we notice that the term
√

2a is the vari-

ance of the variance of the underlying of the Heston model, and that −b (we

remind that b is taken to be negative) and − b
c

are respectively the mean

reversion rate and the mean reversion level of the variance.

For these two models c is taken to be positive because when the interest rate

for the CIR model and the volatility of the underlying for the Heston model

get close to zero, their evolution become dominated by the drift factor c,

that, if it is positive, pushes them upwards: in other words, if c is positive

the drift is positive for lower values of the process, so the process itself will

be pushed upwards.

As we will see, if c ≥ a (and so, for the CIR process, if 2kθ ≥ σ2) it is also

ensured that the process will never assume the value of zero: the interest rate
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for the CIR model and the volatility for the Heston model remain strictly

positive if this condition, known as Feller condition, is satisfied.

Unfortunately, the Feller condition is almost never satisfied for the smiles

typically encountered in practice (see Table 6.3 in [2]) so one has to be con-

cerned with violation of this condition.

Therefore, it becomes of great importance the study of the behaviour of the

solution of equation (1) at the boundary {X = 0}, that we also call the ori-

gin.

There are three possible cases:

• boundary not attainable (that is the case that we have if the Feller

condition is satisfied);

• boundary attainable and reflecting, that is the case in which a path

that hits the origin is pushed away to positive regions;

• boundary attainable and absorbing, that is the case in which a path

that hits the origin in the time t remains trapped here for all times

s > t.

As we will see, the behaviour of the square root process at the origin depends

on the parameter c: we will distinguish the three possible cases, c ≤ 0,

0 < c < a and c ≥ a, and we will examine the nature of the process for every

one of this cases.

To do it, for each case we will also study the fundamental solutions of the

forward Kolmogorov equation associated to the SDE (1), that is

∂tu(t, x) = ∂xx
(
axu(t, x)

)
− ∂x

(
(bx+ c)u(t, x)

)
, (4)

with a certain initial condition that we will see in the sequel.

For each case c ≤ 0, 0 < c < a and c ≥ a we will determine if the process

has a transition density, and which of the fundamental solution of (4) is the

transition density itself. Obviously, we will also give the expression of the

transition density of the process, that is well known.
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Here is a summary of the thesis: in Chapter 1 we give an overview of the

results that we will obtain, briefly considering also a particular case of the

square root process, that is the Bessel process

dXt = δdt+ 2
√
XdWt, X0 = x̄ > 0,

that can be useful to price Asian Options.

In Chapter 2 we compute a general form for the Laplace transform of a fun-

damental solution of (4), following the method presented by Feller in [7], and

we find the fundamental solution itself in the case c ≤ 0, always following

[7].

In Chapter 3 we determine the transition density of the process in the

case c > 0, by a method shown by Dufresne in [5]: we compute the mo-

ments of the process, and so we find the moment generating function (MGF)

E[esXt ] = E
[∑∞

k=0
(sXt)k

k!

]
. In this way, we see that Xt is the sum of a Gamma

variable X ′t and a compound Poisson/Exponential X ′′t . Therefore, we find

the transition density of the process from the known densities of X ′t and X ′′t .

In chapter 4 we compute the derivative of the transition density, and we

see that it is similar to the transition density itself; in Chapter 5 we study

the behaviour of the transition density for large values of x, and we give an

asymptotic expansion for the transition density itself and for its derivative.

In Chapter 6 we give the results found by Feller in [7] for c > 0, we compute

the integrals with respect to x of the fundamental solutions of (4) and we

discuss the relations between transition density and fundamental solutions:

we determine in which cases a fundamental solution is also the transition

density of the process and in which cases this is not true. We see that if

0 < c < a there is a fundamental solution that it is the transition density of

the process and another fundamental solution that is not. Moreover, we give

another method to determine the transition density itself.

In Chapter 7 we study the behaviour of the process at the origin, for c ≤ 0,

0 < c < a and c ≥ a: for each case we establish if the boundary is absorb-

ing, reflecting or not attainable. To do it, we also compute the limit of the

density for x → 0. We see that for 0 < c < a the square root process is
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reflected at the boundary whereas the fundamental solution that is not the

transition density of the process is the density of the process itself stopped

at {X = 0}, that therefore is absorbed at the origin. Moreover, when the

boundary is absorbing, we study the probability that a path will be trapped

at the origin within time t; taking the limit of this probability for t → ∞,

we will also have the probability that a path will be eventually trapped at

the origin. In the case 0 < c < a, the probability that the process stopped

at the origin will be trapped here within time t is the probability that the

square root process, unique solution of (1), will reach the origin within time

t. We also give some graphics of these probabilities.
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Chapter 1

Main results

1.1 Square root process

1.1.1 Fundamental solutions and transition density

We define the square root process as the unique strong solution of the

SDE

dXt = (bXt + c)dt+
√

2aXtdWt, X0 = x̄ > 0, (1.1)

with b, c ∈ R, a > 0, Xt > 0, t > 0.

In this chapter we give an overview of the main results that we will find about

the density of this process and the fundamental solutions of the associated

forward Kolmogorov equation, when c ≤ 0, 0 < c < a, c ≥ a.

Moreover, we will see how one can applicate these results to the Bessel pro-

cess, unique strong solution of the SDE

dXt = δdt+ 2
√
XtdWt, X0 = x̄ > 0, (1.2)

with δ > 0, Xt > 0, t > 0.

Feller [7] studied fundamental solutions of the forward Kolmogorov equation

associated to the SDE (1.1),

∂tu(t, x) = ∂xx
(
axu(t, x)

)
− ∂x

(
(bx+ c)u(t, x)

)
, (1.3)

1



2 1. Main results

with x > 0, t > 0; we give a resume of this work, that we will see in detail

later.

Feller first of all shows that, if we require some integrability properties on

a fundamental solution p(t, x, x̄) with initial datum x̄ and on its derivative

with respect to t so that one can define the Laplace transform

ω(t, s, x̄) =

∫ ∞
0

e−sxu(t, x)dx

and the derivative with respect to t of the Laplace transform itself, this

Laplace transform has to satisfy the first-order partial differential equation

∂ω

∂t
+ s(as− b)∂ω

∂t
= −csω + f(t), (1.4)

where

f(t) = − lim
x→0

(
∂x
(
axp(t, x, x̄)

)
+ (bx+ c)p(t, x, x̄)

)
is called the flux of p at the origin.

He solves (1.4) with the initial condition limt→0 ω(t, s, x̄) = e−sx̄ by the

method of characteristic, and he finds

ω(t, s, x̄) =

(
b

as(ebt − 1) + b

)c/a
exp

{
−x̄sbebt

sa(ebt − 1) + b

}
+∫ t

0

f(τ)

(
b

sa((eb(t−τ) − 1) + b)

)c/a
,

(1.5)

where if b = 0 we take limb→0( b
ebt−1

) = 1
t
.

Now, for each case c ≤ 0, 0 < c < a and c ≥ a, one can see how the flux

at the origin f has to be to satisfy the conditions on p that we have already

mentioned.

We have that:

• for c ≤ 0, the flux f is the unique solution of a certain equation, which

we will see in detail later, so it is univocally determined. Therefore,

(1.1) admits an unique fundamental solution which satisfies the integra-

bility properties, and we can calculate this solution by inverting (1.5)

in which we put the expression of f that we have found as the unique



1.1 Square root process 3

solution of the given equation.

We find

p1(t, x; x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}
·(

e−btx

x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

(1.6)

• When 0 < c < a we can find two fundamental solutions that satisfy the

integrability conditions that we require: one corresponding to f = 0

and one that we obtain when f 6= 0. In the case f 6= 0, the integrability

properties of p are satisfied if and only if the flux has the same form

as for the case c ≤ 0: the corresponding fundamental solution will be

therefore the solution that we have found for c ≤ 0. When f = 0

instead one can calculate the fundamental solution by inverting the

Laplace transform (1.5) in which f = 0.

Feller does not invert this Laplace transform, but as we will see later

we obtain

p2(t, x; x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}
·(

e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

(1.7)

• When c ≥ a the conditions on p are satisfied if and only if f = 0. In

this case hence the unique fundamental solution of (1.3) will be (1.7).

Therefore we find that when c is negative and when c ≥ a we have one and

only one fundamental solution of (1.3) which satisfies the conditions that we

require for p, whereas when 0 < c < a these fundamental solutions are two.

We will see that p2 is the transition density of the process, while p1 is not

the transition density.

As we will show in the sequel, one can explicitly calculate the integral with

respect to x of a fundamental solution also when he does not know the exact

form of the fundamental solution itself. This integral is equal to one if f = 0,
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whereas for the fundamental solution p1 that we obtain when f < 0 we have∫ ∞
0

p1(t, x; x̄)dx = Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
. (1.8)

This fundamental solution is said to be a defective density.

1.1.2 Behaviour of the process at the boundary

We have three possible cases:

• the boundary is attainable and absorbing (if a path hits the boundary

it will be trapped in the boundary itself);

• the boundary is attainable and reflecting (if a path hits the boundary

it will be pushed away in the region {x > 0});

• the boundary is not attainable.

We will see that:

• when c ≤ 0 the boundary is attainable and absorbing; there exists a

positive probability that a path of the process will be trapped at the

origin within a certain time t, and this probability is given by

1−
∫ ∞

0

p1(t, x; x̄)dx = 1− Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
.

If we take the limit of this probability as the time goes to infinity, we

obtain the probability that a path will be eventually trapped at the

origin: this is

1− lim
t→∞

Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
= 1− Γ

(
1− c

a
;
bx̄

a

)
if b is positive and one if b is negative. We will give some graphics

about the behaviour of this limit for different values of the parameters

a and b.
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• When 0 < c < a the boundary is attainable; if we take the process that

is the unique strong solution of (1.1), and that has density p2, we see

that it will be reflected at the boundary; we can also stop this process

when it hits the boundary: this stopped process is solution of (1.1)

only before it hits the boundary, and it has defective density p1. The

probability that a path of this process will be trapped at the boundary

within time t has the same expression as for the case c ≤ 0, and it

is equal to the probability that a path of the process with transition

density p2 hits the boundary within time t.

• When c > a, the boundary is not attainable.

We can also calculate the limit of the fundamental solution p1(t, x, x̄) in

(1.6) and p2(t, x; x̄) in (1.7) as x→ 0:we have that

lim
x→0

p1(t, x, x̄) =
1

Γ(2− c
a
)

(
b

a(ebt − 1)

)2− c
a

(x̄ebt)1− c
a exp

{
− bx̄ebt

a(ebt − 1)

}
and

lim
x→0+

p2(t, x; x̄) =


∞ 0 < c < a

b
a(ebt−1)

exp
{
− b(x+x̄ebt)

a(ebt−1)

}
c = a

0 c > a

(1.9)

This limit is useful to have a complete view of the behaviour of the process

at the origin, according to the different values of the parameter c; we can

summarize the situation as follow:

• if c is negative, we have only one appropriate fundamental solution

of (1.3); this fundamental solution is not the transition density of the

process, but it is a defective density : the distribution of the process

is given by the sum of the defective density and the Dirac measure at

zero.

The boundary is accessible and absorbing (every path that hits the

boundary will be trapped in the boundary itself). The probability

that a path will not be trapped within time t is given by (1.8) and
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the probability that a path never be trapped at the origin is given by

Γ
(
1− c

a
; bx̄
a

)
if b is positive and it is zero if b is negative.

• If c is positive but smaller than a there are two appropriate fundamen-

tal solutions, and they depend by the conditions that we give at the

boundary: if we impose a zero flux at the boundary (that is f = 0)

we find the transition density of the process, that is (obviously) norm

preserving and that corresponds to a reflecting boundary: if a path hits

the origin, it will be pushed away.

Instead, if we impose a flux at the origin that it is not zero, this flux

has to take one particular form, and corresponds to a fundamental so-

lution that is the same that we found for c ≤ 0: therefore, just as

for c ≤ 0 the fundamental solution is not the transition density of the

square root process but it is a defective density : the process that has

this defective density is not the strong solution of (1.1), but it is this

solution stopped at the origin: we can say that it is the square root

process stopped at the origin. The probability that this process will be

trapped at the origin is the same as for c ≤ 0.

At the end, we can therefore say that if 0 < c < a, when a path hits

the origin we can either impose a reflecting boundary (and in this case

we find a transition density) or impose an absorbing boundary (and in

this case we find a defective density).

• If c ≥ a, we can only have the fundamental solution (1.7) that is also

the transition density of the process. The boundary is not attainable,

so the process never hits the origin.

1.1.3 Behaviour of the process at infinity

But we are not only interested in the behaviour of the process for x→ 0:

we can also give an estimation of the transition density for big values of x.

We will see that one can do this by exploiting a result on the behaviour of

the Bessel modified function of the second kind Iν(z) for large values of z.
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We find

p2(t, x; x̄) ∼ exp
{ b

a(ebt − 1)
(2
√
ebtx̄
√
x− x)

}
x

c
2a
− 3

4 .

We notice that this estimate is valid for all c, therefore the limit is the same

not only for the transition density but also for all the fundamental solutions

that we have found.

We can do this also for the derivative:

∂p2(t, x, x̄)

∂x
∼ exp

{
b

a(ebt − 1)

(
−x+ 2

√
ebtx̄
√
x
)}(

x
c

2a
− 7

4 + x
c

2a
− 5

4 − x
c

2a
− 3

4

)
.

1.2 Bessel process

We can easily apply these results to the Bessel process, that we define as

the unique strong solution of the SDE

dXt = δdt+ 2
√
XdWt, X0 = x̄ > 0, (1.10)

with δ ∈ R.

We note that one can see the Bessel process as a particular case of the square

root process in which we put a = 2, b = 0, c = δ.

We substitute these values of the parameters in (1.6) and in (1.7), and we

find that:

• when δ is negative, there is only one fundamental solution of the forward

Kolmogorov equation associated to the SDE (1.10) that satisfies the

integrability condition that one gives in order to define the Laplace

transform of the solution. This fundamental solution is

q1(t, x; x̄) =
1

2t

(x
x̄

) δ/2−1
2
exp
{
− x+ x̄

2t

}
I− δ

2
+1

(√
xx̄

t

)
. (1.11)

• When 0 < δ < 2, there are two two fundamental solution that satisfy

these conditions: one of the two is (1.11), the other is

q2(t, x; x̄) =
1

2t

(x
x̄

) δ/2−1
2

exp
{
− x+ x̄

2t

}
I δ

2
−1

(√
xx̄

t

)
; (1.12)
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• When δ ≥ 2 there is only one appropriate fundamental solution, and it

is (1.12).

The fundamental solution (1.12) is also the transition density of the process;

on the other hand, (1.11) has integral∫ ∞
0

q1(t, x; x̄)dx = Γ
(

1− δ

2
,
x̄

2t

)
, (1.13)

and it is not the transition density.

As for the case of the square root process, when δ < 0 we have a distribution

that is the sum of the defective density (1.11) and a Dirac measure at zero

with weight

2

(
1− Γ

(
− δ

2
+ 1,

x̄

t

))
.

The integral (1.13) is also the probability that the process will not be

trapped at the origin by time t, when δ is negative.

If we take the limit for t→∞, we find

lim
t→∞

∫ ∞
0

q1(t, x; x̄)dx = lim
t→∞

Γ
(

1− c

a
;
x̄

t

)
= Γ

(
1− c

a
; 0
)

= 0.

So, if δ is negative, the process will be always trapped at {x = 0}.
This probability is obviously zero when we take the fundamental solution

(1.12), that is also the transition density of the process: the integral equals

to one, because the transition density is norm preserving, so the probability

that the process will be trapped at the origin by time t is one.

We can also calculate the limit of the fundamental solution for x → 0, by

substituting the values of the parameters b, c and a in (1.9): we find

lim
x→0+

q1(t, x; x̄) =
1

Γ(1− δ/2)

( 1

2t

)2− δ
2
exp

{
− x̄

2t

}
(1.14)

and

lim
x→0+

q2(t, x; x̄) =


∞ 0 < δ < 2 with f = 0
1
2t
exp

{
− x̄

2t

}
δ = 2

0 δ > 2

(1.15)

Therefore, we can state that:
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• for δ ≤ 0 the boundary is attainable and absorbing: every path will be

trapped at the origin;

• for 0 < δ < 2 the boundary is attainable, and when a path hits {x =

0}, we may either impose an absorbing boundary condition and end

the process, or impose a reflecting boundary condition and return to

{x = 0}: in the first case we do not have a transition density, but a

defective density (that is the fundamental solution of the Kolmogorov

equation); in the second case, we have a transition density;

• for δ ≥ 2 the boundary is not attainable; we have a transition density,

and the limit of this density at the origin is 0.

We can also calculate the limit of the fundamental solutions for x→∞: this

limit, as in the case of the square root process, is valid for all δ and therefore

it is unique, for all the fundamental solutions:

lim
x→∞

q1(t, x; x̄) = lim
x→∞

q2(t, x; x̄) = exp
{ 1

2t
(2
√
x̄
√
x− x)

}
x
δ−3

4 .





Chapter 2

Feller’s calculation for c ≤ 0

Feller considers the parabolic operator

Lu(t, x) := ∂xx
(
axu(t, x)

)
− ∂x

(
(bx+ c)u(t, x)

)
− ∂tu(t, x). (2.1)

where x > 0, t > 0, a > 0, b, c ∈ R.

We give the following definition of a fundamental solution of (2.1):

Definition 2.0.1. A fundamental solution of (2.1) with pole at x̄ is a func-

tion p(t, x, x̄) such that:

i) p(·, ·, x̄) ∈ C2 ∩ L1 (]0, T [×R+) for any T > 0;

ii) ∂tp(t, ·, x̄) ∈ L1 (R+) for any t > 0;

iii) p(0, x, x̄) = δx̄ in the sense that, for any φ ∈ Cb (R+)

lim
(t,x)→(0,x̄)

∫
R+

p(t, x, x̄)φ(y)dx = φ(x̄), (2.2)

and

Lp(t, x, x̄) = 0, (t, x) ∈ R2
+. (2.3)

In this case, p(t, x, x̄) is also said a fundamental solution of the PDE

∂tu(t, x) = ∂xx
(
axu(t, x)

)
− ∂x

(
(bx+ c)u(t, x)

)
(2.4)

with initial condition (2.2).

11



12 2. Feller’s calculation for c ≤ 0

2.1 Laplace transform

If we admit the existence of a fundamental solution p(t, x, x̄) of (2.4) as

in Definition 2.0.1, we can define for s > 0 its Laplace transform

ω(t, s, x̄) =

∫ ∞
0

e−sxp(t, x, x̄)dx. (2.5)

According to point ii) of the definition, we can also take

∂tω(t, s, x̄) =

∫ ∞
0

e−sx∂tp(t, x, x̄)dx.

We want to determine a general form of the Laplace transform (2.5).

Let’s integrate on the left and on the right of (2.4) with respect to x from

y ∈ (0, 1) to 1.

We obtain∫ 1

y

∂tp(t, x, x̄)dx =

∫ 1

y

(
∂xx
(
axp(t, x, x̄)

)
− ∂x

(
(bx+ c)p(t, x, x̄)

))
dx =[

∂x
(
axp(t, x, x̄)

)
+ (bx+ c)p(t, x, x̄)

]1

y
.

We can observe that the integral on the left is well defined, because ∂tp(t, ·, x̄)

is integrable.

Looking at the term on the right, we see that obviously there is not any prob-

lem for x = 1, consequently letting y → 0, we see that limx→0

(
∂x
(
axp(t, x, x̄)

)
+

(bx+ c)p(t, x, x̄)
)

exists and it is bounded in every interval [t1, t2].

Therefore we can put

f(t) = − lim
x→0

(
∂x
(
axp(t, x, x̄)

)
+ (bx+ c)p(t, x, x̄)

)
;

this function f(t) is said flux at the origin.

Now, let’s transform with Laplace on the left and on the right of (2.4): we
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have∫ ∞
0

e−sx∂tp(t, x, x̄)dx = ∂tω(t, s, x̄) =∫ ∞
0

e−sx
(
∂xx
(
axp(t, x, x̄)

)
− ∂x

(
(bx+ c)p(t, x, x̄)

))
dx =[

e−sx
(
∂x
(
axp(t, x, x̄)

)
− (bx+ c)p(t, x, x̄)

)]∞
0

+

s

∫ ∞
0

e−sx
(
a∂x
(
xp(t, x, x̄)

)
− (bx+ c)p(t, x, x̄)

)
dx =

f(t) + s

∫ ∞
0

e−sx
(
a∂x
(
xp(t, x, x̄)

)
− (bx+ c)p(t, x, x̄)

)
dx =

f(t) + as

∫ ∞
0

e−sx∂x
(
xp(t, x, x̄)

)
dx− bs

∫ ∞
0

e−sxxp(t, x, x̄)dx− cs
∫ ∞

0

e−sxp(t, x, x̄)dx =

f(t)− as2
[
e−sx(xp(t, x, x̄))

]∞
0

+ as2

∫ ∞
0

e−sx(xp(t, x, x̄))dx+ bs∂sω(t, s, x̄)− csω(t, s, x̄) =

f(t) + (bs− as2)∂sω(t, s, x̄)− csω(t, s, x̄).

Therefore, we obtain the following partial differential equation of the first

order for ω(t, s, x̄):

∂tω(t, s) + s(as− b)∂sω(t, s, x̄) = −csω(t, s, x̄) + f(t), (2.6)

with the initial condition

lim
t→0

ω(t, s, x̄) = e−sx̄ (2.7)

This initial condition comes from the initial condition for the fundamental

solution:

lim
t→0

ω(t, s, x̄) = lim
t→0

∫ ∞
0

e−sxp(t, x, x̄)dx =

∫ ∞
0

e−sxδx̄(dx) = e−sx̄

Feller solves this equation by the method of characteristics. During the

calculations we will suppose b 6= 0, and when we will finish we will see that

there are no problems for b = 0.

The characteristic equations of (2.7) are

dt =
ds

s(as− b)
=

dω

f(t)− csω
. (2.8)
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We find the general solution of the first equation, that is C1 = g(t, s) such

that dg
dt

= −s(as− b)dg
ds

. We have

C1 = e−bt
as− b
s

.

Now we take C1 as a constant, and we think at ω like a function of t. We

want to find it as the general solution of

dω

dt
= f(t)− csω.

Therefore, we find

ω = |C1 − ae−bt|c/a
(
C2 +

∫ t

0

f(τ)

|C1 − ae−bτ |c/a
dτ

)
, (2.9)

because we have

dω

dt
=
c

a
|C1 − ae−bt|c/a−1(abe−bt){. . .}+ f(t) =

ω

C1 − ae−bt
(cbe−bt) + f(t) =

ω

exp{−bt(a− b/s− a)}
(cbe−bt) = csω + f(t).

C2 in this expression is a constant, now we want to determine it as a function

of C1, putting C2 = A(C1), and exploiting the initial condition limt→0 ω(t, s, x̄) =

e−sx̄.

Afterwards, we will put the values of C1 and C2 in (2.9), so that we will

obtain the general solution of (2.8).

We see that for t = 0 we have C1 = a− b/s, so

lim
t→0

ω(t, s, x̄) =
∣∣∣b
s

∣∣∣c/aA(a− b

s

)
Therefore, we want to find A(y) such that

e−sx̄ =
∣∣∣b
s

∣∣∣c/aA(a− b

s

)
.

Putting y = a− b
s
, we obtain

A(y) = |a− y|−c/ae−x̄( b
a−y ).



2.2 Calculation of f in the case c ≤ 0 15

Consequently,

C2 = A(C1) =
∣∣∣a− e−bt(a− b

s

)∣∣∣−c/aexp{− bx̄

a− e−bt(a− b
s
)

}
.

Putting the expression of C1 e C2 in (2.9), we have

ω(t, s, x̄) =
∣∣∣b
s
e−bt

∣∣∣c/a(∣∣∣a− e−bt(a− b

s

)∣∣∣−c/aexp{ −bx̄
a− e−bt(a− b

s
)

}
+∫ t

0

f(τ)
∣∣∣e−bt(as− b

s
)− ae−bτ

∣∣∣−c/adτ) =∣∣∣ be−bt

s(a− e−bt(a− b
s
))

∣∣∣c/aexp{ −bx̄
a− e−bt(a− b

s
)

}
+∫ t

0

f(τ)
( be−bt

se−bt(as−b
s

)− ae−bτ
)c/a

dτ =( b

as(ebt − 1) + b

)c/a
exp
{ −x̄sbebt

sa(ebt − 1) + b

}
+

∫ t

0

f(τ)
( b

sa(eb(t−τ) − 1) + b

)c/a
Therefore, we have find

ω(t, s, x̄) =

(
b

as(ebt − 1) + b

)c/a
exp

{
−x̄sbebt

sa(ebt − 1) + b

}
+∫ t

0

f(τ)

(
b

sa((eb(t−τ) − 1) + b

)c/a (2.10)

We see that for b = 0 there are no problems, because limb→0( b
ebt−1

) = 1
t
.

2.2 Calculation of f in the case c ≤ 0

Now we want to see, in the case c ≤ 0, what expression has to take

the flux f in order to make ω(t, x, x̄) in (2.10) the Laplace transform of a

fundamental solution of (2.4) as in Definition (2.0.1).

Theorem 2.2.1. If c ≤ 0, ω(t, x, x̄) in (2.10) is the Laplace transform of a

fundamental solution of (2.4) with pole at x̄ only if f(t) satisfies the following

equation:

exp

{
−x̄b

a(1− e−bt)

}
+

∫ t

0

f(τ)

(
ebt − 1

eb(t−τ) − 1

)c/a
= 0. (2.11)
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Proof. A fundamental solution of (2.4) with pole at x̄ is such that ω(t, s, x̄)→
0 when s→∞ (see [12] page 181). We have c ≤ 0, therefore∣∣∣sa(ebt − 1) + b

b

∣∣∣c/aω(t, s, x̄)→∞,

because for large values of s the term sa(ebt−1)+b
b

is greater than 1, and we

rase it to a negative power.

Looking at the (2.10), we see that

lim
s→∞

∣∣∣sa(ebt − 1) + b

b

∣∣∣c/aω(t, s, x̄) =

lim
s→∞

(
exp
{
− sx̄bebt

sa(ebt − 1) + b

}
+

∫ t

0

f(τ)
( sa(ebt − 1) + b

sa(eb(t−τ) − 1) + b

)c/a
dτ

)
=

exp
{
− x̄bebt

a(ebt − 1)

}
+

∫ t

0

f(τ)

(
ebt − 1

eb(t−τ) − 1

)c/a
dτ =

exp
{
− x̄b

a(1− e−bt)

}
+

∫ t

0

f(τ)

(
ebt − 1

eb(t−τ) − 1

)c/a
dτ.

We want to solve this equation. We give the following result:

Theorem 2.2.2. The equation

exp

{
−x̄b

a(1− e−bt)

}
+

∫ t

0

f(τ)

(
ebt − 1

eb(t−τ) − 1

)c/a
dτ = 0.

has unique solution

f(t) =
−b

Γ(1− c
a
)

e−bt

1− e−bt

(
x̄b

a(1− e−bt)

)(−c+a)/a

exp{− x̄b

a(1− e−bt)
},

where

Γ(n) =

∫ ∞
0

tn−1e−tdt.

Proof. We rewrite the equation in the following way:∫ t

0

f(τ)

(
1− e−bt

e−bτ − e−bt

)c/a
dτ = −exp

(
− x̄b

a(1− e−bt)

)
,
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and we make the substitutions

z = (1− e−bt)−1, ζ = (1− e−bτ )−1.

We have

τ =
− log (1− 1/ζ)

b
,

therefore
dτ

dζ
= −1

b

1

ζ(ζ − 1)

Moreover, we see that limτ→0 ζ =∞, whereas for τ = t we have ζ = z.

Consequently,∫ t

0

f(τ)

(
1− e−bt

e−bτ − e−bt

)c/a
dτ =∫ ∞

z

1

b
f
(
− log (1− 1/ζ)

b

)( z−1

z−1 − ζ−1

)c/a
1

ζ(ζ − 1)
dζ =∫ ∞

z

1

b
f
(
− log (1− 1/ζ)

b

)( ζ

ζ − z

)c/a
1

ζ(ζ − 1)
dζ =∫ ∞

z

g(ζ)(ζ − z)−c/adζ,

where

g(ζ) =
1

b
f
(
− log (1− 1/ζ)

b

) ζc/a

ζ(ζ − 1)
. (2.12)

We can the rewrite our equation as∫ ∞
z

g(ζ)(ζ − z)−c/adζ = −e−
x̄bz
z . (2.13)

Now we want to solve this equation for g(ζ), and so put the value that we

have found equal to

g(ζ) =
1

b
f(τ)

ζc/a

ζ(ζ − 1)
,

to find in this way the value of f .

Putting

g(ζ) = − 1

Γ(1− c
a
)

(
x̄b

a

) (−c+a)
a

exp

{
− x̄bζ

a

}
(2.14)
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(2.13) is solved. In fact,∫ ∞
z

g(ζ)(ζ − z)−
c
adζ =

− 1

Γ(1− c
a
)

(
x̄b

a

) (−c+a)
a
∫ ∞
z

exp
{
− x̄bζ

a

}
(ζ − z)−

c
adζ =

− 1

Γ(1− c
a
)

(
x̄b

a

) (−c+a)
a
∫ ∞

0

exp
{
− x̄b(t+ z)

a

}
(t)−

c
adt =

− 1

Γ(1− c
a
)

(
x̄b

a

) (−c+a)
a

exp
{
− x̄bz

a

}∫ ∞
0

exp
{
− x̄bt

a

}
(t)−

c
adt =

− 1

Γ(1− c
a
)

x̄b

a
exp
{
− x̄bz

a

}∫ ∞
0

exp
{
− x̄bt

a

}( x̄bt
a

)− c
a

dt =

− 1

Γ(1− c
a
)
exp
{
− x̄bz

a

}∫ ∞
0

e−yy−
c
ady =

− e−
x̄bz
a

Equalizing (2.12) and (2.14) we find

f(τ) = − b

Γ(1− c
a
)

(
x̄bζ

a

)−c+a
a

exp
{
− x̄bζ

a

}
=

−b
Γ(1− c

a
)

e−bτ

1− e−bτ

(
x̄b

a(1− e−bτ )

)(−c+a)/a

exp
{
− x̄b

a(1− e−bτ )

}

2.3 Calculation of the Laplace transform

Theorem 2.3.1. If f(t) is the function of Theorem (2.2.2), then the expres-

sion (2.10) takes the form

ω1(t, s, x̄) =

(
b

sa(ebt − 1) + b

)c/a
exp

{
−sbx̄ebt

sa(ebt − 1) + b

}
·

Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

b

sa(ebt − 1) + b

)
,

(2.15)

where

Γ(n; z) =
1

Γ(n)

∫ z

0

e−xxn−1dx.
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Proof. We want to see that(
b

sa(ebt − 1) + b

)c/a
exp
{
− sbx̄ebt

sa(ebt − 1) + b

}
Γ

(
1− c/a;

bx̄ebt

a(ebt − 1)

b

sa(ebt − 1) + b

)
=(

b

sa(ebt − 1) + b

)c/a
exp
{
− sbx̄ebt

sa(ebt − 1) + b

}
+

∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b
)

)c/a
dτ =(

b

sa(ebt − 1) + b

)c/a
exp
{
− sbx̄ebt

sa(ebt − 1) + b

}
·(

1 +

(
b

sa(ebt − 1) + b

)−c/a
exp
{ sbx̄ebt

sa(ebt − 1) + b

}∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b

)c/a
dτ

)
.

Therefore, we want to prove that

Γ

(
1− c/a;

bx̄ebt

a(ebt − 1)

b

sa(ebt − 1) + b

)
=

1 +

(
b

sa(ebt − 1) + b

)−c/a
exp
{ sbx̄ebt

sa(ebt − 1) + b

}
·
∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b

)c/a
dτ.

We observe that

Γ(n, z) =
1

Γ(n)

∫ z

0

e−yyn−1dy =

1

Γ(n)

(∫ ∞
0

e−yyn−1dy −
∫ ∞
z

e−yyn−1dy
)

=

1− 1

Γ(n)

∫ ∞
z

e−yyn−1dy.

Consequently, we want to show that(
b

sa(ebt − 1) + b

)−c/a
exp

{
sbx̄ebt

sa(ebt − 1) + b

}∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b

)c/a
dτ =

− 1

Γ(1− c
a
)

∫ ∞
k

e−yy−
c
ady, 6=

where

k =
bx̄ebt

a(ebt − 1)

b

sa(ebt − 1) + b
.

To do it, we take just as we have done before

z =
1

1− e−bt
, ζ =

1

1− e−bτ
,
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and we see that if we take the function f(t) defined by Theorem (2.2.2) we

find

f(ζ) =− b

Γ(1− c
a
)
(ζ − 1)

( x̄bζ
a

)−c+a
a
exp
{
− x̄bζ

a

}
=

− b

Γ(1− c
a
)
ζ(ζ − 1)

( x̄b
a

)−c+a
a
ζ−c/aexp

{
− x̄bζ

a

}
Consequently,(

b

sa(ebt − 1) + b

)−c/a
exp
{ sbx̄ebt

sa(ebt − 1) + b

}∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b

)c/a
dτ =

exp
{ zsbx̄

sa+ b(z − 1)

}( b(z − 1)

sa+ b(z − 1)

)−c/a ∫ ∞
z

f(ζ)

(
ζb(z − 1)

sa(ζ − z) + bζ(z − 1)

c/a
)

1

bζ(ζ − 1)
dζ =

− exp
{ zsbx̄

sa+ b(z − 1)

}( b(z − 1)

sa+ b(z − 1)

)−c/a
1

Γ(1− c/a)

( x̄b
a

)−c+a
a ·∫ ∞

z

exp
{
− x̄bζ

a

}( b(z − 1)

sa(ζ − z) + bζ(z − 1)

)c/a
dζ =

− 1

Γ(1− c/a)

( x̄b
a

)∫ ∞
0

exp
{ zsbx̄

sa+ b(z − 1)
− x̄bζ

a

}( sa+ b(z − 1)

sa(ζ − z) + bζ(z − 1)

a

x̄b

)c/a
dζ =

− 1

Γ(1− c/a)

( x̄b
a

)∫ ∞
0

exp
{
−
( x̄bζ
a
− zsbx̄

sa+ b(z − 1)

)}
·(

x̄bζ

a
− zsbx̄

sa+ b(z − 1)

)−c/a
dζ.

Making the substitutions

y =
x̄bζ

a
− zsbx̄

sa+ b(z − 1)
,

we obtain(
b

sa(ebt − 1) + b

)−c/a
exp
{ sbx̄ebt

sa(ebt − 1) + b

}∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b

)c/a
dτ =

− 1

Γ(1− c
a
)

∫ ∞
k

e−yy−
c
ady,
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So, we know the expression of the Laplace transform of the (unique)

fundamental solution of (2.4) for c ≤ 0.

Knowing it, we can compute the integral of the fundamental solution even if

we do not invert the Laplace transform:

Theorem 2.3.2. The unique fundamental solution p1(t, x, x̄) of (2.4) with

c ≤ 0 is such that∫ ∞
0

p1(t, x, x̄)dx = Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
Proof. Observing the Laplace transform of p1(t, x, x̄) in (2.15) we see that∫ ∞

0

p1(t, x, x̄)dx = ω1(t, 0, x̄) = Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)

This result is very important, because as we will see with more precision

later, this integral provides the probability that the square root process with

c ≤ 0 will be trapped at the origin within time t.

Moreover, this integral will show that if c ≤ 0 the process has not a transition

density, but a distribution that is the sum of a Dirac measure at zero and a

defective density.

2.4 Calculation of the fundamental solution

Now we will invert the Laplace transform (2.15) and so we will find the

unique fundamental solution of (2.4) for c ≤ 0. We call this fundamental

solution p1(t, x, x̄).

To do it, we want to see first of all that putting

A =
bx̄

a(1− e−bt)
, z =

sa(ebt − 1) + b

b
,

we have

ω1(t, s, x̄) =
e−AA1−c/a

Γ(1− c/a)

∫ 1

0

(1− v)−c/ae
Av
z z−1dv.
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Actually,

ω1(t, s, x̄) =(
b

sa(ebt − 1) + b

)c/a
exp
{ −sbx̄ebt

sa(ebt − 1) + b

}
Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

b

sa(ebt − 1) + b

)
=

z−c/aexp
{
− sx̄ebt

z

}
Γ

(
1− c

a
,
A

z

)
=

z−c/aexp
{
− A(z − 1)

z

} 1

Γ(1− c/a)

∫ A
z

0

x−c/ae−xdx =

z−c/ae
A
z
−A 1

Γ(1− c/a)

(∫ 1

0

(Aw
z

)−c/a
e−

Aw
z dw

)
A

z
=

e
A
z
−A 1

Γ(1− c/a)
A1−c/a

∫ 1

0

w−c/ae−
Aw
z z−1dw =

e
A
z
−A 1

Γ(1− c/a)
A1−c/a

∫ 1

0

(1− v)−c/ae−
A(1−v)

z z−1dw =

e−AA1−c/a

Γ(1− c/a)

∫ 1

0

(1− v)−c/ae
Av
z z−1dv

We have the following lemma:

Lemma 2.4.1. Given A = bx̄
a(1−e−bt) , the function q(z) = e

Av
z z−1is the Laplace

transform of I0(2
√
Avx), where

Iν(y) =
∞∑
n=0

(y/2)2n+k

n!Γ(n+ k + 1)

is the modified Bessel function of the first kind.

Proof. We directly compute the Laplace transform of I0(2
√
Avx) as

q(z) =

∫ ∞
0

e−zxI0(2
√
Avx)dx,
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and we have∫ ∞
0

e−zxI0(2
√
Avx)dx =

∫ ∞
0

e−zx
∞∑
0

(Avx)n

n!Γ(n+ 1)
dx =

∞∑
0

(Av)n

n!Γ(n+ 1)

∫ ∞
0

e−zxxndx =

∞∑
0

(Av)n

n!Γ(n+ 1)

(
1

z

∫ ∞
0

e−y(
y

z
)ndy

)
=

∞∑
0

(Av)n

n!Γ(n+ 1)

(1

z

Γ(n+ 1)

zn

)
=

1

z
e
Av
z

By Lemma (2.4.1) we know that

ω1(t, s, x̄) = ω̃(t, z) =

∫ ∞
0

e−zxg̃(x)dx,

where

g̃(x) =
e−AA1−c/a

Γ(1− c/a)

∫ 1

0

(1− v)−c/aI0(2
√
Avx)dv

and

z =
sa(ebt − 1) + b

b
.

Therefore,

ω1(t, s, x̄) =ω̃1(t, z) =

∫ ∞
0

e−zxg̃(x)dx =∫ ∞
0

exp
{
− sa(ebt − 1)

b
x
}
e−xg̃(x)dx =

b

a(ebt − 1)

∫ ∞
0

e−syexp
{
− b

a(ebt − 1)
y
}
g̃

(
b

a(ebt − 1)
y

)
dy.
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Consequently,

p1(t, x, x̄) =
b

a(ebt − 1)
exp
{
− b

a(ebt − 1)
x
}
g̃

(
b

a(ebt − 1)
x

)
=

1

Γ(a− c/a)

b

a(ebt − 1)

(
bx̄

a(1− e−bt)

)1−c/a

exp
{
− b(x+ x̄ebt)

a(ebt − 1)

}
·∫ 1

0

(1− v)−c/aI0

(
2

√
b

a(ebt − 1)
x

bx̄v

a(1− e−bt)

)
dv =

1

Γ(a− c/a)

b

a(ebt − 1)

(
bx̄

a(1− e−bt)

)1−c/a

exp
{
− b(x+ x̄ebt)

a(ebt − 1)

}
·∫ 1

0

(1− v)−c/aI0

(
2b

a(1− e−bt)
√
x̄e−btvx

)
dv.

So, we have seen that

p1(t, x, x̄) =
1

Γ(a− c/a)

b

a(ebt − 1)

(
bx̄

a(1− e−bt)

)1−c/a

exp
{
− b(x+ x̄ebt)

a(ebt − 1)

}
·∫ 1

0

(1− v)−c/aI0

(
2b

a(1− e−bt)
√
x̄e−btvx

)
dv

(2.16)

Now we want to see that, expanding p(t, x, x̄) in (2.16) into a power series in

x, we find

p1(t, x, x̄) =
b

a(ebt − 1)
exp
{
−b(x+ x̄ebt)

a(ebt − 1)

}(e−btx
x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

We have to see that

(
e−btx

x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
=

1

Γ(1− c/a)

(
bx̄

a(1− e−bt)

)1−c/a ∫ 1

0

(1− v)−c/aI0

(
2b

a(1− e−bt)
√
x̄e−btvx

)
dv.
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Actually,

(
e−btx

x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
=

(
e−btx

x̄

) c−a
2a

∞∑
r=0

(
b

a(1−e−bt)

√
e−btxx̄

)2r+1−c/a

r!Γ(r + 2− c/a)
=

(
e−btx

x̄

) c−a
2a

(e−btxx̄)
a−c
2a

(
b

a(1− e−bt)

)1−c/a ∞∑
r=0

(
b

a(1−e−bt)

)2r

(e−btxx̄)r

r!Γ(r + 2− c/a)
=

(
bx̄

a(1− e−bt)

)1−c/a ∞∑
r=0

(
b

a(1−e−bt)

)2r

(e−btxx̄)r

r!Γ(r + 2− c/a)
=

1

Γ(1− c/a)

(
bx̄

a(1− e−bt)

)1−c/a ∫ 1

0

(1− v)−c/aI0

(
2b

a(1− e−bt)
√
x̄e−btvx

)
dv,

because∫ 1

0

(1− v)−c/aI0

(
2b

a(1− e−bt)
√
x̄e−btvx

)
dv =

∞∑
r=0

∫ 1

0

(1− v)−c/a
(

b

a(1− e−bt)

)2r

(x̄e−btx)rvrdv
1

r!Γ(1 + r)
=

∞∑
r=0

(
b

a(1− e−bt)

)2r

(x̄e−btx)r
1

r!Γ(1 + r)

∫ 1

0

(1− v)−c/avrdv =

∞∑
r=0

(
b

a(1− e−bt)

)2r

(x̄e−btx)r
1

r!Γ(1 + r)

Γ(1− c/a)Γ(1 + r)

Γ(2 + r − c/a)
=

∞∑
r=0

(
b

a(1−e−bt)

)2r

(e−btxx̄)r

r!Γ(r + 2− c/a)
Γ(1− c/a)

(2.17)

Consequently,

1

Γ(1− c/a)

(
bx̄

a(1− e−bt)

)1−c/a ∫ 1

0

(1− v)−c/aI0

(
2b

a(1− e−bt)
√
x̄e−btvx

)
dv =

(
bx̄

a(1− e−bt)

)1−c/a ∞∑
r=0

(
b

a(1−e−bt)

)2r

(e−btxx̄)r

r!Γ(r + 2− c/a)
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Therefore, we have proved that when c ≤ 0 the unique fundamental solution

of (2.4) as in Definition 2.0.1 is

p1(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
.



Chapter 3

Calculation of the transition

density

We want to determine the transition density of the square root process,

that we define as the unique strong solution of the SDE

dXt = (bXt + c)dt+
√

2aXtdWt, X0 = x̄ > 0 (3.1)

with a > 0, b, c ∈ R, W standard Brownian motion.

We report a calculation shown by Dufresne in [5], in which he take b 6= 0,

c > 0.

We will see how Dufresne obtain the transition density of the process by com-

puting the moments of Xt as solutions of a sequence of ordinary equations.

These moments allow the determination of the moment generating function

(MGF) and so of the density of the process.

3.1 Calculations of the moments of Xt

We want to compute the moments of Xt, that are mk(t) = E[Xk
t ], k ≥ 1.

Dufresne takes α = b, β = c and γ =
√

2a in (3.1): this notation is more

convenient for the following calculations, so we will use it.

27
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Let’s apply Ito’s formula to

dXt = (αXt + β)dt+ γ
√
XtdWt, X0 = x̄ > 0 (3.2)

with f(x) = xk,

We find

dXk =
(
kXk−1(αX + β) + k(k − 1)Xk−2(

1

2
γ2X)

)
dt+

(
(kXk−1)γ

√
X
)
dWt =

(akX
k + bkX

k−1)dt+ γkXk− 1
2dWt,

(3.3)

with

ak = αk, bk = βk +
1

2
γ2k(k − 1). (3.4)

We can write (3.3) as

Xk
t = x̄k +

∫ t

0

(akX
k
s + bkX

k−1
s )ds+

∫ t

0

γkX
k− 1

2
s dWs. (3.5)

We observe that b(x) = αx+β and σ(x) = γ
√
x in (3.1) are linear, therefore

for all p ≥ 1 we have

E

[
sup

0≤t≤T
|Xt|p

]
<∞.

Consequently, Xk
t ∈ L2 ∀k ≤ 0, so the Ito integral above has expected value

0.

Therefore, taking the expected value of each side of (3.5), if we put mk(t) =

E[Xk
t ] for k ≥ 1 we find

mk(t) = x̄k +

∫ t

0

(akmk(s) + bkmk−1(s))ds.

Differentiating with respect to t we obtain

m′k(t) = akmk(t) + bkmk−1(t), k ≥ 1, t > 0 (3.6)

(since α0 = β0 = 0) with initial condition

mk(0) = x̄k. (3.7)

We will solve this sequence of equations recursively, finding E[Xk
t ] for all

k ≥ 1.
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Theorem 3.1.1. Let a0 = 0, and suppose that the numbers {a0, a1, . . . , aK}
are distincts. Then the solution of (3.6) with initial condition (3.7) and with

m0(t) = 1 is given by

mk(t) =
k∑
j=0

dkje
ajt, k = 1, . . . K, (3.8)

where

dkj =

j∑
i=0

x̄i

(
k∏

m=i+1

bm

)
k∏

h=i,h 6=j

1

aj − ah
, j = 0, . . . , k (3.9)

Proof. First of all, we want to prove that for all k ≥ 0 we obtain mk(t) as a

linear combination of eart, with r ≤ k: we will demonstrate by induction on

k that we can write

mk(t) =
k∑
j=0

dkje
ajt (3.10)

as in (3.8) (when the coefficients dkj are still unknown).

We see that this is true for k = 0, m0(t) = 1.

We take k = 1, we multiply on the left and on the right of (3.6) by e−a1t and

so we differentiate: we find

e−a1tm′1(t) = a1e
−a1tm1(t) + b1e

−a1tm1(t),

and so ∫ t

0

e−a1sm′1(s)ds = a1

∫ t

0

e−a1sm1(s)ds+ b1

∫ t

0

e−a1sds. (3.11)

Moreover, we observe that∫ t

0

e−a1sm′1(s)ds =
[
e−a1sm1(s)

]t
0

+ a1

∫ t

0

e−a1sm1(s)ds =

e−a1tm1(t)− x̄+ a1

∫ t

0

e−a1sm1(s)ds.

(3.12)

Therefore, comparing (3.11) and (3.12) we see that

e−a1tm1(t) = x̄+ b1

∫ t

0

e−a1sds,
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and therefore that

m1(t) = ea1tx̄+ b1e
a1t

∫ t

0

e−a1sds = ea1tx̄+ b1
ea1t − 1

a1

= − b1

a1

+ (
b1

a1

+ x̄)ea1t.

Consequently, (3.8) is valid for k = 0 and for k = 1.

We assume that it is true for j = 0, 1, . . . , k−1; in this case, mk(t) will be the

solution of an inhomogeneous ordinary differential equation with a forcing

term equal to a combination of exponentials:

m′k(t)− akmk(t) =
k−1∑
j=0

Cje
ajt. (3.13)

Multiplying by e−akt an then integrating, we obtain

mk(t) =x̄keakt + eakt
∫ t

0

e−aks
k−1∑
j=0

Cje
ajsds =

x̄keakt + eakt
k−1∑
j=0

Cj

∫ t

0

e(aj−ak)sds =

x̄keakt + eakt
k−1∑
j=0

Cj
aj − ak

(e(aj−ak)t − 1) =

x̄keakt +
k−1∑
j=0

Cj
aj − ak

(eajt − eakt).

(3.14)

There are no problems at the denominator because the numbers {a0, . . . , aK}
are distinct; therefore, we can say that mk(t) has the form

dk0 + dk1e
a1t + . . .+ dkke

akt. (3.15)

We have proved by induction that this is true for k = 0, . . . , K, as we wanted.

Now, we want to see that the terms dkj are as in (3.9).

We insert (3.8) in (3.6), and we obtain

k∑
j=0

ajdkje
ajt =

k∑
j=0

akdkje
ajt +

k−1∑
j=0

bkdk−1,je
ajt,
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which implies

dkj =
bk

aj − ak
dk−1,j =

bk
aj − ak

. . .
bj+1

aj − aj+1

djj, 0 ≤ j ≤ k. (3.16)

Now we consider mk(t, x̄) as a function of the initial point x̄, and we observe

that mk(t) is a polynomial of degree k in x̄.

mk(t) is of the form (3.15), so dkj can not be a polynomial of degree bigger

than k in x̄, but from (3.16) we know that it has degree equal to j, since it

is a constant multiplied by djj.

Therefore, we can write it as

dkj =

j∑
i=0

dk,j,ix̄
i.

We know from (3.16) that

dk,j,i =
bk

aj − ak
dk−1,j,i =

bk
aj − ak

. . .
bj+1

aj − aj+1

dj,j,i, 0 ≤ i ≤ j ≤ k.

We also know that dk,k,k = 1, since the leading coefficient of mk(t) as a

polynomial in x̄ is eakt. The missing constants are dk,k,i, with i < k, k ≥ 1.

The problem is thus the same for every power of x̄: for all i = 0, 1, . . . , we

have

di,i,i = 1

dk,j,i =
bk

aj − ak
dk−1,j,i, i ≤ j ≤ k

k∑
j=i

dk,j,i = 0, i ≤ k.

(3.17)

The third equality comes from the initial condition mk(0) = x̄k:

x̄k = mk(0) =
k∑
j=0

dkj =
k∑
j=0

j∑
i=0

dk,j,ix̄
i =

k∑
i=0

k∑
j=i

dk,j,ix̄
i =

k−1∑
i=0

k∑
j=i

dk,j,ix̄
i+x̄k,

therefore
∑k

j=i dkji = 0.

We want to prove by induction that

dk,j,i =

(
k∏

m=i+1

bm

)
k∏

h=i,h 6=j

1

aj − ah
, i ≤ j ≤ k. (3.18)
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If we do this, we demonstrate the equality (3.9) (since dkj =
∑j

i=0 dk,j,ix̄
i).

First of all, we prove this for {dk,j,0, 0 ≤ j ≤ k}, then we will apply the same

method to find dk,j,i when i 6= 0.

We use the following

Lemma 3.1.2.
k∑
j=0

k∏
h=0,h6=j

1

aj − ah
= 0, (3.19)

where a− 1, . . . , ak are all distinct.

Proof. We prove this equation by exploiting Lagrange’s formula for partial

fractions decomposition of a rational functions, that is

P (x)

Q(x)
=

k∑
j=0

1

x− aj
P (aj)

Q′(aj)
,

where P is a polynomial with degree less or equal to k, an Q is a polynomial

with k + 1 zeros {a0, . . . , ak}, all distinct.

If we take

Q(x) =
k∏
j=0

(x− aj), P (x) =
y − x
Q(y)

,

we find that

P (x) =
P (x)

Q(x)
Q(x) =

k∑
j=0

y − aj
(x− aj)Q(y)Q′(ay)

Q(x)

Letting y → x yields

0 = P (y) =
k∑
j=0

1

Q′(ay)
=

k∑
j=0

k∏
h=0,h6=j

1

aj − ah
,

as we wanted.

Now, from the first and the third equalities of (3.17) we obtain

dk,0,0 =

(
k∏

m=1

bm

)
k∏

h=0,h 6=0

1

a0 − ah
, k ≥ 1.
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Moreover, d1,1,0 = −d1,0,0 = b1
(a1−a0)

(we obtain the first equality from
∑k

j=i dk,j,i =

0 in (3.17)) hence

dk,1,0 =
bk · · · b2

(a1 − ak) · · · (a1 − a2)
d1,1,0 =

(
k∏

m=1

bm

)
k∏

h=0,h6=1

1

a1 − ah
, k ≥ 1.

We have seen that (3.18) is true for k ≥ 0, j = 0, 1, i = 0.

For some integer J > 0 suppose that

dk,j,0 =

(
k∏

m=1

bm

)
k∏

h=0,h 6=j

1

aj − ah
k ≥ j, j = 0, . . . , J − 1. (3.20)

We obtain from the third equality of (3.17) that
∑J

j=0 dJ,j,0 = 0, hence

dJ,J,0 = −
J−1∑
j=0

dJ,j,0 = −
J−1∑
j=0

{(
J∏

m=1

bm

)
J∏

h=0,h 6=j

1

aj − ah

}
=

−

(
J∏

m=1

bm

)(
J−1∑
j=0

J−1∏
h=0,h6=j

1

aj − ah
−

J−1∏
h=0

1

aJ − ah

)
=(

J∏
m=1

bm

)
J∏

h=0,h6=J

1

aJ − ah
,

since the (3.19) implies

J−1∑
j=0

J−1∏
h=0,h6=j

1

aj − ah
= 0.

Consequently, for k > J we obtain

dk,J,0 =
bk · · · bJ+1

(aJ − ak) · · · (aJ − aJ+1)
dJ,J,0 =

(
k∏

m=1

bm

)
k∏

h=0,h6=J

1

aJ − ah
. (3.21)

Thus, we have seen by induction that (3.18) is true for all 0 ≤ j ≤ k, for

i = 0. Now we want to prove that it is true for all i ≤ j.

To do it, we repeat more or less the previous passages, replacing k with k+ i

j with j + i.

We want to show that

dk+i,j+i,i =

(
k+i∏

m=i+1

bm

)
k+i∏

h=i,h 6=j+i

1

aj+i − ah
, j ≤ k, i ≥ 0. (3.22)
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Let’s see that it is true for j = 0, 1.

dk+i,i,i =

(
k+i∏

m=i+1

bm

)
k∏

h=i,h 6=i

1

ai − ah
, k ≥ 1, i ≥ 0.

Moreover, di+1,i+1,i = −di+1,i,i = bi+1

(ai+1−ai) , therefore

dk+i,i+1,i =
bk+ibk+i+1 · · · bi+2

(ai+1 − ak+i) · · · (ai+1 − ai+2)
di+1,i+1,i =(

k+i∏
m=i+1

bm

)
k+i∏

h=i,h 6=i+1

1

ai+1 − ah
, k ≥ 1, i ≥ 0.

Let’s follow the previous passages, and let’s suppose for some integer J that

dk+i,j+i,i =

(
k+i∏

m=i+1

bm

)
k+i∏

h=i,h 6=j+i

1

aj+i − ah
k ≥ j, i ≥ 0, j = 0, . . . , J − 1.

We see that

dJ+i,J+i,i = −
J−1∑
j=0

dJ+i,j+i,i =

(
J+i∏

m=i+1

bm

)
J+i∏

h=0,h6=J+i

1

aJ+i − ah
,

and so that

dk+j,J+i,i =
bk+i · · · bi+J+1

(aJ+i − ak+i) · · · (aJ+i − aJ+i+1)
dJ+i,J+i,i =

(
k+i∏

m=i+1

bm

)
k+i∏

h=i,h 6=J+i

1

aJ+i − ah
,

as we wanted.

Thus, we have shown the following equality for j ≥ k, k ≥ 1, i ≥ 0:

dk+i,j+i,i =

(
k+i∏

m=i+1

bm

)
k+i∏

h=i,h 6=j+i

1

aj+i − ah
.

Now we return to k and j, with k ≥ j ≥ i, and we obtain

dk,j,i =

(
k∏

m=i+1

bm

)
k∏

h=i,h 6=j

1

aj − ah
, i ≤ j ≤ k.

Therefore, we have proved the Theorem.
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Now we see another way to writing the moments of Xt, that will be useful

to compute the MGF of the process itself.

Theorem 3.1.3. Suppose α 6= 0; if Xt satisfies (3.1) then its moments are

E[Xk
t ] =

k∑
j=0

θkje
ajt, k = 0, 1, . . . (3.23)

where

θkj =

j∑
i=0

x̄i
k!(−1)k−jūk−i

i!(j − i)!(k − j)!
(v̄)k
(v̄)i

, 0 ≤ j ≤ k

ū =
γ2

2α
, v̄ =

2β

γ2

(y)k =
(y + k − 1)!

(y − 1)!
, k ≥ 0.

Proof. We know that

E[Xk
t ] =

k∑
j=0

dkje
ajt, k = 1, . . . K,

with

dkj =

j∑
i=0

x̄i

(
k∏

m=i+1

bm

)
k∏

h=i,h 6=j

1

aj − al
, j = 0, . . . , k.

Thus, we want to see that θkj = dkj.

First of all, bm = βm+ 1
2
γ2m(m− 1), so

k∏
m=1

bm =
k∏

m=1

m
(
β +

1

2
γ2m− γ2

2

)
=

k!
(
β +

γ2

2
k − γ2

2

)(
β +

γ2

2
(k − 1)− γ2

2

)
· · ·
(
β +

γ2

2

)
β =

k!
(γ2

2

)k(2β

γ2
+ k − 1

)(2β

γ2
+ k − 2

)
· · ·
(2β

γ2
+ 1
)(2β

γ2

)
=

k!
(γ2

2

)k(2β

γ2

)
k

=

k!
(γ2

2

)k
(v̄)k.
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Consequently, we have

k∏
m=1

bm = k!
(γ2

2

)k
(v̄)k. (3.24)

Moreover,

k∏
h=i,h 6=j

(aj − ah) = ak−i
j−1∏
h=i

(j − h)
k∏

h=j+1

(j − h) = (−1)k−jαk−i(j − i)!(k − j)!

hence

dkj =

j∑
i=0

x̄i
( k∏
m=i+1

bm

)( k∏
h=i,h 6=j

1

aj − ah

)
=

j∑
i=0

x̄i

(∏k
m=1 bm

)
(∏i

m=1 bm

)(∏k
h=i,h 6=j(aj − ah)

) =

j∑
i=0

x̄i
k!(−1)k−j( γ

2

2α
)k−i(v̄)k

i!(j − i)!(k − j)!(v̄)i
=

j∑
i=0

x̄i
k!(−1)k−jūk−i

i!(j − i)!(k − j)!
(v̄)k
(v̄)i

3.2 Calculation of the MGF

We want to compute the moment generating function of Xt, that is

E[esXt ] =E

[ ∞∑
k=0

(sXt)
k

k!

]
=
∞∑
k=0

sk

k!
E[Xk

t ] =

∞∑
k=0

sk

k!

k∑
j=0

eajt
j∑
i=0

x̄i
k!(−1)k−jūk−i

i!(j − i)!(k − j)!
(v̄)k
(v̄)i

.

(3.25)

We will evaluate this sum summing first over k, then over j and finally over

i. To do it, we have to see that this sum converges; we will do it later.
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We will use the formula

(1− y)−c =
∞∑
n=0

(c)n
yn

n!
, c ∈ R, |y| < 1. (3.26)

The equality (3.26) is valid because

∞∑
n=0

(c)n
yn

n!
=
∞∑
n=0

(c+ n− 1)!

(c− 1)!

yn

n!
=
∞∑
n=0

(
c+ n− 1

n

)
yn,

which is the expansion on Taylor series of (1− y)−c for |y| < 1.

We will apply this formula to

∞∑
k=j

(−sū)k−j

(k − j)!
(v̄ + j)k−j =

∞∑
n=0

(−sū)n

n!
(v̄ + j)n = (1 + sū)−v̄−j

if |su| < 1, and thus if |s| < 1/|u|, and to

∞∑
j=i

(v̄ + i)j−i
(j − i)!

(
sūeαt

1 + sū

)j−i
=

(
1− sūeαt

1 + sū

)−v̄−i
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if
∣∣ sūeαt

1+sū

∣∣ < 1 and thus if |s| < 1
ū(eαt−1)

.

Hence, if |s| < 1
ū(eαt−1)

we obtain

∞∑
i=0

∞∑
j=i

∞∑
k=j

sk
x̄ieajtk!(−1)k−jūk−i(v̄)k
k!i!(j − i)!(k − j)!(v̄)i

=

∞∑
i=0

∞∑
j=i

x̄i
eαjtsjūj−i(v̄)j
i!(j − i)!(v̄)i

∞∑
k=j

(−su)k−j

(k − j)!
(v̄ + j)k−j =

∞∑
i=0

∞∑
j=i

x̄i
eαjtsjūj−i(v̄)j
i!(j − i)!(v̄)i

(1 + sū)−v̄−j =

∞∑
i=0

x̄isieαit

i!
(1 + sū)−v̄−i

∞∑
j=i

(v̄ + i)j−i
(j − i)!

(
sūeαt

1 + sū

)j−i
=

∞∑
i=0

x̄isieαit

i!
(1 + sū)−v̄−i

(
1− sūeαt

1 + sū

)−v̄−i
=

∞∑
i=0

x̄isieαit

i!
(1− sū(eαt − 1))−v̄−i =

(
1− sū(eαt − 1)

)−v̄ ∞∑
i=0

(
sx̄eαt

1− sū(eαt − 1)

)i
1

i!
=

(
1− sū(eαt − 1)

)−v̄
exp

{
sx̄eαt

1− sū(eαt − 1)

}

(3.27)

Therefore, we have shown that (if the sum in (3.25) converges) for |s| <
1

ū(eαt−1)
we have

E[esXt ] =
(

1− sū(eαt − 1)
)−v̄

exp

{
sx̄eαt

1− sū(eαt − 1)

}
, (3.28)

Now we want to see that (3.25) converges.

We have summed the terms

cijk = sk
x̄ieajt(−1)k−jūk−i(v̄)k
i!(j − i)!(k − j)!(v̄)i

, 0 ≤ i ≤ j ≤ k <∞,

and the passages that we have just seen show that∑
0≤i≤j≤k<∞

|cijk| =
(

1− sū(1 + eαt)
)−v̄

exp

{
sx̄eαt

1− sū(1 + eαt)

}
.
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for |s| < 1
ū(eαt+1)

.

Actually, the only difference here is that taking the absolut value the term

(−1)k−j vanishes, and so we have

∞∑
k=j

(sū)k−j

(k − j)!
(v̄ + j)k−j = (1− sū)−v̄−j

if |su| < 1 and then if |s| < 1/|u| and

∞∑
j=i

(v̄ + i)j−i
(j − i)!

(
sūeαt

1− sū

)j−i
=

(
1− sūeαt

1− sū

)−v̄−i

if
∣∣ sūeαt

1−sū

∣∣ < 1 and then if |s| < 1
ū(eαt+1)

.

Hence, if |s| < 1
ū(eαt+1)

we obtain that:

• the sum (3.25) is convergent;

• the order of summation of the ci,j,k is irrelevant;

• the result is an analytic function of s, at least for |s| < 1
ū(eαt+1)

.

Expression (3.28) is therefore correct for s < 1
ū(eαt−1)

, by analytic con-

tinuation: we can see the functionG(s) =
(

1−sū(eαt−1)
)−v̄

exp

{
sx̄eαt

1−sū(eαt−1)

}
as the analytic continuation of E[esXt ] in {s < 1

ū(eαt−1)
}, because G(s) =

E[esXt ] in {|s| < 1
ū(eαt+1)

} and G(s) is an analytic function defined in

{s < 1
ū(eαt−1)

}.

Now, let’s see that if we put

µt =
γ2

2

(
eαt − 1

α

)
= ū(eαt−1), λt =

2αx̄

γ2(1− e−αt)
, φ(s) = (1−sµt)−1,

we have

E[esXt ] = φ(s)v̄exp{λt(φ(s)− 1)}. (3.29)

Actually,

µtλt =
x̄(eαt − 1)

1− e−αt
=

x̄(eαt − 1)

e−αt(eαt − 1)
= x̄eαt,
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so

λt(φ(s)− 1) =
sµtλt

1− sµt
=

sx̄eαt

1− sū(eαt − 1)
.

Therefore, we have found that the MGF of the square root process is

E[esXt ] = φ(s)v̄exp{λt(φ(s)− 1)}.

Now, we note that:

• if v̄ > 0, φ(s)v̄ is the MGF of a random variable with Gamma distribu-

tion of parameters (v̄, 1/µt): we know that the MGF of Y ∼ Γ(α, λ) is

ψ(s) =
(

λ
λ−s

)α
, hence the MGF of a random variable Z ′ ∼ Γ(v̄, 1/µt)

is ( 1/µt
1/µt − s

)v̄
=
( 1

1− sµt

)v̄
= φ(s)v̄.

• exp{λ(φ(s)−1)} is the MGF of a compound Poisson/Exponential, that

is a random variable

Z ′′ =
N∑
i=1

Ui,

where N ∼ Poisson(λt), Ui ∼ Exp(1/µt).

The MGF of the sum of two independent random variables is the product

of the two MGFs, therefore we can give the following result:

Proposition 3.2.1. The distribution of Xt is the distribution of the sum of

two independent random variables X ′t and X ′′t , where

X ′t ∼ Γ(v̄, 1/µt), X ′′t =
N∑
i=1

Ui,

with N ∼ Poisson(λt), Ui ∼ Exp(1/µt).

Therefore, the distribution of Xt is the convolution of the distributions of X ′t

and X ′′t .

We underline that we have asked that v̄ = 2β
γ2 is positive: therefore, it is

here that we ask β = c > 0.

If β = c is negative, the expression of the MGF is the same, but we can not

say that is the sum of the two variables, one Gamma and the other compound

Poisson/Exponential.
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3.3 Calculation of the density

Now we want to compute the density of Xt = X ′t+X ′′t , from the densities

of X ′t and X ′′t .

We indicate with

fα,λ(x) =

{
λα

Γ(α)
xα−1e−λx x > 0

0 x ≤ 0

the density of a Gamma variable with parameters (α, λ).

Therefore, X ′t has density

fX′t(x) = fv̄,1/µt(x)

whereas X ′′t has density

fX′′t (x) =
∞∑
n=0

P (N = n)fn,1/µt(x) =
∞∑
n=0

e−λt
λnt
n!
fn,1/µt(x),

since N ∼ Poisson(λt) and so P (N = n) = e−λt
λnt
n!

.

Hence, if we call fXt(x) the density of Xt, we obtain

fXt(x) =(fX′t ∗ fX′′t )(y) =
(
fv̄,1/µt ∗

∞∑
n=0

e−λt
λnt
n!
fn,1/µt

)
(x) =

∞∑
n=0

e−λt
λnt
n!

(fv̄,1/µt ∗ fn,1/µt)(x) =

∞∑
n=0

e−λt
λnt
n!
fv̄+n,1/µt(x).

Consequently,

fXt(x) =
∞∑
n=0

e−λt
λnt
n!
fv̄+n,1/µt(x). (3.30)

To simplify the calculations, we put Ut = Xt/µt: we know that (see [11])

if Y is a random variable with density f and F ∈ C1(R) is a monotonically

increasing function, then the stochastic variable Z = F (Y ) has density

g(x) = f(G(x))G′(x),
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where G is the inverse function of F .

In our case, we have that if Z is a Gamma variable with parameters (v̄ +

n, 1/µ), if we put F (y) = y/µ we obtain

fF (Z) =
(1/µ)v̄+n

Γ(v̄ + n)
(µy)v̄+n−1e−

µy
µ µ =

1

Γ(v̄ + n)
yv̄+n−1e−y,

and then F (Z) has Gamma distribution of parameters (v̄ + n, 1).

Therefore, if we put Ut = Xt/µt, the density of Ut will be

fUt(x) =
∞∑
n=0

e−λt
λnt
n!
fv̄+n,1(x) =

∞∑
n=0

e−λt
λnt
n!

xv̄+n−1

Γ(v̄ + n)
e−x1{x>0} =

(
x

λt

) v̄−1
2

e−λt−x
∞∑
n=0

(
√
λtx)v̄−1+2n

n!Γ(v̄ + n)
1{x>0} =

(
x

λt

) v̄−1
2

e−λt−xIv̄−1(2
√
λtx)1{x>0},

where

Iν(z) =
∞∑
n=0

(z/2)ν+2n

n!Γ(n+ ν + 1)
,

is the modified Bessel function of the first kind.

The density of Xt therefore is

fXt(x) =
1

µt

(
x

µtλt

) v̄−1
2

e
−λt− x

µt Iv̄−1

(
2

√
λt
µt
x

)
=

1

µt

(
xe−αt

x̄

) v̄−1
2

e
−λt− x

µt Iv̄−1

(
4α

γ2(eαt − 1)

√
x̄xeαt

)
,

where the last equality comes from µt = γ2

2α
(eαt − 1), λt = 2α

γ2
x̄

1−e−αt ,

µtλt = eαtx̄,
λt
µt

=

(
2α

γ2

)2
x̄eαt

(eαt − 1)2
.

Thus, we have proved that

fXt(x) =
1

µt

(
xe−αt

x̄

) v̄−1
2

e
−λt− x

µt Iv̄−1

(
4α

γ2(eαt − 1)

√
x̄xeαt

)
.
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Using Feller’s notation, and so putting a = γ2

2
, b = α, c = β, x̄ = x̄, we

find

µt =
a

b
(ebt − 1), λt =

bx̄

a(1− e−bt)
, v̄ =

2β

γ2
=
c

a
.

Therefore, calling p2(t, x, x̄) the density fXt(x) of Xt, we have

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

This is the transition density of the square root process.

3.4 Non-central chi-squared distribution

It is well known that the density of a random variable with non-central chi-

square distribution with k degrees of freedom and non-centrality parameter

λ is

fk,λ(x) =
1

2
e−

x+λ
2

(x
λ

) k
4
− 1

2
I k

2
−1(
√
λx).

One can immediately note that this is the same form of the transition density

p2, for c > 0; actually, if we take λ′ = 2x̄bebt

a(ebt−1)
and k′ = 2c

a
, we have that

fk′,λ′

(
2bx

a(ebt − 1)

)
=

1

2
exp

{
− bx

a(ebt − 1)
− x̄bebt

a(ebt − 1)

}( x

x̄ebt

) c
2a
− 1

2
Ic/a−1

(√
4b2xx̄ebt

a2(e2(bt−1))

)
=

exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
=

a(ebt − 1)

2b
p2(t, x, x̄).

Consequently, for c > 0

P (Xt < z|X0 = x̄) =

∫ z

0

p2(t, x, x̄)dx =
2b

a(ebt − 1)

∫ z

0

fk′,λ′

(
2bx

a(ebt − 1)

)
dx =∫ y

0

fk′,λ′(x)dx
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with y = 2bz
a(ebt−1)

.

Therefore we have

F

(
2bz

a(ebt − 1)
,
2c

a
,

2x̄bebt

a(ebt − 1)

)
,

where F (z, k, λ) is the well known cumulative distribution function for the

non-central chi-square distribution with k degrees of freedom and the non-

centrality parameter k.
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Calculation of the derivative

Now we take the transition density

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

and we compute the derivative.

Let’s write p2 as a function of x only, p2(x) = F (x)G(x), where

F (x) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

and

G(x) =Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
=

∞∑
n=0

1

n!Γ(n+ c/a)

(
b

a(1− e−bt)
√
e−btx̄

)2n+c/a−1

xn+ c
2a
− 1

2 .

Let us derive F (x) and then G(x):

F ′(x) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a
(

b

a(1− ebt)
+
c/(2a)− 1/2

x

)
and

G′(x) =
∞∑
n=0

(
n+ c/(2a)− 1/2

x

)
1

n!Γ(n+ c/a)

(
b

a(1− e−bt)
√
e−btx̄

)2n+c/a−1

xn+ c
2a
− 1

2 .
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Therefore, we have that

p′2(x) =

F (x)G′(x) + F ′(x)G(x) =

b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

·(
∞∑
n=0

(
n+ c/(2a)− 1/2

x

)
1

n!Γ(n+ c/a)

(
b

a(1− e−bt)
√
e−btx̄

)2n+c/a−1

xn+ c
2a
− 1

2 +

∞∑
n=0

(
b

a(1− ebt)
+
c/(2a)− 1/2

x

)
1

n!Γ(n+ c/a)

(
b

a(1− e−bt)
√
e−btx̄

)2n+c/a−1

xn+ c
2a
− 1

2

)
=

b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

·

∞∑
n=0

((
b

a(1− ebt)
+
n+ c/a− 1

x

)
1

n!Γ(n+ c/a)

(
b

a(1− e−bt)
√
e−btx̄

)2n+c/a−1

xn+ c
2a
− 1

2

)
.

Therefore, we have seen that the derivative of the transition density with

respect to x is

∂xp2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

·

∞∑
n=0

((
b

a(1− ebt)
+
n+ c/a− 1

x

)
1

n!Γ(n+ c/a)

(
b

a(1− e−bt)
√
e−btx̄

)2n+c/a−1

xn+ c
2a
− 1

2

)
.

We can notice that it differs from the expression of the transition density

itself only for the term
(

b
a(1−ebt) + n+c/a−1

x

)
in the sum.
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Behaviour for large values of x

We want to study the behaviour of the density

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
for large values of x.

Obviously we expected that the limit of p2(t, x, x̄) for x → ∞ will be zero,

but we want to verify this and to see with which rate p2(t, x, x̄) tends to zero.

We give the following fundamental result about the behaviour of the modified

Bessel function of the first kind Iν(z) for large values of z (see for example

pp 355 of [1]).

Lemma 5.0.1. The modified Bessel function of the first kind

Iν(z) =
∞∑
n=0

(z/2)ν+2n

n!Γ(n+ ν + 1)

has an asymptotic expansion for large values of z

Iν(z) ∼ ez√
2πz

(
1 +

µ− 1

8z
+

(µ− 1)(µ− 9)

2!(8z)2
− (µ− 1)(µ− 9)(µ− 24)

3!(8z)3
+ . . .

)
Now, we can find the following result:

Theorem 5.0.2. The transition density p2(t, x, x̄) has the following asymp-

totic expansion for large values of x:

p2(t, x, x̄) ∼ x
c

2a
− 3

4 exp

{
b

a(ebt − 1)

(
−x+ 2

√
ebtx̄
√
x
)}

(5.1)
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Proof. We demonstrate the Theorem by exploiting the previous result, and

by an easy calculation:

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
∼

x
c−a
2a exp

{
− bx

a(ebt − 1)

}
exp

{
2b

a(1− e−bt)
√
e−btxx̄

}(
4πb

a(1− e−bt)
√
e−btx̄

√
x

)−1/2

∼

x
c

2a
− 3

4 exp

{
b

a(ebt − 1)

(
−x+ 2

√
ebtx̄
√
x
)}

We can also write

p2(t, x, x̄) ∼ x
c

2a
− 3

4 exp

{
− b

a(ebt − 1)

√
x
(√

x− 2
√
ebtx̄

)}
.

Consequently, we can say that the transition density p2(t, x, x̄) tends to zero

when x→∞ faster than a negative exponential of the square root of x, and

slower then a negative exponential of x.

There is also a term x
c

2a
− 3

4 , that obviously tends to zero if c < 3
2

and goes to

infinity if c > 3
2
, but however it is dominated by the exponential.

Therefore, an important result that we find is the following:

Corollary 5.0.3. For all n ∈ N

lim
x→∞

xnp2(t, x, x̄) = 0.

Now, looking (5.1), we want to study how the parameters a, b, c, x̄ and

t influence the convergence of p2 at zero for x→∞:

• the leading term is obviously the exponential, hence we can say that c

does not affect so much p2 for large values of x: this is not surprising,

because for large values of x the drift bx + c is much more affected by

b;

• the leading term of the exponential is − b
a(ebt−1)

x, therefore we can say

that when a, b and t are big the density tends to zero slower. In
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particular, b and t appear in this term with an exponential e−bt, so

they affect in a marked way the convergence of p2.

Actually, this is reasonable, because it is more probable that the process

reaches big values when it is passed a lot of time, and if the drift is

high it will push the process in regions {x >> 0}.

• x̄ appears in a square root in the term that multiply the square root

of x, so when it is big the density tends to zero less quickly. This does

not surprise ourselves, because it is the starting point, and it is quite

obvious that there is an higher probability that a process will be in a

region far from the origin if it starts from a point far from the origin.

However, we see that it do not affect too much the behaviour of the

density, because it is not in the leading term.

Therefore, we have seen that for large values of x the parameters that mainly

affect the behaviour of the density are b and the time t, more then the starting

point.

5.1 Behaviour of the derivative

We can also examine the behaviour of the derivative:

∂p2(t, x, x̄)

∂x
∼ ∂

∂x

(
x

c
2a
− 3

4 exp

{
b

a(ebt − 1)

(
−x+ 2

√
ebtx̄
√
x
)})

=

exp

{
b

a(ebt − 1)

(
−x+ 2

√
ebtx̄
√
x
)}[(

−3

4
+
c

a

)
x

c
2a
− 7

4 +

b

a(ebt − 1)

(√
x̄ebtx

c
2a
− 5

4 − x
c

2a
− 3

4

)]
∼

exp

{
b

a(ebt − 1)

(
−x+ 2

√
ebtx̄
√
x
)}(

x
c

2a
− 7

4 + x
c

2a
− 5

4 − x
c

2a
− 3

4

)
Therefore, we can say that for all n ∈ N

lim
x→∞

∂

∂x
(xnp2(t, x, x̄)) = 0.
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5.2 Behaviour of the MGF

We remind that Dufresne has found the expression of the MGF of the

process E[esXt ] when s < b
a(ebt−1)

, that is for the values of s for which the

sum
∑∞

k=0
sk

k!
E[Xk

t ] = E[esXt ] converges.

Now, we see that our result on the asymptotic behaviour of the transition

density is exactly in accordance with the calculation of Dufresne: if we give

a look to

E[esXt ] =

∫ ∞
0

esxp2(t, x, x̄)dx,

we see that esxp2(t, x, x̄) has an asymptotic expansion

esxp2(t, x, x̄) ∼x
c

2a
− 3

4 exp

{
b

a(ebt − 1)

(
−x+ 2

√
ebtx̄
√
x
)

+ sx

}
=

x
c

2a
− 3

4 exp

{
x

(
s− b

a(ebt − 1)

)
+

2b
√
ebtx̄

a(ebt − 1)

√
x

}
,

that tends to zero if and only if s < b
a(ebt−1)

.

Finally, we notice that the asymptotic behaviour of p2(t, x, x̄) does not de-

pend by the index of the Bessel function, so we obtain the same results for

p1, that is identical to p2 except that for the index of the Bessel function

itself.



Chapter 6

Transition density and

defective density

We have seen how Feller finds the unique fundamental solution of the

forward Kolmogorov equation associated to the SDE (1.1) in the case c ≤ 0,

and we have proved that it is

p1(t, x̄, x) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

We emphasize that we do not know a priori if this is the transition density

of the square root process.

In the case c > 0, instead, we do know the transition density of the process:

as we have already seen, with the calculation proposed by Dufresne, it is

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

6.1 Feller’s results for c > 0

Now we give an overview of the results found by Feller on the fundamental

solutions of (1.3) in the case c > 0.

We return to the point in which Feller finds that the Laplace transform of a

51
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fundamental solution of (2.4) must be of the form

ω(t, s, x̄) =

(
b

as(ebt − 1) + b

)c/a
exp

{
−x̄sbebt

sa(ebt − 1) + b

}
+∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b

)c/a
,

(6.1)

where f(t) = − limx→0

(
∂x
(
axu(t, x)

)
+ (bx + c)u(t, x)

)
is the flux at the

origin. We have found (6.1) as solution of the problem∂tω(t, s) + s(as− b)∂sω(t, s, x̄) = −csω(t, s, x̄) + f(t),

ω(0, s) = e−sx̄.
(6.2)

As we have already seen, Feller proves that for c ≤ 0 the flux has to satisfy

equation (2.11), that has unique solution; he solves this equation, he find

therefore the Laplace transform of the solution and he invert it.

On the other hand, when c is positive Feller distinguishes two cases: 0 < c < a

and c ≥ a.

We have the following situation:

• when 0 < c < a there are two solutions ω1 and ω2 of problem (6.7) that

are Laplace transforms of a fundamental solution of (1.3), and they

correspond to f 6= 0 and f = 0 respectively. If f 6= 0, f has to satisfy

(2.11), as in the case c ≤ 0 (and so we know that is f < 0). Hence,

the inverse of ω1 will be obviously the fundamental solution found for

c ≤ 0, that is p1(t, x, x̄).

• When c ≥ a, there is as unique solution of (6.7) that is a Laplace

transform of a fundamental solution of (1.3), and correspond to f = 0:

it is ω2.

When f = 0 the Laplace transform of the corresponding fundamental solu-

tion of (1.3) is

ω2(t, s, x̄) =

(
b

as(ebt − 1) + b

)c/a
exp

{
−sx̄bebt

sa(ebt − 1) + b

}
, (6.3)
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as we can easily check by putting f = 0 in (6.9), but Feller does not invert

it.

We can see that ω2 is the Laplace transform of the transition density of

the square root process, that is p2. We can directly see this by integrating p2

multiplied by e−sx, but we can also considerate that as we have seen Dufresne

finds that

E[esXt ] =

∫ ∞
0

esxp2(t, x, x̄)dx =
(

1− sū(eαt − 1)
)−v̄

exp

{
sx̄eαt

1− sū(eαt − 1)

}
,

with α = b, ū = a
b
, v̄ = c

a
, when |s| < 1

ū(eαt−1)
= b

a(ebt−1)

Therefore, we find∫ ∞
0

esxp2(t, x, x̄)dx =
(
− sa

b
(ebt − 1)

)−c/a
exp

{
sx̄ebt

1− sa
b
(ebt − 1)

}
=(

b

−as(ebt − 1) + b

)c/a
exp

{
sx̄bebt

−as(ebt − 1) + b

}
.

Consequently, changing the sign of s we have

ω(t, s, x̄) =

∫ ∞
0

e−sxp2(t, x̄, x)dx =(
b

as(ebt − 1) + b

)c/a
exp

{
−sx̄bebt

sa(ebt − 1) + b

}
,

therefore we have ω(t, s, x̄) = ω2(t, s, x̄).

Hence, the transition density found with Dufresne’s calculation is the funda-

mental solution of (2.4) with Laplace transform ω2(t, s, x̄), and so it is the

fundamental solution that corresponds to f = 0.

Or, to say this in another way: when the flux at the origin is zero (and it can

be zero only for c > 0) the fundamental solution of the forward Kolmogorov

equation (2.4) is also the transition density of the process, and it has the

form

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
.
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6.2 A relation between fundamental solutions

and transition density

We know that when c > 0 and we take a zero flux at the origin we find a

fundamental solution of the forward Kolmogorov equation (1.3) that is also

the transition density of the process.

But we still do not know if the fundamental solution p1(t, x, x̄), that we find

when c is negative and when 0 < c < a and f < 0 is or not the transition

density of the process.

Let’s see the following result (one can find it in [4]):

Proposition 6.2.1. The function w(t, s) = E[e−sXt ] with s > 0 and t ≥ 0

is the unique solution of the first-order PDE∂w
∂t

+ (as2 − bs) ∂w
∂s

+ csw = 0,

w(0, s) = e−sx̄.
(6.4)

Proof. The Ito formula gives

e−sXt = e−sx +

∫ t

0

e−sXτ (as2Xτ − s(bXτ + c))dτ − sMt,

where Mt =
∫ t

0
e−sXτ

√
2aXτdWτ is a local martingale.

But Mt is also a martingale, because

E

[∫ t

0

(
√
Xτe

−sXτ )2dτ

]
= E

[∫ t

0

Xτe
−2sXτdτ

]
≤ E

[∫ t

0

dτ

2es

]
<∞.

Consequently E[Mt] = M0 = 0, and so

E[e−sXt ]−as2

∫ t

0

E[Xτe
−sXτ ]dτ−e−sx+s

∫ t

0

E[(bXτ +c)e−sXτ ]dτ = 0, (6.5)

therefore we have

E[e−sXt ] + (sb− as2)

∫ t

0

E[Xτe
−sXτ ]dτ − e−sx + cs

∫ t

0

E[e−sXτ ]dτ = 0

We note that E[Xτe
−sXτ ] = − ∂

∂s
E[e−sXτ ].

Differentiation of (6.5) to t gives (6.8).
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Now we want to prove the uniqueness of the solution: (bx+c)e−sx is bounded

and measurable for s > 0, so E[(bXt + c)]e−sXt is continuous in t, and for

each fixed t it is analytic in s. The coefficients of the PDE are analytic, and

the initial datum is analytic too. Therefore, the uniqueness of the solution

follows from the Cauchy-Kovalevskaya Theorem for first-order systems.

This result tells us a lot about the problem of establish the condition

under which a fundamental solution of the forward Kolmogorov equation

associated to (1.1) is also the transition density of the process.

In fact, we notice that the PDE∂w
∂t

+ (as2 − bs) ∂w
∂s

+ csw = 0,

w(0, s) = e−sx̄,
(6.6)

which has w(t, s) = E[e−sXt ] as unique solution, is the PDE found by Feller

for the Laplace transform of a fundamental solution,∂w
∂t

+ (as2 − bs) ∂w
∂s

+ csw = f(t),

w(0, s) = e−sx̄,
(6.7)

in which f = 0.

Therefore, we have the following situation:

• one can state that the fundamental solution with f = 0 is the tran-

sition density of the process, even if he do not know the expression

of its Laplace transform and the expression of the Laplace transform

of the density (that is the way by which we proved that this funda-

mental solution is the density found by Dufresne): let’s call p(t, x, x̄)

the fundamental solution correspondent to f = 0; both ω(t, s, x̄) =∫∞
0
e−sxp(t, x, x̄)dx and E[e−sXt ] solve (6.8), and the solution is unique.

Therefore,

E[e−sXt ] =

∫ ∞
0

e−sxp(t, x, x̄)dx,

so p(t, x, x̄) is the transition density of the process.

This is another way to prove that the fundamental solution correspon-
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dent to f = 0 is the transition density of the process, and perhaps it is

finer than the one illustrated before.

• if f < 0, the fundamental solution that we find, that is p1(t, x, x̄), is

not the transition density of the process: ω1(t, s) =
∫∞

0
e−sxp1(t, x, x̄)dx

solves the PDE (6.7) with f < 0, so it can not solve (6.8), which on

other hand is solved by E[e−sXt ].

Therefore,

E[e−sXt ] 6=
∫ ∞

0

e−sxp1(t, x, x̄)dx,

and so p1(t, x, x̄) is not the transition density of the process.

6.3 Another way to find the density

Proposition 6.2.1 suggests another method to find the transition density

of the square root process, for c > 0.

We know that for s > 0, t ≥ 0, E[e−sXt ] is the unique solution of the problem∂w
∂t

+ (as2 − bs) ∂w
∂s

+ csw = 0,

w(0, s) = e−sx̄,
(6.8)

so we can solve (6.8) by the method of characteristics, that is exactly what

Feller has done for the PDE (6.7), finding

ω(t, s, x̄) =

(
b

as(ebt − 1) + b

)c/a
exp

{
−x̄sbebt

sa(ebt − 1) + b

}
+∫ t

0

f(τ)

(
b

sa(eb(t−τ) − 1) + b

)c/a
.

(6.9)

Here f = 0, so we will find

ω2(t, s, x̄) =

(
b

as(ebt − 1) + b

)c/a
exp

{
−x̄sbebt

sa(ebt − 1) + b

}
.

We can invert this transform by the method shown by Dufresne, and illus-

trated in Chapter 3: changing the sign of s in (6.9) we find the MGF of the
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process,

E[esXt ] =

(
b

−as(ebt − 1) + b

)c/a
exp

{
x̄sbebt

−sa(ebt − 1) + b

}
= (φ(s))v̄ eλt(φ(s)−1),

and we calculate the density noticing that this is the MGF of the sum of a

Gamma variable and a compound Poisson.

We remind that Dufresne computes the transition density of the process for

b 6= 0, whereas this method works also for b = 0.

Nevertheless, there are two points that we have to underline:

• Dufresne finds the expression of the MGF of the process for s < b
a(ebt−1)

,

that is for all s such that the sum by which one compute the MGF itself

converges.

Whereas, by this last method we find the MGF only for negative values

of s, because we find E[e−sXt ] as the unique solution of (6.8) only when

s is positive. This is due to the hypothesis that we take in Proposition

6.2.1, that is s > 0; if s is negative, in the proof of the proposition

we have some problems to demonstrate that Mt =
∫ t

0
e−sXτ

√
2aXτdWτ

is a martingale, because the inequality E
[∫ t

0
Xτe

−2sXτdτ
]
≤ E

[∫ t
0
dτ
2es

]
does not hold anymore.

• Dufresne’s calculation of the moments of the process is not only useful

to determine the transition density of the square root process, but it is

also propaedeutic to the determination of the moments of the integral

of the square root process itself (see [5]).

6.4 The defective density p1(t, x, x̄)

6.4.1 The Dirac measure at the origin

Let’s now concentrate ourselves on p1(t, x, x̄), the fundamental solution

that is not the transition density of the process.

In Chapter 2, when we were illustrating Feller’s calculation, we have seen
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that, even if we do not know the exact form of p1(t, x, x̄), we can calculate

its integral over x, putting s = 0 in the expression of ω2(t, s, x̄):

ω2(t, 0) =

∫ ∞
0

p2(t, x, x̄)dx = Γ

(
1− c

a
,

bξebt

a(ebt − 1)

)
< 1.

We know that the integral over the space x of the transition density of a

process has to be equal to one, so this is another way to see that p1(t, x, x̄)

can not be the transition density of the process.

We call p1(t, x, x̄) a defective density : let’s take the case c ≤ 0, in which

p1 is the unique fundamental solution of the Kolmogorov forward equation

associated to the SDE of the square root process: in this case, the unique

strong solution of this SDE has not a transition density at all, but it has

a distribution that is the sum of the Dirac measure at zero, with a certain

weight that we are going to calculate, and the defective density p1.

The weight of the Dirac measure δ0 must be such that∫ ∞
0

(d0(x) + p1(t, x, x̄))dx = 1

(see [10]).

We have already seen that∫ ∞
0

p2(t, x, x̄)dx = Γ

(
1− c

a
,

bξebt

a(ebt − 1)

)
< 1,

and on the other hand ∫ ∞
0

δ0(x)dx = 1/2,

therefore the mass in the origin must have a weight

2

[
1− Γ

(
1− c

a
;

bξebt

a(ebt − 1)

)]
.

6.4.2 The flux as the derivative of the integral

We have the following result on the flux at the origin f(t):
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Proposition 6.4.1. The flux at the origin

f(t) = − lim
x→0

(
∂x
(
axp(t, x, x̄)

)
+ (bx+ c)p(t, x, x̄)

)
where p(t, x, x̄) is a fundamental solution of (1.3) (so it can be p1 or p2) is

the derivative with respect to time t of the integral of p(t, x, x̄) over x:

∂t

∫ ∞
0

p(t, x, x̄) = f(t).

Proof. We integrate on the left and on the right of equation (1.3), and we

find∫ ∞
0

∂tp(t, x, x̄)dx =∂t

∫ ∞
0

p(t, x, x̄)dx =∫ ∞
0

∂xx
(
axp(t, x, x̄)

)
− ∂x

(
(bx+ c)p(t, x, x̄)

)
dx =

lim
x→∞
{∂x
(
axp(t, x, x̄)

)
− (bx+ c)p(t, x, x̄)}+ f(t).

We want to see that the first term

lim
x→∞
{∂x
(
axp(t, x, x̄)

)
− (bx+ c)p(t, x, x̄)} =

lim
x→∞
{ax∂xp(t, x, x̄)− bxp(t, x, x̄) + (a− c)p(t, x, x̄)}

equals to zero.

We have studied the behaviour of p1(t, x, x̄) and p2(t, x, x̄) for large values of

x, and we have seen that

lim
x→∞

xnpi(t, x, x̄) = 0 ∀n ∈ N, i = 1, 2

Moreover, we know that this is true also for the derivative of p1(t, x, x̄) and

p2(t, x, x̄) with respect to x:

lim
x→∞

∂x(x
npi(t, x, x̄)) = 0 ∀n ∈ N, i = 1, 2.

Therefore,

lim
x→∞
{ax∂xp(t, x, x̄)− bxp(t, x, x̄) + (a− c)p(t, x, x̄)} = 0,
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so we have proved that

f(t) = ∂t

∫ ∞
0

p(t, x, x̄).

This result shows the real nature of the flux, and points out the fact that

the flux at the origin for p1 and p2, f(t) = − limx→0

(
∂x
(
axpi(t, x, x̄)

)
+(bx+

c)pi(t, x, x̄)
)

, i = 1, 2 defines the nature of the two fundamental solutions:

if this flux equals to zero one will find a fundamental solution that is norm

preserving, and that as we have already seen is the transition density of the

process, if this flux is negative one will find a fundamental solution that is

norm decreasing, and that it is not the transition density.

So, this is a very intuitive way to understand the reason why a zero flux

carries out a transition density and a negative flux do not.

We have seen that for the defective density p1 the flux is

f(t) =
−b

Γ(1− c
a
)

e−bt

1− e−bt

(
x̄b

a(1− e−bt)

)(−c+a)/a

exp
{
− x̄b

a(1− e−bt)

}
,

so studying this function we will have a measure of the rate of decrease during

time of its integral.

6.5 A recapitulation

Now we can sum up what we have seen about the relations between

fundamental solution of (1.3) and the transition density of the process, in

reference to the flux at the origin:

• If c ≤ 0 there is only one fundamental solution of (1.3), so that no

boundary conditions at x = 0 can be imposed: the flux must be of the

form

f(t) =
−b

Γ(1− c
a
)

e−bt

1− e−bt

(
x̄b

a(1− e−bt)

)(−c+a)/a

exp
{
− x̄b

a(1− e−bt)

}
,
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and it is negative.

The fundamental solution that we find is

p1(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
,

and it is not the transition density of the process.

Actually, the flux represents the derivative with respect to time of its

integral over x, and it is negative: f1 is norm decreasing, and its integral

is ∫ ∞
0

p1(t, x, x̄)dx = Γ

(
1− c

a
,

bξebt

a(ebt − 1)

)
< 1.

Therefore, p1 is a defective density, and the distribution of the process

is the sum of the defective density p2(t, x, x̄) and a Dirac measure at

zero with weight

2

[
1− Γ

(
1− c

a
;

bξebt

a(ebt − 1)

)]
.

• If 0 < c < a, we can impose two boundary conditions: a zero flux at

the origin or a negative flux at the origin.

If we choose a zero flux, we find a fundamental solution

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
that is also the transition density of the process.

If we impose a negative flux, we have that this flux must be equal to

the flux that found for c ≤ 0, therefore we find again p1, that is not the

transition density of the process.

• If c ≥ a there is only one fundamental solution, so that one can not

impose boundary conditions: the flux must be zero, therefore the funda-

mental solution will be p2, that is the transition density of the process.





Chapter 7

Behaviour of the process at the

boundary

7.1 A result by Ekström and Tysk

When one wants to study the transition density of a stochastic process

that is the unique strong solution of a certain SDE, he can do it by studying

the fundamental solutions of the associated forward Kolmogorov equation.

This is what we have done in this thesis for the square root process.

Ekström and Tysk in [6] give a symmetry relation for the density that trans-

forms this forward equation into a backward equation: take a process Yt that

is the unique strong solution of the SDE

dYt = β(Yt)dt+ σ(Yt)dWt, Y0 = ȳ > 0. (7.1)

In this section, we will indicate the density of the process with the notation

p(x, y, t) = P (Yt ∈ (y, y + dy)/dy|Y0 = x): x is the initial point, as x̄ in the

rest of the thesis. Here we use this notation because it is more practical to

indicate the passage from a forward equation to a backward equation.

So, let’s see the following result:

Theorem 7.1.1. Assume that the drift β : [0,∞) → R in (7.1) is continu-

ously differentiable with a bounded derivative and satisfies β(0) ≥ 0, and that

63



64 7. Behaviour of the process at the boundary

the volatility σ : [0,∞) → [0,∞) satisfies σ(0) = 0, σ(x) > 0 for x > 0 and

the linear bound

|σ(x)| ≤ C(1 + x),

where C is a positive constant. Moreover, suppose that α := σ2

2
is continu-

ously differentiable on [0,∞).

Then the corresponding density p(x, y, t) exists and is continuous, and it sat-

isfies the symmetry relation

m(x)p(x, y, t) = m(y)p(y, x, t), (7.2)

where

m(x) =
1

α(x)
exp

{∫ x

1

β(z)

α(z)
dz

}
,

where α(x) = σ2(x)/2.

This theorem suggests to study the density p solving the backward equa-

tion in the first variable, rather then the forward equation in the second

variable. The advantage of this procedure is that the density p is known to

be well behaved at the origin as a function of the first variable, whereas (as

we will see for the square root process) it may explode as a function of the

second variable.

By this theorem, Ekström and Tysk deduce the asymptotic behaviour of the

density for small values of y:

Theorem 7.1.2. Take a process with drift and volatility that satisfy the

hypothesis of Theorem 7.1.1, and with density p(x, y, t). For fixed x > 0,

p(x, y, t) is such that

lim
y→0+

p(x, y, t)

m(y)
=
p(0, x, t)

m(x)
≥ 0.

If we put C(t) = p(0,x,t)
m(x)

, we have that:

(i) if β(0) > 0, then C(t) is strictly positive for t > 0.
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(ii) if β(0) = 0, then C(t) = 0. Define

D(t) = lim
y→0

p(x, y, t)

ym(y)
.

– If there exists a constant ε > 0 such that σ(x) ≥ εx1−ε for 0 <

x < ε, then D(t) is strictly positive for t > 0.

– If there exists ε > 0 such that σ(x) ≤ ε−1x for x ∈ (0, ε), then

D = 0.

We can apply this theorem to the case of the square root process, for

which we have β(x) = bx+ c, σ(x) =
√

2ax, α(x) = σ2(x)/2 = ax.

We can easily check that if we take c > 0 these two functions satisfy the

hypothesis of Theorem 7.1.1.

We compute

m(x) =
1

ax
exp

{∫ x

1

bz + c

az
dz

}
=

1

ax
exp

{
b

a
(x− 1) +

c

a
ln(x)

}
=

1

a
x
c
a
−1e

b
a

(x−1).

This employs the relation

p(x, y, t) = m(y)
p(y, x, t)

m(x)
=

[
1

a
y
c
a
−1e

b
a

(y−1)

]
p(y, x, t)

m(x)
. (7.3)

By (i) of Theorem 7.1.2 we find that for fixed x and t, the density p(x, y, t)

behaves like a positive multiple of y
c
a
−1 for small y.

Therefore, we can state that the density at the origin explodes if c < a, it

tends to zero if c > a and it tends to a positive number if c = a.

Using the notation of the rest of the thesis, the relation takes the form

p2(t, x, x̄) =

[
1

a
x
c
a
−1e

b
a

(x−1)

]
p(t, x̄, x)

m(x̄)
, (7.4)

and we have that

lim
x→0

p2(t, x, x̄) = lim
x→0

x
c
a
−1p(t, x̄, 0)

m(x̄)
,

where p(t,x̄,0)
m(x̄)

is a positive number.
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7.2 A direct calculation

We can refine these results taking the expression of the transition density

of the process

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

We will also give the limit for x→ 0 of the fundamental solution of (2.4)

p1(t, x, x̄), that is not the transition density of the process.

We use the explicit form of the modified Bessel function of the first kind

Iν(z) =
∞∑
n=0

(z/2)ν+2n

n!Γ(n+ ν + 1)
.

Let’s start from the the calculation of the limit for x→ 0 of

p1(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

I1−c/a

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

Taking

Ca,b,c,t,x̄
1 =

b

a(ebt − 1)

(
e−bt

x̄

) c−a
2a

exp

{
− bx̄ebt

a(ebt − 1)

}
, Ca,b,t,x̄

2 =
2b

a(1− e−bt)
√
e−btx̄,

we have

lim
x→0

p1(t, x, x̄) = lim
x→0

Ca,b,c,t,x̄
1 x

c−a
2a

∞∑
n=0

(Ca,b,t,x̄
2 )2n+1− c

axn+a−c
2a

n!Γ
(
n+ 2− c

a

) =

lim
x→0

Ca,b,t,x̄
1 (Ca,b,t,x̄

2 )1− c
a

∞∑
n=0

(Ca,b,t,x̄
2 )2nxn

n!Γ(n+ 2− c
a
)

= Ca,b,c,t,x̄
1 (Ca,b,t,x̄

2 )1− c
a

1

Γ(2− c
a
)

=

1

Γ(2− c
a
)

b

a(ebt − 1)

(
e−bt

x̄

) c−a
2a

exp

{
− b(x̄ebt)

a(ebt − 1)

}(
2b

a(1− e−bt)
√
e−btx̄

)1− c
a

Therefore, we have seen that

lim
x→0

p1(t, x, x̄) =
1

Γ(2− c
a
)

(
b

a(ebt − 1)

)2− c
a

(x̄ebt)1− c
a exp

{
− bx̄ebt

a(ebt − 1)

}
:
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the limit of the defective density when x tends to zero is a positive number.

We remind that here we take c < a, because when c ≥ a the unique funda-

mental solution is the transition density of the process. As we can see, the

expression of the limit is the same for c ≤ 0 and c > 0.

Let’s now compute the limit for the transition density

p2(t, x, x̄) =
b

a(ebt − 1)
exp

{
−b(x+ x̄ebt)

a(ebt − 1)

}(
e−btx

x̄

) c−a
2a

Ic/a−1

(
2b

a(1− e−bt)
√
e−btxx̄

)
.

We take the same constants Ca,b,c,t,x̄
1 and Ca,b,t,x̄

2 of the previous calculation,

and we have

lim
x→0

p2(t, x, x̄) = lim
x→0

Ca,b,t,x̄
1 x

c−a
2a

∞∑
n=0

(Ca,b,t,x̄
2 )2n+ c

a
−1xn+ c−a

2a

n!Γ(n+ c
a
)

=

lim
x→0

Ca,b,t,x̄
1 x

c−a
a (Ca,b,t,x̄

2 )
c
a
−1

∞∑
n=0

(Ca,b,t,x̄
2 )2nxn

n!Γ(n+ c
a
)

=[
Ca,b,t,x̄

1 (Ca,b,t,x̄
2 )

c
a
−1

Γ
(
c
a

) ]
x
c
a
−1.

(7.5)

We can see this expression as a refinement of the relation (7.4): now we

know the multiplying factor of x
c
a
−1, and therefore we have the exact form

of the limit when c = a; putting c = a in (7.5) we find

lim
x→0

p2(t, x, x̄) = Ca=c,b,t,x̄
1 =

b

a(ebt − 1)
exp

{
− b(x̄ebt)

a(ebt − 1)

}
.

Therefore, to sum up what we have seen in this section, we have that

lim
x→0

p1(t, x, x̄) =
1

Γ(2− c
a
)

(
b

a(ebt − 1)

)2− c
a

(x̄ebt)1− c
a exp

{
− bx̄ebt

a(ebt − 1)

}
and

lim
x→0+

p2(t, x; x̄) =


∞ 0 < c < a

b
a(ebt−1)

exp
{
− b(x+x̄ebt)

a(ebt−1)

}
c = a

0 c > a

(7.6)

Now we show this situation by three graphics: we fix the parameters

a = 2, b = 4, t = 2, x̄ = 2, and in the first graphic we take c = 1 < a, in the
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second one c = 3 > a and in the third one c = 2 = a.

We observe the behaviour of the density p2 for small values of x.

According to the theory (see (7.6)) we expect that the density at the origin

tends to infinity for c = 1, to zero for c = 3 and to a positive number for

c = 2.

For c = 1 the theory is confirmed: we see how the density explodes when x

is very closed to the origin.

0 2.´10-7 4.´10-7 6.´10-7 8.´10-7 1.´10-6

0.4

0.6

0.8

1.0

Figure 7.1: the transition density of the square root process for small values

of x with c < a

In Figure 6.2 and in Figure 6.3, on the other hand, we can see the situation

when we take c = 3 and c = 2 respectively: if c = 3 the density tends to zero

for x → 0, whereas if c = 2 = a the density at zero is the positive number
b

a(ebt−1)
exp

{
− b(x+x̄ebt)

a(ebt−1)

}
.
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2.´10-7 4.´10-7 6.´10-7 8.´10-7 1.´10-6

5.´10-11

1.´10-10

1.5´10-10

2.´10-10

2.5´10-10

3.´10-10

3.5´10-10

Figure 7.2: the transition density of the square root process for small values

of x with c > a

2.´10-7 4.´10-7 6.´10-7 8.´10-7 1.´10-6

0.000184196

0.000184196

0.000184196

0.000184196

0.000184196

0.000184196

0.000184196

Figure 7.3: the transition density of the square root process for small values

of x with c = a

7.3 Unattainable boundary

Now we prove the fact that the boundary is unattainable if c ≥ a, that is

if it is satisfied the Feller condition: we want to prove that, in this case, the

process remains strictly positive for all times t.

We do this by following the demonstration given in Chapter 6 of [2]. First

of all, we give the following theorem, shown by Gorovoi ad Linetsky in [8].

Theorem 7.3.1. Define the diffusion

dYt = µ(Yt)dt+ σ(Yt)dWt,
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where Wt is a standard Brownian motion, µ, µ′, σ and σ′ are continuous

over (0,∞) and σ is strictly positive in (0,∞).

Take the scale and speed measures,

s(x) = exp

{
−
∫ ∞

1

2µ(y)

σ2(y)
dy

}
, (7.7)

m(x) =
2

σ2(x)s(x)
, (7.8)

with the associate scale function

S(x) =

∫ x

x0

s(y)dy. (7.9)

If for any ε in a neighbourhood of x = 0∫ ε

0

m(x)dx <∞,

and the integrals

I =

∫ ε

0

s(x)dx (7.10)

and

J =

∫ ε

0

S(x)m(x)dx (7.11)

are such that I =∞ and J <∞, the boundary is unattainable.

On the other hand, if I =∞ and J =∞, the boundary is attainable.

We have already compute the expressions of the scale and speed measures

for the square root process, that are

s(x) = x−
c
a e−

b
a

(x−1)

and

m(x) =
1

a
x
c
a
−1e−

b
a

(x−1).

Let’s check the condition∫ ε

0

m(x)dx =
e
b
a

a

∫ ε

0

x
c
a
−1e−

b
a
xdx <∞ :
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if b > 0,
∫ ε

0
x
c
a
−1e−

b
a
xdx ≤

∫ ε
0
x
c
a
−1dx, and if b is negative

∫ ε
0
x
c
a
−1e−

b
a
xdx ≤

e−
b
a
ε
∫ ε

0
x
c
a
−1dx.

On the other hand,
∫
x
c
a
−1dx = x

c
a

c/a
+ cost for c 6= 0, so the integral is finite.

Now, let’s examine the two integrals I and J in turn.

Consider I =
∫ ε

0
s(x)dx = e

b
a

∫ ε
0
x−

c
a e−

b
a
x. For x ∈ [0, ε], if b is positive we

have Cx−
c
a ≤ x−

c
a e−

b
a
x ≤ x−

c
a , for C = e−

b
a
ε, and if b is negative we have

x−
c
a ≤ x−

c
a e−

b
a
x ≤ Cx−

c
a .

From elementary calculus we have that
∫
x−

c
adx = x1− c

a/(1 − c
a
) + cost for

c
a
≥ 1, and that

∫
x−

c
adx = lnx+ cost for c/a = 1.

From this we see that for c/a ≥ 1 the integral
∫ ε

0
x−

c
adx, is infinite, and

therefore I =
∫ ε

0
s(x)dx =∞ if c/a ≥ 1 also.

It remains to show that J <∞ for c/a ≥ 1. Take

J =
e

2b
a

a

∫ ε

0

x
c
a
−1e−

bx
a

∫ x

x0

y−
c
a e−

by
a dydx.

We have J ≤ C ′
∫ ε

0
x
c
a
−1
∫ x
x0
y−

c
adydx for a suitably chosen finite constant C ′.

Clearly, for c/a > 1∫ x

x0

y−
c
ady =

[
y1− c

a

1− c
a

]x
x0

=
1

1− c
a

(x1− c
a − x1− c

a
0 ),

and therefore we have

J ≤ C ′

1− c
a

∫ ε

0

x
c
a
−1(x1− c

a − x1− c
a

0 )dx =
C ′

1− c
a

∫ ε

0

(1− x
c
a
−1x

1− c
a

0 )dx.

This integral is finite for c/a > 1, and so for c > a.

In the c = a case, we have

J =
e

2b
a

a

∫ ε

0

e−
bx
a

∫ x

x0

y−1e−
by
a dydx.

For brevity we assume a = −b (the proof of finiteness of J follows similarly

for other values of b and a subject to extra algebraic manipulations).

We have

J =
e

2b
a

a

∫ ε

0

e−x
∫ x

x0

y−1eydydx =

e
2b
a

a

∫ ε

0

e−x(Ei(x)− Ei(x0))dx,
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where Ei(x) =
∫ x
−∞(eu/u)du.

It can be shown that this integral is finite: if we enter the expression ‘Integrate[Ei[x]∗
Exp[−x], {x, 0, 1}]’ into Mathematica we can look that this is so.

Therefore, exploiting Theorem (7.3.1) we can say that the boundary is unattain-

able for c ≥ a.

7.4 Absorbing and reflecting boundary

We consider the case c < a, when the boundary is attainable, and we

want to discuss the cases in which the boundary is absorbing (that is, a path

that hits the origin will be trapped at the origin) and reflecting (when a path

hits the origin, it will be pushed away in the positive region).

In practice, one can say that the boundary is reflecting if the probability that

a process will be trapped at the origin is zero, and that it is absorbing if this

probability is not zero.

We have that
∫∞

0
p1(t, x, x̄)dx and

∫∞
0
p2(t, x, x̄)dx are respectively the prob-

abilities that the process with the defective density p1 and the process with

the transition density p2 are not zero at time t.

We do know the values of these integrals:∫ ∞
0

p1(t, x, x̄)dx = Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
< 1 (7.12)

and, obviously, ∫ ∞
0

p2(t, x, x̄)dx = 1. (7.13)

We notice that if we put x̄ = 0 in the first expression, the result is zero

(Γ(z, 0) = 0 ∀z); this means that when a path hits the origin at time s

remains in the origin for all times t > s (remind that x̄ is the starting point

of the process, but obviously we can also suppose Xs = x̄, scaling the axis

of times): the boundary is absorbing, and (7.12) is the probability that the

process will be trapped at the origin within time t.

On the other hand, the second integral is one: for t fixed, the process is

positive with probability one; we underline that this means that the process
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will never be trapped at the origin (so the boundary is absorbing) but there

can be a positive probability that the process hits the origin within a certain

time T : in other words, the fact that

P (Xt > 0, X0 = x̄) = 1 ∀t > 0

does not implies that

P (Xt > 0 ∀t > 0, X0 = x̄) = 1.

However, we can state that:

• when c ≤ 0 the boundary is attainable and absorbing, and the process

will be trapped at the origin within time t with probability

P (Xt = 0|X0 = x̄) = 1− Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
.

• when 0 < c < a the boundary is attainable, and the fact that the drift

is positive when X = 0 means that a process hitting {X = 0} will

be naturally pushed back into the region {X > 0}: the boundary is

reflecting.

On the other hand, one can impose an absorbing boundary and end the

process; in effect, this is equivalent to choose the fundamental solution

p1, and so it is equivalent to impose a negative flux at the origin as a

boundary condition for the PDE (1.3): if we stop the process when it

hits the boundary, this process will be not a strong solution of the SDE

of square root process, because this strong solution is unique, but it is

a stopped process with defective density p1.

Therefore, to summing up, we can schematize the situation as follows:

boundary condition f(t) = 0 −→ fundamental solution p2, reflecting

boundary, process with transition density p2;

boundary condition f(t) < 0 −→ fundamental solution p1, absorbing

boundary, process stopped when it hits at the origin that is not solution

of (1.1), defective density p1.

• when c ≥ a the boundary is not attainable.
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7.5 Processes trapped at the origin

7.5.1 Probability that the process will be trapped within

time t

Now we concentrate ourselves on the case c < a (and f < 0) when, as

we have already seen, there is a positive probability that the process will be

trapped at the origin within a certain time t.

We have seen that this probability is

P (Xt = 0|X0 = x̄) = 1− P (Xt > 0|X0 = x̄) = 1− Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
.

We want to study this probability in relation to the constants a, b, c and x̄.

We have to study the behaviour of the Gamma function

Γ(h, z) =
1

Γ(h)

∫ z

0

yh−1e−ydy =

∫ z
0
yh−1e−ydy∫∞

0
yh−1e−ydy

.

As a function of the first variable it is monotonically decreasing, and as a

function of the second variable it is monotonically increasing.

In our case, h = 1− c
a

and z = bx̄
a

, so we can state that:

• if c is positive, Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
is monotonically decreasing as a func-

tion of the variable a: h = 1− c
a

increases when a increases, and Γ(h, z)

as we have already seen is decreasing as a function of h; z = bx̄
a

de-

creases when a increases, and Γ(h, z) is monotonically increasing as a

function of z.

If c < 0, the situation is much more complicated: both h = 1 − c
a

and z = bx̄
a

decrease when a increases, and as we have just emphasize

Γ(h, z) is monotonically decreasing in h and monotonically increas-

ing in z. In this case, it is very difficult to study the derivative of

g(a) = Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
, because its expression is very involved, there-

fore we can study the behaviour of this function only in an empirical

way.

We notice that when b and x̄ are big and |c| is small the function is
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monotonically decreasing. When |c| is big the function grows for small

values of a and decreases for large values of a. We will illustrate this

behaviour by the support of some graphics.

• Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
is monotonically increasing as a function of the vari-

able c < a: h = 1 − c
a

decreases when c increases, and Γ(h, z) is

decreasing as a function of h.

• Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
is monotonically increasing as a function of x̄: z = bx̄

a

increases when x̄ increases, and Γ(h, z) is monotonically increasing as

a function of z.

We have not to be surprised by this, because x̄ is the starting point,

so it is obvious that if we move it away from the origin the probability

that the process will not hit the origin itself increases.

• Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
is monotonically increasing as a function of b: z = bx̄

a

increases when b increases, and Γ(h, z) is monotonically increasing as a

function of z. Actually, the bigger is b the bigger is the drift, that if b

is positive pushes the process away from {X = 0}; if b is negative, the

drift will push the process towards the origin.

So, we can state that the probability 1− Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
that the process

will be trapped at the origin grows when:

• the parameters b, c, x̄ decrease;

• the parameter a increases, if c is positive or if c is negative and b and

x̄ are big and |c| is small;

Obviously, the probability that the process will be trapped at the origin

within time t grows with the time itself, and in fact we have seen that

f(t) = ∂t

∫ ∞
0

p1(t, x, x̄)dx < 0.

Therefore, the flux f(t) indicates the rate of increase of the probability that

the process will be trapped at the origin within time t.
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One can study f(t) = −b
Γ(1− c

a
)

e−bt

1−e−bt

(
x̄b

a(1−e−bt)

)(−c+a)/a

exp
{
− x̄b

a(1−e−bt)

}
as a

function of the parameters a, b, c and x̄, and so find how they influence this

rate of increase of the probability P (Xt = 0|X0 = x̄).

The bigger is the absolute value of the flux, the more the probability increases

during time.

We concentrate ourselves on b and x̄, and we note that for both the param-

eters we have that the absolute value of f(t) decreases when they increase

(this is because they appear in the numerator of the negative exponential).

In particular, if b is big the probability that the process will be trapped within

time t increases less quickly: this is due again to the fact that if the drift is

positive it pushes the process away from the origin.

We underline that in the case 0 < c < a, the probability that the process

stopped at {X = 0} will be trapped at the origin within time t corresponds

to the probability that the square root process will reach the origin within

time t, and that it will be reflected.

In other words, if we call X̄t the process stopped at the origin, we have that

P (X̄t = 0, X0 = x̄) = P (∃ s ≤ t|Xs = 0, X0 = x̄).

Therefore, for the square root process Xt in the case 0 < c < a,

P (∃ s ≤ t|Xs = 0, X0 = x̄) = 1− Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
.

7.5.2 Probability that the process will never be trapped

Now, if we compute the limit for t→∞ of the probability P (X̄t > 0|X0 =

x̄) (in this case for simplicity we call X̄t also the process with c ≤ 0) we will

have the probability that the process will never be trapped at the origin.

It is straightforward to check that if b is positive

lim
t→∞

P (X̄t > 0|X0 = x̄) = lim
t→∞

Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
= Γ

(
1− c

a
;
bx̄

a

)
.

and if b is negative

lim
t→∞

P (X̄t > 0|X̄0 = x̄) = lim
t→∞

Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
= Γ

(
1− c

a
; 0
)

= 0.
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Therefore, when b < 0 every process will be eventually trapped in the ori-

gin: the drift push the process towards {x=0}, because the parameter b is

negative. We can see that this probability is zero also when b = 0:

lim
b→0

P (X̄t > 0|X̄0 = x̄) = lim
b→0

Γ

(
1− c

a
;

bx̄ebt

a(ebt − 1)

)
= Γ

(
1− c

a
,
x̄

at

)
,

and it tends to zero to t→∞.

For 0 < c < a this is the probability that the square root process never hits

the origin: therefore, we know that if b ≤ 0 the process eventually hits the

origin, with probability one.

7.5.3 Some graphics

Now we illustrate this situation by some graphics, made with Mathemat-

ica.

We start fixing the parameters a = 10, c = 5, x̄ = 2, and we observe

the graphics of the probability P (X̄t = 0|X̄0 = x̄) for 0 ≤ t ≤ 5 when

b = −6, 0, 6.

Notice that, as we have already seen, this is also the probability that the

square root process will reach the origin within time t.

1 2 3 4 5

0.2

0.4

0.6

0.8

1.0

Figure 7.4: the probability 1−Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
as a function of t for different

values of b
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The blue curve corresponds to the probability with b = −6, the red one to

the probability with b = 0 and the yellow one to the probability with b = 6.

How we have analytically checked, the probability grows for lower values of

b.

Moreover, we see that the difference is very marked: when b is negative the

probability converges to 1 very quickly: the drift pushes the process towards

small values of x.

When b is positive, on the other hand, the positive drift pushes the process

far from the origin, so the probability that the process will be trapped is

quite small.

We can notice that the red curve, which is the curve of the probability for

b = 0, has to converge to 1, but it does not converge to this value very

quickly.

Now we fix b = 6, and we take a = 3, 9, 27.

0.5 1.0 1.5 2.0 2.5 3.0

0.2

0.4

0.6

0.8

1.0

Figure 7.5: the probability 1−Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
a s function of t for different

values of a,with c = −5

Here the blue curve is the probability that the process will be trapped within

time t with a = 3, an the red and the yellow ones corresponds to the proba-
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bilities with a = 9 and a = 27 respectively.

We see that the probability grows with higher values of a: therefore, we can

expect that for these values of b, c and x̄ the function 1−Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
is

monotonically increasing. This is true, as we can see in the graphic of Figure

6.6, in which we take t = 2: we see that the probability that the process will

be trapped in the origin within time t = 2 grows very quickly from values

close to zero when a is small to higher values when a increases. We can also

notice that the curve seems to converge to a value close to 1.

100 200 300 400 500

0.2

0.4

0.6

0.8

1.0

Figure 7.6: the probability 1 − Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
as a function of a with

c = −5

On the other hand, if we put c = −50, we can see in the graphic of Figure

7.7 that the behaviour of the probability as a function of a is quite different:

we notice first of all that the value of the probability is very close to 1, and

this behaviour do not surprise ourselves because we have already seen that

the probability grows for lower values of the parameter c: here is c = −50,

so the drift bX̄t + c pushes the process towards the origin with much more

strength then in the previous case, when c = −5.

Moreover, we see that the value of the probability decreases for the first
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values of a, and increases when a become bigger.

1000 2000 3000 4000 5000

0.9975

0.9980

0.9985

0.9990

0.9995

1.0000

Figure 7.7: the probability 1 − Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
as a function of a with

c = −50

Now we propose the graphic of the behaviour of the probability P (X̄t =

0|X̄0 = x̄) for 0 ≤ t ≤ 3 with b = 6, x̄ = 2 and a = 3, 9, 27 as in the previous

case, but with c = −50.

0.5 1.0 1.5 2.0 2.5 3.0
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0.975

0.980

0.985

0.990

0.995

1.000

Figure 7.8: the probability 1−Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
a s function of t for different

values of a,with c = −50
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As in the previous graphic, the blue curve corresponds to a = 3, the red one

to a = 9 and the yellow one to a = 27. Here the situation is reversed: we

have the greatest values when a is small.

Now, to conclude, we give the graphics of P (X̄t|X̄0 = x̄) for 0 ≤ t ≤ 3 fixing

a = 10 and b = 6 and letting variate c = −5, 0, 5 (and so c/a = −0.5, 0, 0.5)

and x̄ = 1, 3, 5.

:
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0.2

0.4

0.6
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1.0
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1.0
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>

Figure 7.9: the probability 1−Γ
(

1− c
a
; bx̄ebt

a(ebt−1)

)
a s function of t for different

values of a, and x̄

Here, the graphics on the left corresponds to c/a = −0.5, the graphic in the

center corresponds to c/a = 0 and the graphic on the right corresponds to

c/a = 0.5.

In each graphic, the blue curve represents x̄ = 1, the red one x̄ = 3 and the

yellow one x̄ = 5.

Also in this situation the theory is confirmed: the probabilities become lower

when c and x̄ increase: in particular, when c = 5 and x̄ = 5 the probability

that the process will be trapped at the origin is almost zero.

Now we take b positive and we examine the limit

lim
t→∞

P (X̄t = 0|X̄0 = x̄) = 1− lim
t→∞

P (X̄t > 0|X̄0 = x̄) = 1− Γ

(
1− c

a
;
bx̄

a

)
.

Obviously, this is the probability that a process with starting point x̄ will be

sooner or later trapped at the origin.
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We give two graphics about this probability: the first one shows the trend of

this probability when we fix c = −5 and x̄ = 2 and we take 0.1 < a, b ≤ 20:
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Figure 7.10: the probability 1− Γ
(
1− c

a
; bx̄
a

)
as a function of a and b

We can notice that this probability is minimum, and it is almost zero, when

a is close to zero and when b is maximum: this confirm that the probability

grows when b decreases and when a increases (here c is negative but it has a

small absolute value). It is maximum when b is very close to zero, for every

value of a. This show that the drift is of great importance to determine the

probability that the process will be trapped at the origin, and when the term

b is close to zero and c is negative the process will be almost surely dragged

towards the origin.

On the other hand, when b starts to take higher values the probability de-

creases very quickly, and it become close to zero when b takes the final values,

if the value a is not too much high.

Actually, we can see that the parameter a affects the value of the probability
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less than b: this behaviour of the probability does not surprise ourselves, be-

cause as we have already say when c is negative there is also the term 1− c
a

in Γ
(
1− c

a
; bx̄
a

)
that increases when a increases.

We do not consider the case b < 0 because we know that when b is negative

every process will be eventually trapped, so we yet know that the probability

is one.

Now we fix a = 10 and b = 6 and we take −10 ≤ c < a and 0 < x̄ ≤ 4. We

have the following situation:

-10

-5

0

5

10

1

2

3

4

0.0

0.5

1.0

Figure 7.11: the probability 1− Γ
(
1− c

a
; bx̄
a

)
as a function of x̄ and c

Here we notice that a process with starting point x̄ very close to zero will be

almost surely trapped at the origin itself when c is negative; if c is positive,

the probability decreases with the growth of c, and become lower then 0.5

when the value of c is close to 10: this is again the effect of the importance

of the drift, that if it is positive pushes the process far from the origin, as we

have already seen.
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However, we see that the probability decreases very quickly when the starting

point moves away from the origin, also if c is negative.
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