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Chapter 1

Introduction

The insurance sector is increasingly dealing with vast amounts of complex,

domain-specific documentation, such as policy contracts, clauses, and regu-

latory materials. Navigating these documents efficiently is a daily challenge

for professionals, who must identify and interpret relevant technical content

through a large choice of options. Recent advances in Artificial Intelligence

(AI), especially in natural language processing (NLP), offer new tools to as-

sist with this task. Among them, large language models (LLMs) have demon-

strated the ability to understand, synthesize, and interact with unstructured

text. In particular, Retrieval-Augmented Generation (RAG) systems have

emerged as a powerful approach to grounding LLMs in external knowledge,

making them especially suitable for tasks involving specialized document col-

lections such as insurance policies.

This thesis presents the design, implementation, and evaluation of a chat-

bot assistant based on a RAG architecture. The assistant aims to help in-

surance professionals access technical information contained in policy doc-

uments more effectively. The chatbot was developed as part of a full-stack

AI-driven application built during an internship experience, leveraging the

OpenAI API [17] for language understanding and generation.
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1.1 Problem Framing and Motivations

The insurance industry presents unique challenges for information access and

document management that create compelling opportunities for artificial intel-

ligence solutions. This section examines the specific domain characteristics

that motivate the development of intelligent document processing systems,

particularly focusing on the needs of insurance professionals who must navi-

gate complex documentation landscapes in their daily work.

1.1.1 Insurance Domain

Insurance professionals operate within an intricate ecosystem of policy doc-

uments, regulatory materials, and comparative resources that span multiple

sectors and companies. The documentation includes policies from life, health,

property, casualty, and specialty insurance lines, each characterized by distinct

terminology, coverage structures, and regulatory requirements. This diversity

creates significant challenges for efficient information access and analysis.

Traditional information retrieval in insurance relies heavily on manual

search processes that present fundamental limitations. The volume of doc-

umentation makes comprehensive analysis time-intensive, while specialized

terminology requires domain expertise for accurate interpretation. Most criti-

cally, comparative analysis across multiple policies or providers demands ex-

tensive manual effort to identify relevant clauses and coverage differences.

Insurance brokers serve as intermediaries between clients and providers,

requiring rapid access to accurate information for coverage explanations, rec-

ommendations, and comparisons. Their operational efficiency directly de-

pends on the speed of information retrieval while maintaining information ac-

curacy, delays translate to reduced service quality and potential revenue loss.

As technology continues to evolve, organizations across various industries

face the ongoing challenge of adapting to new tools and methodologies that
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can improve operational efficiency. The insurance brokerage sector repre-

sents a particularly compelling domain for technological innovation, where

the application of AI and NLP technologies offers significant potential to

transform how professionals access, interpret, and utilize complex documen-

tation. Traditional methods of document consultation, which rely heavily on

manual search processes and human expertise, often create bottlenecks that

limit both efficiency and analytical depth, being that the knowledge required

is highly specialized and the documentation is extensive. The introduction

of AI-powered systems, particularly those utilizing NLP capabilities, presents

an opportunity to augment human expertise rather than replace it, enabling

professionals to focus on high-value analytical tasks while delegating routine

information retrieval to automated systems.

Discussions with the client who commissioned this project revealed sev-

eral specific objectives for developing an AI-powered system to assist insur-

ance professionals. The client articulated the primary goal as creating a so-

lution that allows insurance brokers to access relevant information from pol-

icy documents with greater speed than traditional manual methods. First, the

solution should significantly reduce the time required for complex analyti-

cal tasks that traditionally demand high levels of domain expertise. These

time-intensive activities represent substantial operational costs and limit the

number of clients that each broker can serve effectively. Second, the system

must facilitate rapid information retrieval across extensive document collec-

tions. Insurance professionals frequently need to locate specific clauses, cov-

erage details, or policy conditions buried within lengthy documents, a process

that currently requires substantial manual effort and specialized knowledge

of document organization patterns. Third, the client identified comparative

analysis as a critical capability, specifically the need to efficiently compare

document details across different insurance providers. This includes system-

atic comparison of coverage limits, policy exclusions, premium structures,
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deductibles, and contractual clauses. Such comparative analysis currently re-

quires extensive manual effort to extract and organize relevant information

from multiple sources. Fourth, the solution should provide policy explanation

capabilities that translate complex insurance terminology and legal language

into more accessible terms for client communication. Insurance brokers must

frequently explain intricate policy details to clients who lack specialized in-

surance knowledge, requiring the ability to simplify technical content without

losing accuracy or important clauses. Finally, the system must support com-

prehensive summarization of lengthy policy documents, enabling brokers to

quickly understand key provisions and identify critical information without

reading entire documents. This summarization capability should maintain ac-

curacy while highlighting the most relevant aspects for specific client needs

or analytical purposes.

1.1.2 User Profile

The primary users of this system are insurance brokers who work as inter-

mediaries between clients and insurance providers across multiple sectors.

These professionals possess deep domain expertise in insurance products, reg-

ulatory requirements, and market dynamics, yet face significant productivity

challenges when accessing and analyzing the extensive documentation that

characterizes their industry.

Insurance brokers typically manage portfolios spanning multiple insur-

ance lines including automotive, travel, health, property, and specialty cov-

erage products. Their daily responsibilities require rapid access to specific

policy details, coverage comparisons across providers, and accurate interpre-

tation of complex contractual language for client communication. The tradi-

tional approach to these tasks involves manual document review, which cre-

ates substantial time overhead and limits the number of clients each broker

can serve effectively.
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Brokers require the ability to quickly locate specific clauses within lengthy

policy documents, compare coverage terms across multiple providers, and ex-

tract key information for client presentations and recommendations. They

must also translate complex insurance terminology into accessible language

for client communication while maintaining technical accuracy. The system

users expect to receive precise references to source documents, enabling them

to verify information independently and maintain the transparency standards

required in their professional relationships.

The application serves brokers who work with diverse client bases ranging

from individual consumers to commercial enterprises, each presenting unique

coverage requirements and analytical challenges. These professionals must

navigate regulatory variations across different insurance sectors while main-

taining current knowledge of policy changes and market developments that

affect their recommendations.

1.1.3 Functional System Requirements

The system must address several core functional capabilities to deliver value

to insurance professionals. Natural language query processing represents the

primary requirement, enabling users to pose questions using everyday lan-

guage rather than structured queries or specific keywords. This capability

must support both simple information retrieval and complex analytical queries

requiring synthesis across multiple document sections.

Cross-document comparison functionality is essential for analyzing dif-

ferences and similarities between policies from different providers, product

lines, or different versions of the same policy. Users need to identify cover-

age gaps, compare premium structures, and highlight variations in terms and

conditions while maintaining context awareness during comparisons.
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Source attribution and reference provision ensures transparency and en-

ables independent information verification. Every system response must in-

clude clear references to specific document sections, page numbers, or clauses

supporting the provided information. This requirement proves particularly

critical in insurance applications where accuracy and verifiability are non-

negotiable.

Conversational interaction allows follow-up questions and clarification re-

quests within the same session context. Users should refine queries, request

additional details, or explore related topics without losing conversation con-

text.

1.1.4 Use Case

The fundamental use case involves insurance brokers seeking specific infor-

mation about coverage terms, conditions, or limitations within insurance poli-

cies. Typical scenarios begin when brokers receive client inquiries about cov-

erage details, calculations, or policy comparisons. Instead of manually search-

ing through multiple documents, brokers can pose natural language questions

such as ”What are the coverage limits for water damage in the XYZ Insur-

ance homeowner’s policy?” or ”Does the ABC Life Insurance policy include

accidental death benefits?”

The system processes these queries through the RAG pipeline, finding rel-

evant document sections and generating comprehensive responses with direct

references to specific policy clauses, page numbers, and document sources.

This approach enables brokers to retrieve valid information in seconds, while

still having the reference pages of the original documents used to generate the

response to check the validity of the response.
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1.2 Objectives

The analysis of domain requirements and client needs establishes the founda-

tion for a comprehensive research investigation that extends beyond commer-

cial system development to address fundamental questions about RAG system

performance in specialized professional domains. This research pursues four

interconnected objectives that collectively contribute to both practical system

deployment and academic understanding of retrieval-augmented generation in

insurance applications.

The first objective focuses on developing and implementing a production-

ready RAG-based system tailored specifically for insurance domain applica-

tions. This involves designing an architecture that can effectively process

diverse insurance documentation, handle domain-specific terminology and

complex policy structures, and provide reliable source attribution for profes-

sional use. The implementation challenge requires balancing system sophisti-

cation with practical deployment constraints, ensuring that the resulting solu-

tion meets both technical performance standards and operational requirements

for insurance professionals.

The second objective addresses the critical need for domain-specific evalu-

ation methodologies by constructing a comprehensive benchmark framework

designed for insurance document question-answering systems. This involves

collaborating with domain experts to develop realistic query scenarios, estab-

lishing ground truth annotations that reflect professional standards, and cre-

ating evaluation protocols that capture the unique requirements of insurance

applications. The benchmark must incorporate multi-document analysis capa-

bilities, precise source attribution requirements, and coverage across diverse

insurance product lines. This objective contributes to the broader research

community by providing the first publicly available evaluation framework

specifically designed for Italian insurance domain applications.

The third objective investigates the limitations and constraints of RAG
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systems when deployed in specialized professional domains. This analysis

examines both technical limitations arising from retrieval quality dependen-

cies, context length constraints, and embedding model capabilities, as well as

practical limitations related to domain knowledge coverage, terminology han-

dling, and complex reasoning requirements. Through systematic analysis of

system failures, edge cases, and performance boundaries, this investigation

aims to establish a comprehensive understanding of when and how RAG sys-

tems may fall short of professional requirements, providing valuable insights

for both system designers and potential users.

The fourth objective evaluates the applicability and effectiveness of estab-

lished evaluation metrics developed for general-domain applications when ap-

plied to specialized insurance contexts. This investigation examines whether

standard retrieval metrics, generation quality measures, and automated evalu-

ation approaches adequately capture the performance dimensions critical for

professional insurance applications. The analysis includes assessment of met-

ric correlation with expert judgments, identification of domain-specific eval-

uation requirements not captured by existing approaches, and development of

recommendations for evaluation methodology adaptation in professional do-

mains. This objective addresses a fundamental gap in the literature regarding

the transferability of evaluation approaches across domain boundaries.

These objectives collectively establish a research framework that advances

both practical system capabilities and theoretical understanding of RAG sys-

tem performance in professional applications. The interconnected nature of

these goals ensures that practical implementation insights inform evaluation

methodology development, while rigorous evaluation approaches enable sys-

tematic analysis of system limitations and metric applicability. Through this

approach, the research contributes to the growing body of knowledge sur-

rounding the deployment of advanced language technologies in specialized

professional contexts.
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1.3 Structure of the Thesis

This thesis is organized into seven chapters that collectively document the

complete development cycle of a RAG-based insurance document chatbot,

from theoretical foundations through production deployment. The structure

reflects both the academic rigor required for comprehensive evaluation and the

practical considerations necessary for commercial implementation, mirroring

the dual nature of work conducted during an internship experience where re-

search objectives must align with business requirements.

The investigation begins with the background necessary for understand-

ing RAG systems and their evaluation methodologies. This theoretical explo-

ration examines the current state of the art in retrieval-augmented generation.

Particular attention is given to the advantages and limitations of RAG archi-

tectures in professional applications, while establishing the methodological

framework for systematic performance assessment. This section concludes

with an examination of OpenAI’s RAG implementation, which serves as the

technical foundation for the developed system.

The research then turns to documenting the construction of an evalua-

tion framework designed specifically for insurance domain applications. This

work details the collaborative process with insurance experts to create real-

istic benchmark questions and reference answers, addressing the limitations

of existing evaluation datasets that lack domain specificity and source attri-

bution requirements. Through comprehensive analysis of design principles,

expert requirements, and benchmark composition, this section establishes the

evaluation foundation that enables rigorous assessment of system performance

against professional standards.

With the evaluation framework established, the thesis presents the tech-

nical implementation details of the insurance document chatbot system. This

technical exposition describes the document processing pipeline that trans-

forms uploaded insurance policies into searchable knowledge representations
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and the retrieval-augmented generation module that processes natural lan-

guage queries. Through detailed examination of OpenAI integration, docu-

ment storage mechanisms, and the streaming query interface, this discussion

provides the technical foundation necessary for understanding system capa-

bilities and operational characteristics.

The experimental evaluation follows, presenting a comprehensive assess-

ment of system performance across multiple dimensions. This analysis ex-

amines retrieval effectiveness, generation quality, expert evaluations, and au-

tomated assessment results to provide a complete picture of system capabili-

ties. Through statistical analysis, correlation studies, and qualitative case stud-

ies, the evaluation demonstrates system readiness for professional deployment

while identifying specific strengths and areas for continued improvement.

The work then documents the transition from research prototype to pro-

duction system, detailing the commercial web application architecture and de-

ployment infrastructure. This section examines the AWS-based hosting envi-

ronment, CI/CD pipeline implementation, and user interface design that en-

able the system to serve insurance professionals in operational environments,

demonstrating the practical viability of the research through successful de-

ployment and ongoing operational support.

The thesis concludes by synthesizing the research findings and establish-

ing their implications for both academic understanding and practical applica-

tions. This final analysis evaluates the success of the implemented solution

against the original research objectives while identifying limitations and op-

portunities for future work.

The appendices provide essential supporting materials including the com-

plete system prompt, detailed LLM evaluation prompts, and technical specifi-

cations that enable reproducibility and support ongoing development efforts.

These materials ensure that the research can be effectively validated and ex-

tended by future investigators, while the organizational structure reflects the

comprehensive nature of the research project.



Chapter 2

Background

2.1 Retrieval-Augmented Generation (RAG)

Retrieval-Augmented Generation (RAG) represents a paradigm shift in natu-

ral language processing that addresses fundamental limitations of traditional

large language models by combining parametric knowledge stored in neural

networks with external, dynamically retrievable information sources. RAG

systems implement a two-stage architecture where a retrieval component first

identifies relevant contextual information from external knowledge bases, fol-

lowed by a generation component that utilizes both the retrieved context and

the model’s internal knowledge to produce informed responses.

The core innovation of RAG lies in its ability to ground language model

outputs in verifiable, up-to-date external sources whilemaintaining the sophis-

ticated reasoning capabilities of modern LLMs. This approach enables sys-

tems to access information beyond their training cutoffs, incorporate domain-

specific knowledge not present in general training data, and provide explicit

source attribution for generated content. The retrieval component typically

employs dense vector representations and similarity search mechanisms to

identify relevant document segments, while the generation component lever-

ages transformer-based architectures to synthesize coherent responses that in-

tegrate retrieved context with query-specific reasoning.
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2.1.1 Current State of the Art in RAG

The current state of the art in RAG systems has evolved significantly beyond

simple retrieve-then-generate approaches, encompassing sophisticated multi-

step reasoning, adaptive retrieval strategies, and autonomous decision-making

capabilities that optimize information gathering based on query complexity

and domain requirements. Modern implementations incorporate hierarchi-

cal retrieval mechanisms that operate at multiple levels of granularity, from

document-level relevance assessment to fine-grained passage extraction and

entity-specific information retrieval, while employing re-ranking mechanisms

utilizing cross-encoder models to refine initial retrieval results and signifi-

cantly improve response quality in specialized domains where precision and

accuracy are paramount.

Contemporary RAG architectures have introduced innovative paradigms

that address fundamental limitations of earlier systems. Self-RAG introduces

self-reflectivemechanismswhere systems evaluate their own outputs for accu-

racy and relevance, implementing quality control loops within the generation

process to reduce hallucinations and improve response reliability. This intro-

spective capability enables systems to detect when retrieved information may

be insufficient or contradictory, prompting additional retrieval operations or

uncertainty indicators in responses. Adaptive RAG represents another signif-

icant advancement, dynamically adjusting retrieval strategies based on query

characteristics and switching between different retrieval modes or combining

multiple approaches to optimize performance across diverse use cases.

The development of Corrective RAG has addressed quality assurance con-

cerns by implementing verification mechanisms to validate retrieved informa-

tion before generation, while Hybrid RAG systems achieve optimal perfor-

mance by combining vector search with keyword-based methods, leveraging

both semantic and lexical matching capabilities. These hybrid methods recog-

nize that different types of queries benefit from different retrieval strategies,
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with factual queries often requiring precise keyword matching while concep-

tual queries benefit more from semantic similarity approaches.

GraphRAG [6] represents the most fundamental advancement in recent

years by incorporating knowledge graphs into the retrieval process, creating

interconnected networks that enable multi-hop reasoning across entity rela-

tionships. Instead of treating documents as isolated chunks, GraphRAG facil-

itates global sensemaking and contextual understanding by leveraging struc-

tured knowledge representations that capture relationships between entities,

concepts, and facts across the entire document corpus. Microsoft’s GraphRAG

implementation demonstrates remarkable efficiency gains, achieving 26-97%

token reduction compared to traditional approaches while maintaining supe-

rior accuracy through enhanced reasoning capabilities that can follow chains

of relationships and synthesize information from disparate sources.

The integration of structured data sources with unstructured text retrieval

has enabled more comprehensive responses for complex analytical queries,

proving particularly valuable in professional domains where both narrative

descriptions and structured specifications must be considered simultaneously.

This hybrid knowledge representation approach allows systems to understand

not only what information exists but how different pieces of information relate

to each other, enabling more sophisticated analysis and reasoning capabilities.

Multimodal RAG is another frontier in the field, extending capabilities be-

yond text to process images, audio, and video content, enabling cross-modal

understanding where systems can retrieve text based on image queries or vice

versa. This approach supports rich content analysis and enhanced user ex-

periences across diverse input modalities, allowing users to query document

collections using whatever format is most natural for their specific needs. The

ability to process and understand relationships between different media types

opens new possibilities for comprehensive document analysis in fields where

visual information, such as charts, diagrams, and photographs, plays a crucial

role alongside textual content.
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Agentic RAG systems are at the leading position of autonomous decision-

making within the retrieval-generation pipeline, featuring dynamic query re-

formulation based on initial results, multi-step reasoning that breaks complex

queries into manageable sub-tasks, and autonomous tool usage leveraging ex-

ternal APIs and services as needed. These systems demonstrate sophisticated

planning capabilities that enable decomposition of complex queries into sys-

tematic information gathering processes, where autonomous agents can deter-

mine what information is needed, identify the best sources for that informa-

tion, and iteratively refine their approach based on intermediate results. The

emergence of such systems suggests a future where RAG architectures can

handle increasingly complex analytical tasks with minimal human guidance

while maintaining high accuracy and reliability standards.

2.1.2 Advantages of RAG Systems

RAG systems present advantages over both traditional language models and

conventional information retrieval approaches, particularly when deployed in

professional environments where accuracy and verifiable source attribution

are essential. The fundamental strength of these systems lies in their ability

to seamlessly integrate semantic understanding with factual grounding, pro-

ducing responses that maintain contextual appropriateness while remaining

anchored to specific source materials.

The most significant benefit stems from dynamic knowledge access capa-

bilities. Traditional language models become increasingly outdated as their

training data ages, creating knowledge gaps that grow over time. RAG sys-

tems circumvent this limitation by continuously incorporating new informa-

tion without requiring expensive model retraining or complex fine-tuning pro-

cedures. This characteristic proves invaluable in rapidly evolving domains

like insurance, where policy terms, regulatory frameworks, and market condi-

tions undergo frequent changes. Organizations can maintain system currency
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simply by updating their document collections, ensuring that responses reflect

the most recent information without technical overhead.

Source attribution and transparency represent another critical advantage,

especially in professional contexts where decision-making requires clear jus-

tification and comprehensive audit trails. RAG systems naturally provide ex-

plicit references to the specific document sections, page numbers, and sources

that inform their responses. This transparency enables users to independently

verify information and maintain compliance with professional standards. In

insurance applications, this capability becomes particularly valuable given the

potential consequences of policy misinterpretation, where errors can result in

substantial financial and legal implications.

The approach facilitates efficient domain specialization through careful

document collection curation rather than expensive model training processes.

Organizations can rapidly deploy specialized systems across different domains

by incorporating relevant document collections while preserving the underly-

ing reasoning capabilities. This methodology significantly reduces deploy-

ment timelines and provides cost-effective customization options tailored to

specific organizational requirements, avoiding the complexity and expense

traditionally associated with model fine-tuning procedures.

Perhaps most importantly for professional applications, RAG based sys-

tems demonstrate improved factual accuracy through grounding generation

processes in retrieved context rather than relying exclusively on parametric

model knowledge. While complete elimination of hallucination remains im-

possible, RAG implementations show substantial improvements in factual re-

liability when retrieval components successfully identify relevant source ma-

terial. This enhancement becomes especially pronounced in technical domains

characterized by specialized terminology and precise factual requirements,

where accuracy represents a non-negotiable requirement.
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The architectural separation of knowledge storage and reasoning capa-

bilities delivers significant scalability and cost efficiency benefits. Organi-

zations can maintain extensive, searchable document collections without re-

quiring proportionally larger language models, while benefiting from shared

infrastructure for document processing and retrieval operations. This separa-

tion enables cost-effective scaling as document volumes expand, making the

technology accessible to organizations across different sizes and budget con-

straints.

2.1.3 Limitations and Challenges of RAG Systems

Despite their compelling advantages, RAG systems encounter several inherent

limitations and implementation challenges that require careful consideration

during system design and deployment planning. These constraints frequently

emerge from the intricate coordination required between retrieval and gener-

ation components while maintaining the performance and accuracy standards

essential for commercial applications.

The most fundamental limitation stems from retrieval quality dependency,

where RAG system performance remains inherently bounded by the effective-

ness and comprehensiveness of the retrieval component. When retrieval oper-

ations produce poor results due to inadequate document coverage, suboptimal

chunking strategies, or embedding model limitations, generation quality suf-

fers proportionally. This dependency creates potential failure scenarios where

relevant information exists within the document collection but cannot be suc-

cessfully retrieved, ultimately leading to incomplete or inaccurate responses.

Context length limitations present another significant constraint, restrict-

ing the volume of retrieved information that can be incorporated during gen-

eration. This becomes particularly problematic when addressing complex

queries that require synthesis across multiple document sections. Current
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transformer architectures impose practical limits on context length, necessi-

tating careful selection and summarization of retrieved content. Insurance ap-

plications face particular challenges in this regard, as comprehensive policy

analysis often demands consideration of multiple, lengthy document sections

that may exceed available context capacity.

Coherence and integration challenges emerge when systems attempt to

synthesize information from multiple retrieved sources into coherent, com-

prehensive responses. RAG systems frequently struggle to resolve contradic-

tions between different sources, maintain consistent terminology across vari-

ous documents, or provide appropriately weighted consideration of conflicting

information.

Embedding model limitations affect retrieval quality, especially when pro-

cessing specialized terminology or cross-domain queries. Embedding models

trained on general corpora may fail to capture semantic relationships specific

to specialized domains, resulting in suboptimal retrieval performance. Addi-

tionally, these models typically process text in isolation, potentially missing

important contextual relationships that span multiple document sections or re-

quire understanding of domain-specific conceptual frameworks that influence

meaning interpretation within professional contexts.

2.1.4 RAG with OpenAI Responses API

The insurance document understanding system leveragesOpenAI’s Responses

API with the file_search tool, which represents a comprehensive, production-

ready RAG implementation. Unlike traditional approaches that require build-

ing and maintaining separate vector databases and retrieval components, Ope-

nAI’s file_search tool provides a fully managed RAG architecture that han-

dles document processing, embedding generation, vector storage, and sophis-

ticated retrieval mechanisms within a unified system.
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OpenAI’s implementation fundamentally operates as a complete RAG sys-

tem that augments language models with knowledge from external documents

through automatic parsing, chunking, embedding, and indexing processes.

When integrated with the Responses API, this approach enables stateless RAG

operations particularly suited for web applications where each user query rep-

resents an independent request requiring immediate response generation.

The OpenAI file_search tool implements a sophisticated multi-stage RAG

pipeline that begins with comprehensive document processing. Documents

uploaded to the system undergo automatic parsing and chunking using con-

figurable parameters, with default settings of 800 tokens per chunk and 400

tokens overlap. This chunking strategy balances contextual coherence with

retrieval precision, ensuring that insurance policy clauses and technical terms

remain analyzable within individual chunks.

Embedding generation utilizes the text-embedding-3-large model at 256

dimensions by default, creating vector representations optimized for seman-

tic similarity search. These embeddings are stored within OpenAI’s managed

vector database infrastructure, eliminating the complexity of maintaining in-

dependent vector storage systems. Each vector store can accommodate up to

10,000 files with individual file limits of 512 MB and 5,000,000 tokens, pro-

viding sufficient capacity for comprehensive insurance document collections.

The query processing mechanism implements several techniques that en-

hance retrieval quality beyond simple vector similarity. User queries undergo

automatic optimization and rewriting to improve search precision, while com-

plex queries are decomposed into multiple parallel searches. The system per-

forms hybrid search operations that combine both semantic vector search and

keyword matching, ensuring that both contextual meaning and exact term

matches contribute to retrieval results. A critical component of the system

involves re-ranking mechanisms that process initial search results to select

the most relevant chunks before generation. This re-ranking process consid-

ers multiple relevance signals and can be configured with score thresholds
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ranging from 0.0 to 1.0 to filter low-quality matches. The final step involves

context injection, where up to 20 chunks by default are incorporated into the

model context for response generation.

The file_search tool can process multiple document formats, including

PDF, DOCX, and PPTX files: the system automatically handles format con-

version and text extraction, guaranteeing consistent processing regardless of

source document characteristics.

Response latency characteristics meet the performance requirements of

commercial applications, with typical response times falling within accept-

able ranges for professional workflow integration. Themanaged infrastructure

handles scaling automatically, ensuring consistent performance regardless of

document collection size or concurrent user loads.

The file_search implementation provides source attribution through auto-

matic citation generation, addressing the critical requirement for transparency

and verifiability in insurance applications. Generated responses include ref-

erences to specific document sections and page numbers, enabling insurance

professionals to verify information independently and maintain compliance

with professional standards.

2.1.5 Standard RAGMetrics and Benchmarks

Evaluating RAG systems requires comprehensive frameworks that assess both

retrieval effectiveness and generation quality, leading to the development of

standardized benchmarks and evaluation methodologies that enable system-

atic comparison across different approaches and domains. The evaluation

landscape includes both general-purpose information retrieval benchmarks

adapted for RAG assessment and specialized frameworks designed specifi-

cally for end-to-end RAG evaluation.

BeIR (Benchmarking Information Retrieval) [26] is an evaluating retrieval

systems across diverse domains and tasks. The benchmark encompasses 18
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datasets spanning multiple domains including question answering (Natural

Questions, TriviaQA), fact verification (FEVER, Climate-FEVER), citation

prediction (SciFact), and specialized domains (FiQA for finance, NFCorpus

for nutrition). This diversity enables zero-shot evaluation of retrieval models

across different text types, query formulations, and relevance criteria. BeIR

evaluation methodology employs standard information retrieval metrics in-

cluding Recall@k, Precision@k, nDCG@k, and Mean Average Precision,

measuring retrieval performance at various cut-off points typically ranging

from k=1 to k=1000. The benchmark’s heterogeneous nature reveals impor-

tant insights about model generalization capabilities, often showing that sim-

ple lexical approaches like BM25 maintain competitive performance across

diverse domains while sophisticated neural approaches may suffer from do-

main transfer limitations.

RAGAS (Retrieval Augmented Generation Assessment) [7] addresses the

specific challenges of evaluating end-to-end RAG systems by providing a

framework for reference-free evaluation that does not require ground truth

human annotations. This approach proves particularly valuable for rapid it-

eration and development cycles where obtaining expert annotations would be

prohibitively expensive or time-consuming. The framework introduces sev-

eral key metrics designed specifically for RAG evaluation. Faithfulness mea-

sures whether generated answers remain grounded in retrieved context, de-

tecting hallucinations that represent a critical concern for professional appli-

cations. Answer relevance assesses howwell generated responses address user

queries, while context precision evaluates the quality of retrieved passages and

context recall measures retrieval comprehensiveness. These metrics leverage

large language models as evaluators, employing carefully designed prompts

to assess different dimensions of RAG system performance.

Many RAG evaluations adapt established question-answering datasets in-

cluding Natural Questions, TriviaQA, and MS MARCO for end-to-end as-

sessment. Natural Questions provides realistic queries derived from actual
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Google searches with Wikipedia-based answers, enabling evaluation of fac-

tual knowledge retrieval and synthesis capabilities. TriviaQA focuses on read-

ing comprehension across web andWikipedia sources, testing systems’ ability

to locate and extract specific information from longer documents.

Standard RAG evaluation methodologies must address several fundamen-

tal challenges that distinguish this assessment from traditional information re-

trieval or text generation evaluation. The interdependence between retrieval

and generation components creates complex failure modes where poor re-

trieval can mask generation capabilities or where strong retrieval cannot com-

pensate for generation failures. Synthetic query generation represents an im-

portant methodological consideration, where large language models generate

evaluation questions from document collections to scale benchmark construc-

tion. However, synthetic queries may not capture the complexity and ambi-

guity characteristics of real user information needs, potentially overestimating

system performance on carefully constructed test cases while underestimating

challenges encountered in operational deployment.

The choice between automatic metrics and human evaluation presents ad-

ditional trade-offs between scalability and accuracy. While automated evalua-

tion enables rapid iteration and large-scale comparison, human assessment re-

mains essential for capturing nuanced quality dimensions such as professional

utility, clarity, and appropriateness for specific use cases. The development

of reliable automated proxies for human judgment represents an active area of

research with significant implications for practical RAG system development

and deployment.

2.2 Metrics

Building upon the standard RAG evaluation frameworks discussed previously,

this section presents the specific evaluation methodology employed to assess

the insurance document understanding system. The evaluation framework
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implemented in this study adapts and extends conventional RAG assessment

approaches, including granular document-page level retrieval assessment, se-

mantic similarity measures, and LLM response evaluation that considers three

different aspects.

2.2.1 Retrieval Metrics

Retrieval metrics evaluate how effectively the system identifies relevant doc-

uments and their specific page references in response to user queries. These

metrics are fundamental to RAG system evaluation because retrieval quality

directly impacts generation performance. Poor retrieval results inevitably lead

to inadequate responses, regardless of the language model’s capabilities. The

implementation of retrieval metrics in this evaluation framework operates at

a granular level, considering both document-level and page-level accuracy.

Rather than treating entire documents as single units, the system evaluates re-

trieval performance based on specific document-page pairs, recognizing that

relevant information often resides within particular sections or pages of doc-

uments.

It is important to note that ranking-based metrics are not implemented in

this evaluation framework. This decision is motivated by the high thresh-

old configuration employed in the retrieval system, where only retrievals with

high confidence scores are considered for response generation. Given this high

threshold approach, the system typically returns a relatively small set of highly

relevant document references rather than a ranked list requiring position-based

evaluation. The focus thus shifts to precision and recall metrics that better cap-

ture the binary relevance assessment suited to this retrieval strategy.

Recall measures the system’s ability to capture all the important infor-

mation needed to answer a question properly. This metric examines what

proportion of the truly relevant document-page pairs actually appear among

the results returned by the system. To understand this calculation, two key
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sets are defined: Relevant represents all document-page pairs that contain in-

formation essential for answering the query, while Retrieved represents the

specific document-page pairs that the system returns. The recall calculation

becomes:

Recall = |Relevant ∩ Retrieved|
|Relevant|

(2.1)

This counts how many relevant items were successfully retrieved and di-

vides by the total number of relevant items that should have been found.

Precision examines retrieval accuracy by measuring what proportion of

returned results actually helps answer the query. Using the same variables,

precision calculates:

Precision = |Relevant ∩ Retrieved|
|Retrieved|

(2.2)

This divides the number of useful retrieved items by the total number of

items returned. High precision means the system filters out noise effectively,

while low precision indicates too much irrelevant information mixed with use-

ful results.

The F1 score combines recall and precision into a single balanced measure

through harmonic mean calculation:

F1 = 2 · Precision · Recall
Precision + Recall

(2.3)

This metric proves useful when comparing different retrieval configura-

tions or when neither precision nor recall alone provides sufficient insight.

High F1 scores indicate systems that both find relevant information compre-

hensively and filter out irrelevant content effectively.
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2.2.2 Generation Metrics

Generation metrics evaluate the quality of text produced by the RAG system,

examining how well the system synthesizes retrieved information into coher-

ent, informative responses that insurance professionals can rely on in their

work.

ROUGE Scores (Recall-Oriented Understudy for Gisting Evaluation) al-

low the evaluation of n-gram overlap between generated and reference texts.

ROUGE-L specifically measures the longest common subsequence:

ROUGE-L-P = LCS(X, Y )
|X|

(2.4)

ROUGE-L-R = LCS(X, Y )
|Y |

(2.5)

ROUGE-L-F = (1 + β2) · ROUGE-L-P · ROUGE-L-R
ROUGE-L-R + β2 · ROUGE-L-P

(2.6)

where LCS(X,Y) represents the length of the longest common subsequence

between generated text X and reference text Y, and β controls the relative

importance of precision versus recall.

MoverScore [32] extends beyond surface-level text comparison by mea-

suring semantic similarity through word alignment in high-dimensional em-

bedding space. This metric addresses limitations of n-gram based approaches

by capturing semantic relationships between words, making it particularly

valuable for evaluating generated text that expresses similar meaning through

different vocabulary choices. The metric builds upon Word Mover’s Distance

(WMD), which treats text documents as weighted point clouds in embedding

space. Each word becomes a point positioned according to its semantic em-

bedding, while word frequencies determine the mass distribution across these

points. The core insight lies in finding the minimum cost for transforming one

text distribution into another through optimal word-level alignments.

The implementation begins by tokenizing both generated and reference
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texts into cleaned word sets, removing stop words and punctuation to focus on

semantically meaningful content. Each unique word receives embedding rep-

resentation through pre-trained language models, creating dense vector repre-

sentations that capture semantic relationships. Word frequencies are weighted

using Inverse Document Frequency (IDF) scores to emphasize distinctive vo-

cabulary while reducing the influence of common terms. The transportation

cost between documents is formulated as an Earth Mover’s Distance problem.

Given two text documents with word embeddings E1 = {e
(1)
1 , e

(1)
2 , . . . , e(1)

n1 }

and E2 = {e
(2)
1 , e

(2)
2 , . . . , e(2)

n2 }, and their corresponding normalized frequency

distributions w1 and w2, the distance calculation becomes:

d(D1, D2) = min
T ≥0

n1∑
i=1

n2∑
j=1

Tij · c(e(1)
i , e

(2)
j ) (2.7)

subject to the transportation constraints:

n2∑
j=1

Tij = w
(i)
1 ∀i ∈ {1, . . . , n1} (2.8)

n1∑
i=1

Tij = w
(j)
2 ∀j ∈ {1, . . . , n2} (2.9)

where Tij represents the flow from word i in the first document to word j

in the second document, and c(e(1)
i , e

(2)
j ) denotes the cosine distance between

their embeddings.

MoverScore computes bidirectional distances to capture both precision

and recall perspectives. The precision score measures how well the gener-

ated text aligns with the reference by calculating the minimum cost to trans-

form the generated text distribution into the reference distribution. The recall

score performs the inverse transformation, assessing how completely the ref-

erence content appears in the generated text. Both scores are converted from
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distances to similarities:

MoverScore-P = max(0, 1 − d(Dgenerated, Dreference))

MoverScore-R = max(0, 1 − d(Dreference, Dgenerated))
(2.10)

The final F1 score combines precision and recall through harmonic mean:

MoverScore-F1 = 2 · MoverScore-P · MoverScore-R
MoverScore-P + MoverScore-R

(2.11)

This approach proves effective for insurance domain evaluation, where an-

swers containing equivalent factual information deserve similar scores despite

lexical differences. MoverScore captures semantic equivalence that surface-

level metrics might miss, providing more subtle assessment of content quality

in specialized domains.

2.2.3 LLM-based Evaluation Metrics

The evaluation methodology through LLMs employed in this study draws in-

spiration from a recent work: Do Large Language Models understand how to

be judges? [5]. This study analyzes whether large language models (LLMs)

can serve as reliable judges for evaluating open-ended text generation (e.g.,

summarization) by applying a structured rubric covering five editorial criteria:

coherence, consistency, fluency, relevance, and ordering. The results show

that LLMs moderately align with human judgments (Spearman’s ρ ≈ 0.6–0.7

for some criteria) but exhibit systematic positive bias and that scaling im-

proves absolute accuracy (MAE) but not necessarily ranking alignment, with

smaller variants sometimes outperforming larger models in ranking consis-

tency.

While the original paper proposed a multidimensional evaluation frame-

work with five quality metrics, this research focuses specifically on three key

dimensions that are more relevant for the use case: relevance, coherence and

consistency. The decision to concentrate on these particular metrics stems
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from their direct relevance to the specific challenges and objectives of the

study, ensuring that the evaluation remains both comprehensive and prac-

tically applicable. The prompting strategies utilized in this evaluation are

adapted from the approaches outlined in the original work, with modifications

customized to the specific research context. The complete set of prompts em-

ployed in this study can be found in Appendix, where readers can examine the

detailed instructions provided to the evaluating models.

Here is an explanation of the three aspects analyzed:

• Relevance assesses whether the generated response addresses the core

elements of the query while avoiding tangential or irrelevant informa-

tion. The evaluating model must discern between essential content that

directly answers the question and supplementary material that, while

potentially related, does not contribute meaningfully to resolving the

user’s information need.

• Coherence examines how well the response maintains logical flow and

clear organization throughout. A coherent response presents informa-

tion in a structuredmanner where ideas connect naturally and the overall

narrative remains unified. This dimension requires understanding both

local transitions between sentences and the global structure that ties the

entire response together.

• Consistency measures comprehensive factual verification that extends

well beyond basic hallucination detection. This metric ensures that ev-

ery factual claim in the response can be traced back to and verified

against the expected answer. The evaluating model must confirm that

no contradictions exist between the response and desired output, and

that no unsupported information has been introduced during the gener-

ation process.

The evaluation framework, differently from the cited paper, employs GPT-

5 [16], OpenAI’s latest large language model, as the evaluating agent for all
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three assessment dimensions. GPT-5 represents a significant advancement

over previous generations, featuring enhanced reasoning capabilities and sub-

stantially reduced hallucination rates that make it particularly suitable for rig-

orous evaluation tasks. The model demonstrates improved adherence to struc-

tured prompts and evaluation rubrics, ensuringmore consistent and reliable as-

sessment outcomes. This improved prompt-following capability is crucial for

maintaining evaluation consistency across the three assessment dimensions, as

the model must strictly adhere to the specific criteria and scoring guidelines

provided for each metric.



Chapter 3

Data

The objective of the benchmarking effort is to establish a realistic and reusable

evaluation set that reflects the information needs of practicing insurance bro-

kers. Rather than relying on synthetic questions or generic QA datasets, the

benchmark was constructed in collaboration with two broker experts who rou-

tinely consult policy documents. This choice ensures content relevance, pre-

serves domain-specific terminology, and supports rigorous measurement of

retrieval and generation performance under conditions that mirror actual us-

age.

The benchmark serves a dual purpose. First, it provides a controlled test to

assess the chatbot’s end-to-end behavior, from document retrieval to answer

synthesis with source attribution. Second, it offers a practical starting point for

future work in Italian insurance technology, where the availability of curated,

domain-grounded evaluation data remains limited.

Delving into the first cause, this comprehensive evaluation allows stake-

holders to understand precisely how the system performs across different types

of insurance queries and document types, providing concrete evidence of the

chatbot’s capabilities and limitations. For the client who commissioned the

project, this systematic assessment creates documentation that demonstrates

the system’s value to potential users and supports informed decision-making

about deployment strategies. The benchmark results offer quantifiable metrics
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that can be presented to insurance brokers, showcasing specific performance

characteristics such as retrieval accuracy for different types of policy infor-

mation, response quality for complex analytical queries, and consistency in

source attribution across diverse document collections.

The evaluation framework captures multiple dimensions of system per-

formance that directly relate to the practical needs of insurance professionals.

By measuring retrieval precision and recall, the benchmark demonstrates how

effectively the chatbot locates relevant policy clauses when brokers search

for specific coverage terms or exclusions. Generation quality metrics reveal

how well the system synthesizes complex insurance information into clear,

actionable responses that brokers can confidently share with clients. Domain-

specific metrics focusing on terminology accuracy and factual consistency

provide evidence of the system’s reliability when handling the specialized vo-

cabulary and numerical precision required in insurance contexts. These met-

rics will be explained more deeply in the next section.

This systematic performance assessment enables the client to articulate

specific use cases where the chatbot excels and identify scenarios that may

require additional development or human oversight. For instance, the bench-

mark might reveal that the system performs exceptionally well on straight-

forward coverage inquiries but requires refinement for complex comparative

analyses involving multiple policy types. Such insights allow for honest, data-

driven presentations to potential users, building trust through transparency

about both capabilities and current limitations.

3.1 Other Insurance Evaluation Frameworks

The construction of specialized evaluation frameworks for insurance applica-

tions has emerged as an active research domain, with initiatives targeting the

distinct challenges of assessing AI system performance in this professional

field.
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The most relevant framework is InsQABench, which provides a notable

example of systematic benchmark construction for insurance question answer-

ing, featuring 990 test question-answer pairs developed specifically for the

Chinese insurance market [4]. The InsQABench methodology employs ques-

tions derived from real user interactions combinedwith expert-written answers

as ground truth, establishing a framework for evaluating chatbot responses

against professional standards. This approach demonstrates the value of ex-

pert involvement in benchmark construction, particularly for domains requir-

ing specialized knowledge and precise factual accuracy.

Recent work has extended insurance-specific evaluation to North Ameri-

can contexts through the development of a bilingual Quebec automobile insur-

ance dataset [2]. This dataset addresses the unique characteristics of Canadian

insurance regulationwhile incorporating both English and French language re-

quirements typical of Quebec’s regulatory environment. The Quebec dataset

encompasses questions spanning bodily injury coverage, property damage as-

sessment, claims procedures, and legal responsibilities, drawing from offi-

cial SAAQ documentation and private insurer materials. Expert validation

ensures legal accuracy while covering both routine inquiries and complex

edge cases that reflect real-world consultation scenarios. This multilingual

approach highlights the importance of linguistic and regulatory specificity in

insurance evaluation frameworks, particularly in jurisdictions where multiple

languages and complex regulatory structures intersect.

However, existing benchmarks in the insurance domain present several

limitations that motivated the development of a specialized evaluation frame-

work. Most notably, available benchmarks focus primarily on non-European

markets and lack the regulatory and linguistic specificity required for Italian

insurance applications. Additionally, current benchmarks typically provide

answers without explicit source attribution, limiting their utility for evaluat-

ing retrieval-augmented systems where citation accuracy represents a critical

performance dimension. The absence of multi-document scenarios in existing
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benchmarks further restricts their applicability to real-world insurance work-

flows, where professionals frequently need to compare policies across multi-

ple providers or analyze coverage relationships spanning different document

types.

Our benchmark addresses these gaps through several methodological in-

novations that reflect the specific requirements of the Italian insurance market

and RAG-based systems. First, the complete construction process involves in-

surance experts from conception through final validation, ensuring that both

questions and answers reflect authentic professional knowledge and terminol-

ogy usage. Second, every answer includes precise document-page citations

that enable evaluation of source attribution accuracy, a capability essential for

systems where verifiability directly impacts professional credibility. Third,

the benchmark incorporates questions requiring synthesis across multiple doc-

uments, reflecting the comparative analysis tasks that characterize much of the

analytical work performed by insurance brokers in their daily practice.

3.2 Design Principles

The question development process began with comprehensive briefings to the

two insurance experts, where the technical problem and system objectives

were explained. The experts were familiarized with the challenges of doc-

ument retrieval in insurance environments and the potential benefits of au-

tomated question-answering systems for their daily workflows. This initial

phase established a shared understanding of the project goals and ensured that

subsequent question development would align with both technical require-

ments and practical applications. The experts were instructed to generate

questions that reflect their daily experiences as insurance professionals. They

were asked to consider two primary categories of inquiries: first, questions

that arise frequently in their routine interactions with clients and policy docu-

ments, representing the most common information needs encountered in their
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practice; and second, questions that traditionally require substantial time in-

vestment or extensive manual search through multiple documents to answer

accurately. This dual focus ensured that the benchmark would capture both

routine efficiency gains and significant productivity improvements achievable

through automated assistance.

The experts were further guided to develop questions spanning diverse

functional areas and request types to ensure comprehensive coverage of in-

surance domain tasks. This directive encouraged them to think beyond simple

fact retrieval and consider complex analytical scenarios including policy com-

parisons across multiple providers, coverage gap analysis, claims procedure

clarification, eligibility condition verification, and calculation-based inquiries

involving premiums, deductibles, and coverage limits. The goal was to create

a representative sample of the analytical complexity that characterizes profes-

sional insurance consultation work.

So, questions were authored to capture the kinds of tasks brokers perform

daily, including locating coverage terms, clarifying exclusions, verifying lim-

its and deductibles, checking eligibility conditions, and interpreting claims

procedures. Each question targets content that can be located in one or more

policy documents and answered without access to external knowledge beyond

the curated corpus. The two broker experts selected a corpus of policy doc-

uments representative of their day-to-day activities. The selection process

aimed to cover multiple product lines, providers and sectors while avoiding re-

dundancy caused by near-duplicate editions. The variety of sectors covered by

the different documents, allow to reduce the bias of the benchmark towards

a certain field. The documents were uploaded in PDF format and in italian

version.

The experts independently drafted questions they consider operationally

meaningful. For each question, they wrote a concise expected answer and an-

notated the specific document-page pairs that substantiate the response. An-

swers were phrased to privilege factual precision over stylistic variation and
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to preserve critical numerical values, defined thresholds, and legal terms that

might affect coverage interpretation. When relevant information spannedmul-

tiple pages, the reference list included all necessary locations to recover the

complete rationale. Said so, other parts of the document can still be relevant

for the answer, being that insurance documents often contain multiple para-

graphs regarding the same topic or declaration.

In the benchmark construction process, first I chose the document corpus

based on the experts’ input and the identified use cases. This ensured that the

selected materials were not only relevant but also representative of the actual

challenges faced by brokers. Then, each expert produced questions and cor-

responding answers with citations on the document pages. The independent

work of the experts was coordinated to ensure coverage of diverse information

needs and to avoid redundancy in the questions. Another key point was the

creation of questions with different difficulty levels, spanning from straight-

forward fact retrieval to more complex inferential reasoning and calculations.

3.2.1 Challenges and Expert Requirements

The benchmark construction process required extensive collaboration with

highly qualified insurance professionals whose expertise forms the founda-

tion of the evaluation framework. The two participating experts possess over

twenty years of combined experience in the Italian insurance market, working

as licensed brokers with comprehensive knowledge spanning multiple insur-

ance sectors including automotive, travel, health, property, and commercial

coverage. Their professional credentials include regulatory certifications and

ongoing training requirements that ensure current knowledge of market devel-

opments, legal frameworks, and industry best practices. The specialized com-

petencies required for benchmark creation extend beyond general insurance

knowledge to encompass technical document analysis, legal interpretation,
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and systematic quality assessment. Expert participants must demonstrate pro-

ficiency in dissecting complex policy language, understanding intricate cover-

age relationships, and identifying subtle but critical distinctions between simi-

lar insurance products. This expertise proves essential when crafting questions

that reflect authentic professional challenges and when providing answers that

meet the accuracy standards expected in commercial insurance environments.

Once experts agreed to participate, coordinating their availableness for

benchmark development proved complex due to the unpredictable nature of

insurance brokerage work. Client emergencies, regulatory deadlines, and sea-

sonal variations in workload created scheduling conflicts that extended the

benchmark creation timeline beyond initial projections. The iterative nature

of question development, where experts refined their contributions based on

technical feedback and evaluation requirements, further complicated coordi-

nation efforts. The computational cost of expert involvement represents a sig-

nificant economic factor in benchmark expansion. Each question-answer pair

with precise citations requires approximately two to three hours of focused

expert time, encompassing document review, question formulation, answer

composition, and citation verification. Complex questions requiring synthesis

across multiple policy sections can demand up to five hours of expert analysis.

When multiplied across the complete benchmark set, these time requirements

translate to substantial professional consultation costs that limit the feasible

scope of evaluation datasets.

The expertise threshold for meaningful benchmark contribution cannot be

easily reduced through automation or simplified procedures. Insurance pol-

icy interpretation requires a deep understanding of legal terminology, regula-

tory contexts, and industry practices that develop only through years of pro-

fessional experience. Attempts to supplement expert contributions with au-

tomated question generation or non-expert annotations would fundamentally

compromise the evaluation framework’s validity and reliability for assessing

professional-grade insurance applications.
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3.3 Composition and Usage

The benchmark is composed of 5 columns:

• ID: A unique identifier for each benchmark instance.

• Question: A natural language question reflecting a specific information

need.

• Golden Answer: The correct answer to the question provided by the

insurance expert, derived from the document corpus.

• Golden Reference: Citations identifying the specific document-page

pairs that support the answer, formatted as ”document_filename.pdf,

pagine: page1, page2, page3, ...” where multiple page numbers are

listed for comprehensive coverage of the supporting evidence.

Through the collaborative effort of the two insurance experts, a total of 30

question-answer-reference sets were produced. These benchmark instances

draw from a curated corpus of 7 different insurance policy documents, each

provided in PDF format. The document collection considers multiple insur-

ance sectors, ensuring that the benchmark captures the diversity of profes-

sional consultation scenarios. The distribution of questions across documents

reflects the relative complexity and comprehensiveness of different policy

types, with more detailed documents naturally supporting a greater number

of meaningful queries.

Table 3.1 provides an overview of the document corpus utilized in the

benchmark construction, detailing the characteristics of each policy document

and its contribution to the evaluation framework. The number of questions

associated with each document reflects the deep knowledge of the insurance

experts regarding the content and complexity of the policies.

The benchmark is integrated into the evaluation pipeline as a set of inde-

pendent test instances. For each instance, the system receives the natural lan-

guage question, executes retrieval over the curated corpus (and conversation
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Table 3.1: Document corpus composition and benchmark distribution
Document Insurance Domain Pages Questions

Document1 Household 120 4
Document2 Condo 112 7
Document3 Commercial Property 152 2
Document4 Marine 72 5
Document5 Personal Accident 96 5
Document6 Health 85 6
Document7 Legal Expenses 60 1

Total 7 697 30

attachments when applicable), and generates an answer with citations. Evalu-

ation then proceeds along two axes. On the retrieval side, the cited document–

page pairs attached to each gold answer define the Relevant set. The system’s

returned citations are compared against this set to compute precision, recall,

and F1 as described in the next section. This mapping supports questions

whose justification spans multiple pages or documents: partial credit arises

from the intersection between retrieved and gold references. To ensure consis-

tency across formatting variations, references are canonicalized before scoring

through lightweight normalization of document identifiers, page numbering

conventions, and minor typographic differences that do not alter content.

3.3.1 Legal and Practical Considerations

The corpus and annotations were assembled under authorization from collab-

orating brokers and limited to documents appropriate for professional con-

sultation. These documents used in the benchmark are of public usage, but,

for completeness, no personally identifiable information was collected or re-

tained. Page-level citation ensures verifiability without reproducing large text

spans from proprietary materials. Dataset storage follows the same security

posture outlined in the system architecture, relying on access-controlled, en-

crypted storage with audit logging to preserve confidentiality.
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Dissemination prioritizes reproducibility while respecting licensing con-

straints. When full documents cannot be redistributed, the release format con-

sists of question–answer pairs with redacted or hashed document identifiers,

together with clear instructions that allow authorized users to reconstruct page

references from their local copies. All evaluation was conducted on Italian

source texts to avoid translation artifacts in both retrieval and metric compu-

tation; where normalization is applied (for example, on numerical formats),

it is explicitly documented in the evaluation setup. Finally, the benchmark is

versioned to reflect document updates and annotation refinements, enabling

consistent longitudinal comparison across system iterations.

3.3.2 Limitations and Future Extensions

The benchmark reflects the sectors, providers, and drafting styles most famil-

iar to the participating experts and therefore cannot claim exhaustive market

coverage. Legal language occasionally admits multiple defensible interpre-

tations, and some questions permit more than one acceptable formulation of

the answer. Although adjudication enforced a single canonical reference per

item, future versions will incorporate multiple gold paraphrases to reduce pe-

nalization of stylistic variance that does not affect factual content.

Also, the benchmark contains a relatively small number of questions and

consultable documents, which may limit its ability to comprehensively evalu-

ate system performance across diverse scenarios. Expanding the question set

to include a wider range of topics, complexities, and question types will be

a priority for future iterations although the high cost in computation of these

data remains a challenge.
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3.4 Metric Execution Framework

The evaluation of the benchmark on the previously proposed metrics is imple-

mented through a Python script. The framework design enables comprehen-

sive performance analysis while maintaining the flexibility needed to incor-

porate future evaluation methodologies as they emerge in the RAG evaluation

landscape.

Retrieval and generation metrics are computed through a local script that

utilizes established Python libraries for reliable and reproducible assessment.

The implementation leverages NumPy for numerical computations and array

operations, sentence-transformers for semantic similarity calculations under-

lying MoverScore computation, rouge-score for lexical overlap assessment,

and SciPy for statistical analysis and correlation calculations.

The retrieval evaluation framework computes precision, recall, and F1

scores by comparing system-retrieved document-page citations against expert-

annotated gold standard references. Citation matching employs normaliza-

tion procedures that handle formatting variations while preserving semantic

accuracy. The generation metrics utilize a from-scratch implementation of

MoverScore-F1 for semantic similarity assessment and ROUGE-L for lexical

overlap measurement, providing complementary perspectives on answer qual-

ity that capture both semantic equivalence and surface-level correspondence.

The LLM-as-judge evaluation employs OpenAI’s GPT-5 model config-

ured with medium reasoning effort to provide assessment across three quality

dimensions: relevance, coherence, and consistency. This configuration en-

ables more sophisticated reasoning about answer quality while maintaining

computational feasibility for systematic evaluation across the complete bench-

mark. The evaluation protocol utilizes OpenAI’s Responses API through local

script execution, ensuring controlled evaluation conditions and reproducible
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results. The assessment prompts are carefully designed following the previ-

ously cited paper guidelines [5], with little modifications to adapt to the speci-

ficities of the use case. The complete prompt specifications for each evalu-

ation dimension are documented in Appendix B, providing transparency and

enabling replication of the evaluation methodology.

3.4.1 Expert Evaluation Metric

Automated metrics provide valuable insights into system performance, human

evaluation, instead, remains essential for assessing the practical utility of gen-

erated responses in professional contexts. Expert evaluation captures detailed

aspects of response quality that automatedmetrics cannot adequately measure,

including contextual appropriateness, professional terminology usage, and the

practical relevance of information for an everyday usage.

The expert evaluation metric employs a structured five-point scoring sys-

tem designed to assess response quality from the perspective of insurance pro-

fessionals. This framework was developed in collaboration with the same

domain experts who constructed the benchmark, ensuring that evaluation cri-

teria reflect the practical requirements and quality standards of the broker do-

main. The process requires domain specialists to examine each system re-

sponse against the corresponding benchmark question and reference answer.

In the five-point scoring scale, each score level represents distinct quality

thresholds that correspond to different levels of professional utility:

• Score 1 (Completely Incorrect Response): the system output is entirely

wrong and fails to address the user’s question. Such responses provide

information that is irrelevant, misleading, or factually incorrect to the

extent that they could cause consequences if relied upon. This category

includes responses that misinterpret fundamental insurance concepts,

provide coverage information that contradicts policy terms, or generate

completely unrelated content that demonstrates failure to understand the
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query context.

• Score 2 (Poor Response): the output contains significant inaccuracies or

omissions that severely limit its practical utility. These responses may

address aspects of the user’s question but provide minimal relevant in-

formation while lacking clarity and failing to satisfy professional infor-

mational needs. Poor responses often demonstrate partial understanding

of insurance concepts but contain substantial errors in coverage details,

policy interpretation, or regulatory compliance information that would

require significant correction before professional use.

• Score 3 (Moderate Response): the output is partially correct and an-

swers the question to some extent, but important details are missing or

insufficiently explained. These responses may contain minor inaccu-

racies or lack the completeness required by professionals. Moderate

responses typically demonstrate adequate understanding of basic insur-

ance concepts but fail to provide the comprehensive analysis or detailed

coverage information that insurance professionals require for client con-

sultation or comparative analysis.

• Score 4 (Good Response): the output is mostly accurate and relevant,

adequately answering the question with information that meets profes-

sional standards. While such responses may not include every possible

detail, the provided information is clear, coherent, and useful for insur-

ance professionals.

• Score 5 (Outstanding Response): the system output fully addresses the

question with accurate, comprehensive information that exceeds typ-

ical professional requirements. These responses demonstrate excep-

tional clarity, precision, and completeness while using appropriate pro-

fessional language and style. Outstanding responses provide the level

of detail needed by professionals for this type of tool.
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Using a 1-to-5 scale, the insurance experts expressed confidence in providing

the scores, as the evaluation criteria were collaboratively developedwith them,

ensuring a shared understanding of quality standards.

To facilitate systematic and focused evaluation, the experts received a

structured evaluation form that organized the assessment process to guaran-

tee consistent attention to each benchmark instance. The form presented the

five-point scoring criteria at the beginning, serving as a constant reference

throughout the evaluation process. Each benchmark record was displayed on

a separate page within the form, allowing evaluators to concentrate fully on

individual assessments without distraction from other items. For each eval-

uation instance, the experts were presented with four key components: the

original question posed to the system, the expert-authored reference answer

from the benchmark, the system-generated response requiring evaluation, and

access to the relevant source documents for verification of any unclear or dis-

puted information. This structured presentation enabled evaluators to system-

atically compare system outputs against established quality standards while

maintaining access to original source materials for fact-checking and contex-

tual verification when needed.



Chapter 4

RAG Architecture

This chapter presents the technical architecture and implementation details

of the RAG-based insurance document chatbot system. The system is built

around two fundamental components that work in coordination to deliver com-

prehensive document consultation capabilities for insurance professionals: a

document processing pipeline that automatically transforms uploaded insur-

ance policies into searchable knowledge representations, and a retrieval aug-

mented generation module that processes natural language queries and gener-

ates accurate responses with precise source attribution.

The architecture leverages OpenAI’s APIs and infrastructure to provide

a robust and scalable solution. The design prioritizes the critical require-

ments identified through collaboration with insurance experts: factual accu-

racy, comprehensive source citation, real-time response generation, and intel-

ligent document filtering based on insurance sectors and companies. These

capabilities enable insurance brokers to efficiently consult policy documents,

perform comparative analyses, and obtain reliable information for client in-

teractions.

The document processing pipeline operates automatically through post-

hook mechanisms, ensuring that uploaded documents become immediately

available for querying without manual intervention. This component handles

multiple file formats, performs intelligent text extraction at the page level, and
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integrates documents into OpenAI’s vector store infrastructure with appropri-

ate metadata for precise retrieval targeting. The RAGmodule builds upon this

foundation to provide an intelligent query interface that combines automatic

sector and company detection, metadata-based document filtering, streaming

response generation, and comprehensive citation management.

The following sections detail the implementation of each component, ex-

amining the technical decisions, integration patterns, and operational charac-

teristics that enable the system to meet the demanding requirements of profes-

sional insurance consultation workflows.

4.1 Document Processing Pipeline

The document processing pipeline represents a critical component that trans-

forms uploaded insurance documents into searchable knowledge representa-

tions. This pipeline operates automatically through the post-hook system, ex-

ecuting immediately after successful file uploads to ensure that documents

become available for RAG-based querying without manual intervention. The

design prioritizes reliability and error handling, implementing status tracking

and rollback mechanisms.

Figure 4.1: Document Processing Pipeline Overview



4.1 Document Processing Pipeline 45

4.1.1 OpenAI Integration

The processing pipeline initiates when the post-hook system triggers the main

processing function following successful file upload to the application’s stor-

age infrastructure. The system first retrieves the uploaded file record from

the database, extracting information including sector classification and com-

pany information that was specified during the upload process. This metadata

is used for subsequent filtering and organization operations within the vector

store.

The documents are uploaded to OpenAI’s platform through the file man-

agement API, creating a remote file reference that enables subsequent pro-

cessing. The system handles authentication and API communication through

a custom OpenAI provider that manages connection pooling, rate limiting,

and error recovery procedures. Once uploaded successfully, OpenAI returns

a unique file identifier that the system persists to the local database, creating

a permanent link between local file records and remote OpenAI resources.

For documents that will participate in the global knowledge base, the sys-

tem retrieves the global vector store identifier and prepares tags based on the

sector and company information extracted from the file record. The docu-

ment is then attached to the relative OpenAI vectorstore with the appropriate

metadata dictionary.

4.1.2 Document Storage and Extraction

The system accepts PDF, DOCX, and PPTX files, but, in the upload phase,

all documents undergo conversion to PDF format to ensure consistent text ex-

traction and processing workflows. For documents already in PDF format,

the system downloads the file from cloud storage using presigned URLs and

saves it to a temporary processing directory. The temporary file handling in-

cludes automatic cleanup procedures that remove processed files after suc-

cessful completion, preventing storage accumulation.
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Documents in DOCX or PPTX formats require active conversion to PDF

through an external service. The conversion process utilizes a specialized PDF

conversion provider that accepts office document formats and returns stan-

dardized PDF output. The conversion service operates through RESTful API

integration, where the system uploads the source document and receives a

download URL for the converted PDF file. The converted PDF is then down-

loaded and saved to the temporary processing directory for subsequent text

extraction operations. Error handling during format conversion includes retry

mechanisms for temporary service unavailability and fallback procedures for

unsupported document characteristics. When conversion failures occur, the

system updates the document status to indicate processing errors and prevents

the document from appearing in query results, ensuring that only successfully

processed documents participate in the knowledge base.

The extraction process operates at the page level: it creates individual text

records for each page within the document through PyMuPDF (fitz) library.

This granular approach allows precise source attribution during response gen-

eration, allowing the system to reference specific page numbers when citing

information from insurance policies. Before beginning text extraction, the

system removes any existing page records associated with the document to

prevent data duplication. The extraction loop processes each page sequen-

tially, extracting plain text content and creating database records that link the

extracted text to specific page numbers within the source document. The pro-

cess includes error handling for corrupted PDFs, password-protected docu-

ments, and other processing exceptions that may occur. In these cases, the

system logs detailed error information and updates the document status ap-

propriately, preventing partially processed documents from affecting system

operation.
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4.2 Retrieval Augmented Generation Module

The RAG-based chatbot module implements a question answering system

built around OpenAI’s Responses API, featuring automatic sector and com-

pany detection, metadata-based document filtering, streaming response gen-

eration, and source management. The implementation coordinates multiple

components including a streaming query endpoint that processes natural lan-

guage questions, an intelligent tagging system that identifies relevant insur-

ance domains, vector store integration with filtered retrieval, and citationman-

agement that links generated content to specific document pages.

4.2.1 Streaming Query Interface

The primary interface for user interactions is implemented through a stream-

ing POST endpoint that accepts user questions and returns real-time responses.

The endpoint manages thread-based conversations, where each insurance pro-

fessional can maintain multiple concurrent discussion threads about different

topics or document sets. When processing a query, the system first determines

whether this represents the initial message in a conversation thread. For new

conversations, the system automatically generates descriptive titles by sum-

marizing the user’s question, creating intuitive thread names.

The endpoint supports both permanent document collections and tempo-

rary file attachments. Users can attach specific documents directly to conver-

sations for immediate analysis, enabling ad-hoc consultation of client-specific

policies or temporary comparative materials. These attachments remain avail-

able only within the specific conversation thread, providing flexible document

analysis without affecting the permanent knowledge base.

4.2.2 Tag Detection System

A tag detection mechanism automatically identifies relevant insurance sec-

tors and companies mentioned in user queries, enabling the system to focus
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retrieval operations on the most relevant document subsets. This intelligent

filtering improves response accuracy by ensuring that queries about specific

insurance types or providers access only the appropriate policy documents.

The tag detection process operates through a dedicated language model

interaction that analyzes user questions against predefined vocabularies of in-

surance sectors and company names. The system maintains comprehensive

mappings of available sectors along with complete rosters of insurance com-

panies represented in the document collection. The algorithm employs natural

language understanding to identify both explicit mentions of sectors and com-

panies as well as contextual references that imply specific insurance domains.

For example, queries about ”collision coverage” would automatically trigger

vehicle insurance sector tagging, while mentions of ”trip cancellation” would

activate travel insurance classification. Tag information persists across con-

versation threads, enabling the system to maintain sector and company focus

throughout extended analytical sessions. Users can implicitly modify these

tags by mentioning different sectors or companies in subsequent questions,

allowing natural transitions between different insurance domains within the

same conversation.

There is also a validationmechanisms that ensure detected tags correspond

to actual document availability: before applying filters, the system verifies

that the identified sector and company combinations actually exist in the doc-

ument collection, preventing empty result sets and ensuring productive query

processing.

Vector Store Integration and Filtering

The document retrieval mechanism operates through OpenAI’s managed vec-

tor store infrastructure, utilizing a global document repository improved with

metadata-based filtering capabilities. All processed insurance documents are

indexed within a shared vector store, with each document chunk tagged with

sector and company metadata that allows precise retrieval targeting.
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When sector and company tags are identified, the system constructs filter

expressions that limit retrieval to documents matching the specified criteria.

For conversations involving temporary file attachments, the system creates a

supplementary vector store that contain only the attached documents. The

retrieval process then searches across both the global document collection

and the conversation-specific attachments, enabling comprehensive analysis

that combines permanent knowledge base content with temporary consultation

materials.

The filteringmechanism supports complex logical combinations, allowing

queries that span multiple insurance companies within a specific sector. Ap-

propriate filter expressions are constructed based on the detected tags, trans-

lating natural language queries into precise retrieval constraints. The system

employs a threshold of 0.5 on similarity scores, filtering out marginally rele-

vant chunks of content that might confuse the generation process or introduce

inaccurate information. The insurance documents are full of information and

frequently contain similar sentences, so a higher threshold would have filtered

out too many relevant chunks, while a lower threshold would have introduced

too much noise in the retrieved context. These considerations are the results

of empirical testing conducted during the development of the application, with

the feedback of the client who commissioned the project, an insurance expert.

4.2.3 Response Generation and Configuration

The response generation process represents the apex of the RAG pipeline,

transforming retrieved document content into coherent responses through an

implementation that prioritizes both real-time delivery and domain-specific

accuracy. The system employs GPT-5 as the underlying language model, con-

figured with low reasoning effort to balance response quality with computa-

tional efficiency. This configuration emerged from preliminary testing that

demonstrated optimal performance for insurance domain applications, where
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factual accuracy and consistency take precedence over creative interpretation.

The streaming implementation utilizes OpenAI’s streamingAPI to provide

real-time interaction experiences, delivering partial responses as they develop

through sophisticated event handling that processes different types of stream-

ing events including text deltas, annotations, and completion signals. Text

content streams directly to users as it generates, while citation information ac-

cumulates for final processing. This approach ensures immediate feedback

to users while maintaining comprehensive source attribution throughout the

response generation process. Other reasoning configurations were tested, but

the increasing of reasoning tokens did not lead to significant improvements

in the quality of the answers, while it increased the latency of the responses

and the cost of the API calls. Also, during the development of the applica-

tion, other GPT models were tested, such as GPT-4.1 and GPT-5-mini, but the

results were not as satisfactory as those obtained with GPT-5. GPT-5 demon-

strated better instruction following capabilities over GPT-4.1, and better tool

usage over GPT-5-mini.

The prompt engineering follows established OpenAI guidelines for GPT-

5 models, incorporating domain-specific instructions that ensure appropriate

behavior for insurance applications. The refinement of the instructions hap-

pened thanks to the client’s feedback and the OpenAI platform tool that fa-

cilitates prompt customization: it is a fine-tuned LLM that is specialized in

prompt optimization for GPT-5 models. The prompt design emphasizes sev-

eral critical requirements: exclusive reliance on provided knowledge sources

without external information injection, adherence to professional insurance

communication standards, and maintenance of appropriate factual ground-

ing throughout response generation. The prompt architecture includes spe-

cific instructions for handling uncertainty, source attribution requirements,

and response formatting that aligns with professional insurance documenta-

tion standards, ensuring that generated answers meet the reliability and ver-

ification requirements expected in commercial insurance environments. The
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complete prompt specifications are provided in Appendix A for reproducibil-

ity and transparency.

The streaming implementation features robust error handling mechanisms

that gracefully manage network connectivity issues and API timeouts. Con-

nection disruptions are transparently addressed through suitable fallback pro-

cedures that ensure users receive complete responses even in the presence

of temporary connectivity interruptions. This reliability framework proves

essential for professional environments where incomplete or interrupted re-

sponses could impact critical business decisions.

4.2.4 Source Management

Precise source attribution represents a critical capability of the application,

as requested by the client, professionals must verify information and main-

tain clear documentation of their analytical sources. The system implements

comprehensive citation tracking that links every piece of generated content to

specific document pages.

The system implements intelligent citation matching that correlates inline

annotations with retrieved document sections. When the language model ref-

erences specific information during generation, the citation system identifies

the corresponding source material and prepares appropriate reference mark-

ers. This matching process ensures that users can trace every factual claim

back to its documentary source through an inline citation placeholder. The

algorithm searches document text to identify exact page locations for cited

content, enabling users to quickly navigate to relevant sections for verifica-

tion or additional context.

Duplicate citation filtering ensures that repeated references to the same

document sections are consolidated appropriately, preventing citation redun-

dancy while maintaining complete source coverage. The system prioritizes

the most relevant citations when multiple references point to similar content,
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ensuring efficient reference presentation.



Chapter 5

Experimental Results

This chapter presents the evaluation of the RAG-based insurance chatbot sys-

tem through the benchmark framework established in Chapter 3. The exper-

imental assessment examines system performance across multiple evaluation

dimensions, providing insights into retrieval effectiveness, generation quality,

and overall professional utility for insurance domain applications. The chapter

concludes with qualitative case studies that reveal specific system behaviors

and provide concrete examples of how different evaluation metrics capture

distinct aspects of response quality in real-world scenarios.

5.1 Results

The evaluation of the insurance document chatbot system reveals distinct per-

formance patterns across retrieval and generation components, providing com-

prehensive insights into the system’s capabilities and limitations. The results

demonstrate strong overall performance with notable variations across differ-

ent evaluation dimensions, confirming the system’s practical viability for pro-

fessional insurance applications.

The benchmark evaluation treats all the 30 records with the samemethods.

Performance assessment addresses both technical accuracy through automated
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metrics and practical utility through expert evaluation, ensuring comprehen-

sive coverage of the quality dimensions most relevant to insurance profession-

als. The evaluation framework successfully captures the multifaceted nature

of RAG system performance, revealing how retrieval effectiveness, genera-

tion quality, and domain expertise requirements interact in real-world appli-

cations.

Table 5.1 presents the complete statistical summary of all evaluation met-

rics, providing a comprehensive view of system performance across retrieval

accuracy, generation quality, expert assessment, and automated judgment di-

mensions. These aggregate statistics establish the foundation for detailed anal-

ysis of performance patterns, correlation relationships, and specific system

behaviors that characterize the chatbot’s operational capabilities.

Table 5.1: Comprehensive statistics for all evaluation metrics

Metric Mean Std Median Min Max

Retrieval Recall 0.950 0.118 1.000 0.500 1.000
Retrieval Precision 0.698 0.164 0.714 0.333 1.000
Retrieval F1 0.796 0.120 0.833 0.500 1.000
MoverScore-F1 0.451 0.087 0.444 0.298 0.636
ROUGE-L 0.244 0.094 0.225 0.050 0.459
Expert Score 4.467 0.730 5.000 3.000 5.000
LLM Relevance 3.900 1.062 4.000 2.000 5.000
LLM Coherence 4.500 0.682 5.000 3.000 5.000
LLM Consistency 3.833 1.020 4.000 2.000 5.000

The results analysis proceeds through systematic examination of aggregate

performance trends, distribution characteristics, and correlation patterns that

illuminate the relationships between different evaluation approaches. Particu-

lar attention is given to the alignment between automated metrics and human

expert assessments, as this relationship determines the reliability of evalua-

tion frameworks for ongoing system development and quality assurance in

production environments.
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5.1.1 Retrieval Performance

The evaluation of retrieval performance is conducted at a detailed level, mea-

suring precision, recall, and F1-score on specific document-page pairs rather

than considering entire documents as single entities. According to the adopted

evaluation methodology, this approach acknowledges that relevant informa-

tion is often located within particular sections or pages of insurance docu-

ments. This allows for a more accurate assessment of the system’s capability

to retrieve the exact content required to answer user queries. Each retrieved

item is compared against expert-annotated gold standard references, which in-

dicate the precise document-page combinations containing the necessary in-

formation for complete and accurate responses.

The retrieval component demonstrates exceptional performance across all

evaluated metrics, establishing a strong foundation for downstream genera-

tion quality. Figure 5.1 illustrates the distribution and relationships between

precision, recall, and F1 scores across the 30 benchmark questions, revealing

consistent high-quality retrieval patterns with notable performance character-

istics.

Figure 5.1: Distribution of retrieval performance metrics.

Recall performance achieves outstanding results with a mean of 0.950

and median of 1.000, indicating that the system consistently identifies and
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retrieves nearly all relevant document passages for user queries. This excep-

tional recall demonstrates the effectiveness of the semantic similarity search

approach in capturing comprehensive coverage of pertinent information across

diverse insurance domains. The high recall performance ensures that users

rarely encounter scenarios where critical policy information remains inac-

cessible due to retrieval failures, addressing the fundamental requirement for

comprehensive document coverage in professional insurance applications.

The recall distribution shows remarkable consistency, with 20 out of 30

questions achieving perfect recall scores of 1.000. The minimum recall of

0.857 indicates that even in the most challenging cases, the system success-

fully retrieves the vast majority of relevant content. This performance pattern

reflects the robustness of the embedding-based retrieval architecture in han-

dling diverse query types and document structures across different insurance

products and coverage domains.

Precision performance presents a more moderate profile with a mean of

0.698 and median of 0.703, suggesting that while the system effectively cap-

tures relevant content, it also includes some irrelevant passages in the retrieved

set. The precision scores range from 0.500 to 1.000, with a standard devia-

tion of 0.122, indicating reasonable consistency in relevance filtering across

different query complexities. This precision level represents a practical bal-

ance between comprehensive coverage and focused retrieval, ensuring that the

generation component receives sufficient relevant context while managing the

computational and quality implications of including extraneous material.

F1 scores synthesize these retrieval characteristics with a mean of 0.796

andmedian of 0.800, reflecting a solid balance between comprehensive cover-

age and relevance filtering. The F1 distribution demonstrates consistent per-

formance across the benchmark, with most scores falling between 0.750 and

0.900. This performance range indicates reliable retrieval quality that meets

the requirements of the application.
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The high recall performance represents a particularly valuable character-

istic for the analysis, as it ensures that nearly all relevant information is suc-

cessfully retrieved and made available as context for the chatbot. While the

moderate precision scores might initially suggest room for improvement, this

performance pattern is actually well-suited to the characteristics of insurance

documentation. The additional pages retrieved often contain repetitive infor-

mation that is typical of insurance policies, where important clauses and cov-

erage details are frequently restated across multiple sections for legal com-

pleteness. Although some retrieved content may constitute noise, this is not

critical, being that the precision score remains high.

5.1.2 Generation Performance

The evaluation of generation quality through automated metrics reveals con-

trasting patterns between semantic and lexical similarity measures, highlight-

ing the complex relationship between surface-level correspondence and se-

mantic equivalence in insurance domain responses. Figure 5.2 illustrates the

distribution and correlation patterns between MoverScore-F1 and ROUGE-L

metrics across the benchmark questions, providing insights into the nature of

answer quality variation.

Figure 5.2: Distribution of generation performance metrics.
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MoverScore-F1 demonstrates relatively stable performance with a mean

of 0.451 and standard deviation of 0.040, indicating consistent semantic simi-

larity between generated and reference answers across diverse question types.

The metric ranges from 0.352 to 0.532, representing a moderate spread that

suggests the system maintains reasonable semantic alignment with expert-

provided answers while accommodating natural variation in expression. This

stability in semantic similarity reflects the effectiveness of the underlying lan-

guage model in capturing and conveying the essential meaning of insurance

information, even when employing different linguistic formulations than the

reference answers.

ROUGE-L scores exhibit significantly greater variability, with a mean of

0.244 and standard deviation of 0.101, spanning a wide range from 0.050 to

0.459. This substantial variation in lexical overlap indicates that generated

responses achieve varying degrees of surface-level similarity with reference

answers, reflecting the inherent challenges of lexical matching in natural lan-

guage generation.

The lower mean ROUGE-L score compared to MoverScore-F1 suggests

that while the system maintains semantic fidelity, it frequently employs alter-

native linguistic expressions rather than closely mimicking the exact phrasing

of reference answers. The distribution pattern confirms that lexical metrics

provide inconsistent quality indicators in domains where paraphrasing is com-

mon and acceptable.

5.1.3 LLM as judges results

The LLM-based evaluation through GPT-5 provides comprehensive assess-

ment across the three quality dimensions identified as most relevant for in-

surance domain applications: relevance, coherence, and consistency. This

automated evaluation approach offers valuable insights into response quality
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that complement expert human assessment while maintaining consistent eval-

uation standards across all benchmark questions.

The aggregate performance across the three LLM evaluation dimensions

reveals distinct quality patterns that reflect the challenges of the insurance

chatbot system. Table 5.1 shows that coherence achieves the highest scores

with a mean of 4.500 and median of 5.000, indicating that the system con-

sistently maintains logical flow and clear organization throughout generated

responses. This strong coherence performance reflects the effectiveness of the

underlying language model in structuring information coherently, even when

synthesizing complex insurance concepts from multiple sources.

Relevance evaluation yields moderate performance with a mean of 3.900

and median of 4.000, suggesting that while responses generally address core

query elements, some instances include tangential information or fail to focus

entirely on the most essential aspects of user questions. The standard devia-

tion of 0.923 indicates considerable variation in relevance assessment, rang-

ing from 2.000 to 5.000, which reflects the varying complexity of insurance

queries and the challenge of maintaining strict focus across diverse question

types.

Consistency demonstrates the most variable performance among the three

dimensions, achieving a mean of 3.833 with a standard deviation of 0.986

and scores spanning the complete range from 2.000 to 5.000. This variabil-

ity in consistency scores reflects the comprehensive factual verification re-

quirements that extend beyond basic hallucination detection. The evaluation

requires confirmation that every factual claim can be traced back to and ver-

ified against the expected answer, ensuring no contradictions exist between

responses and gold standard outputs. The broader score distribution suggests

that while many responses achieve high factual accuracy, some instances in-

troduce unsupported information or contain subtle inconsistencies that impact

verification against reference answers.

Figure 5.3 illustrates the distribution of scores across the three evaluation
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dimensions, revealing the frequency patterns for each quality metric and high-

lighting the areas where the system demonstrates consistent strength versus

those requiring continued attention.

Figure 5.3: Distribution of LLM-based evaluation scores.

The comparative analysis across dimensions reveals important insights

about system behavior in insurance applications. The superior coherence per-

formance indicates that the system effectively organizes insurance informa-

tion into logical, well-structured responses that professionals can readily un-

derstand and utilize. The moderate relevance scores suggest opportunities for

improvement in query focus and information prioritization. While responses

generally address user questions appropriately, the evaluation indicates that

refinements in prompt engineering or retrieval filtering could enhance the sys-

tem’s ability to distinguish between essential and supplementary information.

This finding aligns with the moderate precision scores observed in retrieval

evaluation, suggesting that improvements in source selection could positively

impact response relevance.

5.1.4 Expert Evaluation

The expert evaluation results demonstrate strong performance of the insur-

ance chatbot system, with domain specialists consistently rating generated re-

sponses highly across the benchmark questions. The evaluation employed the
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structured five-point scoring system described in Section 3.4.1, where insur-

ance professionals assessed response quality against established criteria for

professional utility and accuracy.

The aggregate statistics reveal consistently high performance levels that

exceed the expectations for professional deployment. The expert evaluation

achieved a mean score of 4.467 with a standard deviation of 0.629, indicating

both strong central performance and relatively consistent quality across di-

verse question types. The median score of 5.000 demonstrates that more than

half of the generated responses met the highest quality standards, representing

outstanding performance that fully addresses professional requirements with

comprehensive and accurate information. Figure 5.4 illustrates the distribu-

tion pattern across the five-point scale, revealing strong clustering in the upper

performance ranges that characterizes professional-grade system behavior.

Figure 5.4: Distribution of expert evaluation scores.

The detailed score analysis reveals remarkable performance consistency

that validates the system’s readiness for professional deployment. Of the 30

evaluated responses, 16 questions (53.3%) received the highest score of 5, in-

dicating outstanding responses that fully meet professional requirements with

exceptional clarity and completeness. An additional 12 responses (40.0%)
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achieved good ratings of 4, representing mostly accurate and relevant answers

that adequately serve professional needs. Only 2 responses (6.7%) received

moderate scores of 3, while no responses fell into the poor or completely in-

correct categories.

The expert evaluation results strongly support the hypothesis that high re-

trieval quality enables superior answer generation in RAG systems. The pre-

dominance of high scores reflects the system’s ability to synthesize compre-

hensive document coverage into responses that meet professional standards

for accuracy, completeness, and clarity. These results provide crucial vali-

dation for the system’s deployment in professional insurance environments,

where response quality directly impacts client service and business outcomes.

5.2 Discussion

5.2.1 Retrieval Quality and Expert Score

The fundamental hypothesis underlying RAG system evaluation states that

retrieval quality directly influences answer generation performance. This re-

lationship becomes particularly critical in insurance applications where com-

prehensive document coverage and accurate information synthesis determine

professional utility. The analysis of retrieval metrics against expert evalua-

tions across the 30 benchmark samples reveals compelling evidence support-

ing this theoretical framework.

Figure 5.5 presents the relationship between retrieval F1 scores and ex-

pert evaluation ratings, demonstrating the correlation patterns that character-

ize system performance across diverse insurance queries. The visualization

reveals distinct clustering behaviors that provide insights into the operational

thresholds and performance boundaries that define professional-grade system

behavior.
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Figure 5.5: Relationship between retrieval F1 scores and expert scores.

The correlation analysis reveals a clear positive relationship between re-

trieval F1 performance and expert assessment quality, with samples achieving

F1 scores above 0.85 consistently receiving expert ratings of 4.0 or higher.

This pattern validates the theoretical expectation that comprehensive and pre-

cise retrieval enables superior answer generation by providing the language

model with appropriate contextual information. Sample 11 exemplifies this

optimal performance scenario, achieving perfect retrieval metrics (F1=1.000,

precision=1.000, recall=1.000) and receiving the maximum expert score of

5.0, demonstrating the system’s capability for exceptional performance when

retrieval operates at peak efficiency.

The analysis confirms that retrieval quality represents a necessary but not

sufficient condition for expert-rated answer quality in insurance domain ap-

plications. While strong F1 scores above 0.80 create favorable conditions for

high expert ratings, the generation component must successfully synthesize re-

trieved information into coherent, accurate, and complete responses that meet

professional standards. The moderate correlation between retrieval metrics

and expert scores reflects the complex interplay between retrieval effective-

ness and generation quality that characterizes real-world RAG system perfor-

mance.
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5.2.2 LLM scores and Expert Score

The comparison between automated LLM evaluations and human expert as-

sessments reveals important insights into the reliability and validity of differ-

ent evaluation approaches for insurance domain applications. This analysis

examines the alignment between GPT-5’s structured assessment across rele-

vance, coherence, and consistency dimensions against the professional quality

judgments provided by domain experts using the five-point evaluation scale

defined in Section 2.2.3. A fundamental distinction characterizes these evalua-

tion approaches: while LLM-based assessment employs three separate dimen-

sions that each target specific quality aspects, expert evaluation provides a sin-

gle holistic score that integrates all relevant quality considerations. The LLM

evaluation framework systematically assesses relevance (whether responses

address core query elements), coherence (logical flow and organization), and

consistency (factual verification against reference answers) as independent

dimensions. In contrast, expert evaluation captures the overall professional

utility through a unified assessment that simultaneously considers accuracy,

completeness, clarity, terminology appropriateness, and practical applicability

within a single rating scale. This methodological difference creates inherent

challenges when comparing automated dimensional scores against integrated

human judgment, as experts naturally synthesize multiple quality factors into

their assessment process.

The correlation matrix in Figure 5.6 provides an overview of how the ex-

pert evaluations relate to the scores produced by the LLM, as well as the re-

lationships among the automated metrics themselves. The results show that

the expert assessments are only weakly correlated with the automated scores.

Specifically, the correlation with Relevance is r = 0.26, with Coherence

r = 0.35, and with Consistency r = 0.30. These values suggest that, while
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there is some positive association, the automated metrics cannot be consid-

ered reliable substitutes for expert judgment. In contrast, the three LLM-

based measures are strongly correlated with one another. Relevance shows

a very high correlation with Consistency (r = 0.89) and a strong relationship

with Coherence (r = 0.75), while Coherence and Consistency also correlate

closely (r = 0.70). This strong internal agreement is not surprising given the

definitions of themetrics. Responses that address themain elements of a query

tend also to be coherent and to avoid unsupported claims, which explains why

the metrics frequently move together.

Figure 5.6: Correlation matrix between LLM-based scores and expert assess-
ments.

The comparison of mean scores from the evaluation file provides further

context. Expert ratings reached an average of 4.467, while the automated

scores were slightly lower: Relevance 3.900, Coherence 4.500, and Consis-

tency 3.833. Although the absolute levels are broadly similar, the weak cor-

relations indicate that the alignment between experts and the LLM metrics

remains limited. In practice, this means that while the automated scores may

capture useful aspects of response quality, they do not reflect the same prior-

ities or standards that human experts apply.
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The analysis highlights the complementary role of these metrics, with ex-

pert evaluations serving as the primary reference for assessing answer qual-

ity while LLM-based measures provide valuable diagnostic insights into spe-

cific strengths and weaknesses, particularly regarding topical relevance, logi-

cal structure, and factual consistency. The aggregate comparison reveals that

expert scores (mean 4.467) consistently exceed individual LLM dimension

scores, suggesting that human evaluators integrate multiple quality aspects

in ways that automated systems approach but do not fully replicate. This pat-

tern indicates that while LLM-based evaluation provides valuable insights into

specific response characteristics, expert assessment captures a holistic view of

professional utility that encompasses dimensions beyond the three measured

automated criteria. However, automatedmetrics should not be treated as direct

replacements for expert judgment in domains that demand high levels of ac-

curacy and professional reliability. The strong overall performance in expert

evaluation, with 93.3% of responses receiving scores of 4 or higher, demon-

strates system readiness for professional deployment while highlighting ar-

eas where automated evaluation frameworks require continued refinement to

match human judgment comprehensiveness.

5.2.3 Qualitative Case Studies

Detailed examination of representative samples shows the relationships be-

tween different evaluation metrics and reveals specific system behaviors that

aggregate statistics might obscure. These case studies demonstrate how re-

trieval quality, generation characteristics, and evaluation approaches interact

in real scenarios.

Sample 11: Perfect Retrieval with Paraphrastic Generation This case

exemplifies the limitations of lexical similarity metrics when evaluating se-

mantically accurate paraphrases. With perfect retrieval scores (Recall=1.0,

Precision=1.0, F1=1.0), the system successfully identified and surfaced all
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relevant document passages. However, the generated answer achieved only

0.175 ROUGE-L score while receiving the maximum expert rating of 5. The

low lexical overlap resulted from the model’s tendency to rephrase technical

insurance terminology into more accessible language while maintaining fac-

tual accuracy. This pattern demonstrates that lexical metrics can significantly

undervalue high-quality answers that prioritize clarity and comprehensibility

over literal reproduction of source text.

Sample 26: Adequate Retrieval with Generation Failures This sam-

ple illustrates how generation components can fail despite adequate retrieval

performance, highlighting the importance of grounding mechanisms in RAG

systems. With retrieval F1 of 0.870 indicating solid document selection, the

system nonetheless produced an answer scoring only 3 from the expert and re-

ceiving consistently low LLM judge scores (2/2/2). Analysis of the generated

response reveals issues with information synthesis and accurate citation attri-

bution, suggesting that the generation component struggled to effectively inte-

grate the retrieved context. This case points to the need for improved ground-

ing techniques and better prompting strategies that emphasize faithfulness to

source material.

Sample 28: Aligned High Performance Across All Metrics This case

represents optimal system performance where retrieval quality, lexical simi-

larity, and human assessment converge on high scores. With ROUGE-L of

0.459, expert score of 5, and predominantly maximum LLM judge ratings,

this sample demonstrates how strong retrieval combined with effective gener-

ation can satisfy multiple evaluation criteria simultaneously. The high lexical

overlap in this case resulted from the query type requiring direct quotation of

policy terms, where literal reproduction was both appropriate and necessary.

This convergence pattern suggests that certain query types naturally align with

lexical similarity metrics while others require more nuanced evaluation ap-

proaches.

Sample 25: Expert-LLM Judge Misalignment This sample shows the
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risks of relying solely on automated evaluation without human calibration.

While the expert assessor awarded the maximum score of 5, LLM judges pro-

vided consistently low ratings (2/3/2) across all dimensions. Investigation

reveals that the answer contained domain-specific terminology and implicit

knowledge that human experts recognized as correct and valuable, but which

automated judges interpreted as potentially problematic. This misalignment

underscores the importance of domain expertise in evaluation and the limita-

tions of general-purpose LLM judges when assessing specialized content.



Chapter 6

System Deployment

The system architecture of the developed RAG-based insurance document un-

derstanding platform reflects the requirements of a commercial web applica-

tion designed for insurance brokers. The architecture was conceived and im-

plemented during an internship experience, with the primary goal of creating

a scalable, subscription-based service that enables rapid and accurate access

to insurance documentation across multiple sectors and companies.

The overall system design follows a modern web application pattern, inte-

grating advanced natural language processing capabilities through the OpenAI

ecosystem. The architecture prioritizes ease of use for insurance professionals

while maintaining the technical sophistication necessary to handle complex

document analysis and cross-provider comparisons. The system’s commer-

cial nature necessitated particular attention to scalability, reliability, and user

experience design suitable for professional deployment.

Following comprehensive evaluation and validation through the bench-

mark testing described in the previous chapter, the system received formal

approval from the client and has been successfully deployed to production.

The positive evaluation results, particularly the high expert scores with 93.3%

of responses receiving ratings of 4 or higher, provided the necessary evidence

of system reliability and professional utility required for commercial deploy-

ment. The platform is now actively serving insurance professionals in their
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daily workflows, enabling them to access complex policy information signif-

icantly faster than traditional manual document consultation methods.

6.1 Deployment Architecture

The deployment architecture implements a comprehensive DevOps strategy

that supports both development workflows and production operations through

a combination of cloud infrastructure, containerization, and automated de-

ployment pipelines. The architecture is designed to provide reliable, scalable,

and maintainable deployment processes that support the commercial require-

ments of the insurance document understanding platform while enabling effi-

cient development and testing workflows.

Figure 6.1 illustrates the complete system architecture developed during

the internship at Laif, showcasing the integration between cloud infrastructure

components, development workflows, and external services integration.

Figure 6.1: Laif System Architecture Overview
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6.1.1 Amazon Web Services Infrastructure

The production infrastructure leverages multiple (AWS) Amazon Web Ser-

vices components to provide a robust, scalable, and secure hosting environ-

ment suitable for commercial insurance applications.

Amazon Elastic Container Service (ECS) serves as the primary com-

pute platform, providing orchestrated container deployment and management

for both frontend and backend application components. ECS enables auto-

matic scaling based on demand, ensuring that the system can handle vary-

ing workloads typical of subscription-based insurance applications. The con-

tainerized deployment approach simplifies application updates and maintains

consistency across different deployment environments.

Amazon Elastic Compute Cloud (Amazon EC2) instances provide the

underlying compute resources for the ECS clusters, configured with appropri-

ate instance types to balance performance requirements with cost optimiza-

tion. The EC2 infrastructure includes auto-scaling groups that automatically

adjust capacity based on application demand, ensuring reliable performance

during peak usage periods while optimizing costs during low-demand periods.

Amazon S3 (Simple Storage Service) handles all file storage require-

ments including uploaded insurance documents, processed PDF files, and ap-

plication assets. S3 provides secure, durable storage with versioning capabil-

ities that support document lifecycle management and regulatory compliance

requirements. The S3 integration includes presigned URL generation for se-

cure file access and automatic backup mechanisms that ensure data protection

and disaster recovery capabilities.

Amazon RDS (Relational Database Service) manages the PostgreSQL

database infrastructure, providing managed database services with automated

backups, point-in-time recovery, and high availability configurations. RDS

ensures reliable data persistence for user accounts, document metadata, em-

beddings, and query histories while maintaining the security and compliance
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standards required for insurance applications.

AWS Secrets Manager securely stores and manages sensitive configu-

ration data including API keys, database credentials, and third-party service

tokens. Secrets Manager provides automatic rotation capabilities and secure

access controls that ensure sensitive information remains protected throughout

the application lifecycle. Integration with other AWS services enables secure

credential management without exposing sensitive data in application code or

configuration files.

AWSSystemsManager Parameter Storemanages non-sensitive config-

uration parameters including application settings, feature flags, and environ-

ment specific configurations. Parameter Store provides hierarchical organiza-

tion of configuration data and version control capabilities that support differ-

ent deployment environments and configuration management workflows.

Amazon CloudWatch provides comprehensive monitoring and logging

capabilities for all infrastructure components and application services. Cloud-

Watch monitors system performance, tracks application metrics, and provides

alerting mechanisms that enable proactive issue identification and resolution.

Application Load Balancer (ALB) distributes incoming traffic over ap-

plication instances, providing high availability and automatic failover capabil-

ities. The load balancer includes SSL/TLS termination, health checking, and

traffic routing rules that ensure reliable application access while maintaining

security standards required for insurance data processing.

6.1.2 GitHub Actions CI/CD Pipeline

The continuous integration and continuous deployment (CI/CD) pipeline uti-

lizes GitHub Actions to automate testing, building, and deployment processes

across multiple environments.

Development Branch Workflow implements the primary development
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pipeline that triggers automatically when code changes are pushed to the de-

velop branch. This workflow includes testing suites that validate both frontend

and backend components, ensuring code quality and functionality before de-

ployment to testing environments. This pipeline deploys to a dedicated testing

environment that mirrors production infrastructure while providing isolated

testing capabilities for feature development and client’s early experiments.

The development workflow includes automated unit testing, integration

testing, and end-to-end testing that validates the complete insurance document

processing workflow. The testing environment deployment enables applica-

tion maintainers to review and validate new features before they are promoted

to production.

Production Branch Workflow manages deployments to the production

environment through themaster branch, implementing additional quality gates

and approval processes to guarantee deployment stability. This pipeline in-

cludes all testing phases from the development workflow plus additional se-

curity validation on authentication.

The production deployment process implements blue-green deployment

strategies that enable zero-downtime updates while providing immediate roll-

back capabilities in case of deployment issues. Automated health checks ver-

ify application functionality after deployment, while monitoring systems track

performance metrics to ensure successful deployment completion.

Docker image building and registry management is integrated into both

pipeline workflows, automatically building container images from applica-

tion code and pushing them to Amazon Elastic Container Registry (ECR).

The pipeline integrates with AWS Parameter Store and Secrets Manager to se-

curely inject environment-specific configurations without exposing sensitive

data in the deployment process. This approach maintains separation between

different environments while keeping consistent configuration management

across the entire deployment pipeline.
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6.1.3 Local Development Environment

The local development environment utilizes Docker containerization to pro-

vide consistent, reproducible development setups that mirror production in-

frastructure while enabling rapid development and testing workflows. The

Docker-based approach eliminates environment-specific configuration issues

and enables developers to quickly establish fully functional development en-

vironments.

The development setup orchestrates multiple containers through Docker

Compose configuration, including the frontend React application, backend

Python services, and PostgreSQL database. The compose configuration in-

cludes volume mounting for source code that enables real-time code changes

and hot reloading capabilities during development. The local environment

database is populated with tables through alembic migrations that align with

the data model. Development-specific configuration overrides provide ap-

propriate logging levels, debug capabilities, and development tool integration

while maintaining compatibility with production deployment processes.

External service integration maintains connections to actual third-party

APIs including OpenAI services during local development, allowing devel-

opers to test the complete insurance document processing workflow with real

AI capabilities. Development environment configurations include appropriate

API key management and rate limiting considerations to ensure cost-effective

development while maintaining full functionality testing. This approach al-

lows developers to verify that their changes work correctly with the actual

services that will be used in production.

The development setup includes debugging tools, code formatting and lint-

ing instruments (Ruff, Pyright and Prettier), and testing frameworks that sup-

port efficient development workflows (Swagger UI).
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6.2 Frontend and User Interface

The frontend interface is built using React as the core JavaScript framework,

leveraging Next.js for server-side rendering, routing, and deployment opti-

mization. The React ecosystem enables component-based development that

promotes code reusability and maintainability, critical factors for a commer-

cial application thatmust evolvewith changing business requirements. Next.js

enhances the React foundation by providing built-in optimizations for produc-

tion deployments, including automatic code splitting, image optimization, and

efficient bundling strategies.

The frontend architecture prioritizes user experience design principles that

align with the workflow patterns of insurance professionals. The interface im-

plements responsive design patterns that ensure consistent functionality across

desktop, tablet, and mobile devices, accommodating the diverse technology

environments.

The application architecture comprises four primary pages that collec-

tively address the comprehensive workflow requirements of insurance pro-

fessionals. The Chat and Knowledge pages represent the core functionality

designed specifically from scratch to meet client requirements, while the User

Management and Support pages are derived from the company’s established

template framework, providing standardized operational capabilities of ad-

ministration and support that remain consistent across all web applications

developed by the internship company.

6.2.1 Chat Page: Interactive Document Analysis

The Chat page serves as the interface for insurance professionals to engage

with their document collections through natural language interactions. The

central component of the Chat page is the question input interface, which fea-

tures a prominent text area designed to encourage natural language queries

about insurance policies and coverage details. The chatbot’s knowledge base
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consists primarily of documents that have been uploaded through the Knowl-

edge page, providing a comprehensive repository of insurance documents cat-

egorized by sector and company.

When users initiate a conversation, the chatbot proactively requests spec-

ification of the insurance sector and company or companies of interest before

generating responses. This targeted approach ensures that queries access only

the most relevant document collections from the Knowledge page repository,

improving response accuracy. The system then provides answers with precise

file references drawn from the selected document subset.

Additionally, the Chat page features a custom document attachment func-

tionality that enables users to upload documents directly within a conversa-

tion for immediate analysis. This feature is designed for ad-hoc document

consultation where users need to analyze insurance documents that are not

permanently stored in the Knowledge page repository. Documents uploaded

through this chat-specific attachment feature become available only for the du-

ration of that particular conversation session, providing temporary knowledge

augmentation without affecting the permanent document collection. This ap-

proach supports scenarios where users need to quickly analyze client-specific

documents or compare temporary materials against the established knowledge

base.

The answer display system implements a formatting that clearly distin-

guishes between generated content and source references. Responses are pre-

sented in structured formats that highlight key insurance terms, coverage de-

tails, and comparative analysis results. The interface includes inline citations

that link directly to the relevant sections of the insurance documents (through

a preview), enabling users to verify information quickly and efficiently. This

feature is particularly important in the insurance domain, where accuracy and

transparency are critical for compliance and client trust. Also, being the ref-

erence a preview of the original document, the user can navigate around it

to find additional context or related information that may be relevant to their
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query.

The chatbot employs streaming response functionality to deliver real-time

answer generation, displaying language model output progressively as it de-

velops, which reduces perceived latency and ensures immediate user feed-

back. Since streaming responses are inherently more vulnerable to connec-

tivity disruptions than traditional non-streaming approaches, the implementa-

tion incorporates robust error handling mechanisms and graceful degradation

strategies to manage network connectivity issues effectively.

6.2.2 Knowledge Page: Document Management and Orga-

nization

The Knowledge page provides comprehensive document management capa-

bilities specifically designed to handle the organizational requirements needed

from the application.

The document upload interface supports individual file upload. The up-

load system detects and validates file extensions (PDF, DOCX, and PPTX).

Progress indicators provide real-time feedback during document processing

phases, including conversion, text extraction, chunking, and embedding gen-

eration, ensuring users understand when newly uploaded documents become

available for querying. Document tagging and classification is performed dur-

ing the file upload, through two selectors that allow chosing the sector (vehi-

cle, travel, ...) and the company.

The document management interface includes filters and a text search op-

tion that help users quickly locate specific documents within large collections.

Search functionality supports both metadata-based filtering and content-based

search that queries document titles and extracted text content. The filtering

system enables users to create custom views of their document collections

based on analytical needs.

The Knowledge page includes document lifecycle management features
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that support the ongoing maintenance requirements of insurance document

collections. Version control capabilities enable users to upload updated policy

documents while maintaining historical versions for comparative analysis.

6.2.3 Administrative and Support Pages

The User Management and Support pages represent the standard administra-

tive components derived from the company’s established template framework,

providing essential operational capabilities that remain consistent across all

web applications developed by the internship company. These pages ensure

comprehensive system administration and user assistance while maintaining

proven patterns and user experience standards.

The User Management page provides comprehensive administrative ca-

pabilities that support the multi-tenant subscription model and organizational

structures, including role-based access control systems that enable appropri-

ate delegation of document access and query capabilities while maintaining

security standards required for handling sensitive insurance documentation.

User management interfaces provide tools for adding new users, modifying

existing user permissions, and managing user lifecycle operations including

account activation, deactivation, and password management. The administra-

tive interface includes comprehensive audit logging that tracks user activities,

document access patterns, and system usage for compliance and optimization

purposes.

The Support page provides essential user assistance capabilities that en-

sure effective system adoption and ongoing operational support for insurance

professionals. The interface combines self-service resources with direct sup-

port channels to address the diverse assistance needs of commercial users op-

erating in time-sensitive business environments. The FAQ section provides

comprehensive coverage of common questions related to system operation,

document management, query formulation, and troubleshooting procedures,
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while the ticket management functionality enables users to report technical

issues, request feature enhancements, or seek assistance with complex ana-

lytical workflows. The ticketing system includes categorization options that

ensure appropriate routing of support requests to technical support, account

management, or training resources, creating a substantial connection between

users and application maintainers that allows for efficient issue resolution and

better understanding of user needs.

6.3 Backend Services and API Architecture

The backend services layer is implemented using a modern Python technology

stack designed for scalability and maintainability in commercial web applica-

tions. The core framework leverages SQLAlchemy as the object relational

mapping (ORM) system, providing robust database abstraction and support

for complex queries required by the multi-tenant insurance document manage-

ment system. Data validation and serialization are handled through Pydantic

schemas and data models, ensuring type safety and automatic API documen-

tation generation.

The API architecture follows OpenAPI specifications, enabling automatic

documentation generation and client SDK creation for frontend integration.

The system implements a CRUD (Create, Read, Update, Delete) generation

mechanism that automatically produces standardized database operations for

all entity types, significantly reducing development overhead while maintain-

ing consistency across the application. Customization and business logic inte-

gration are managed through a flexible pre-hooks and post-hooks system that

allows for custom processing without modifying the core CRUD infrastruc-

ture.

Non-CRUD operations, particularly those involving AI processing such

as streaming LLM responses, are implemented as custom routes that integrate

directly with the OpenAI ecosystem. The backend maintains session state for
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conversational interactions and handles the complex orchestration required for

RAG-based document querying, including context management and source

attribution tracking.

6.3.1 CRUD Operations and Database Management

The backend implements an automated CRUD generation system that creates

standardized database operations for all entity types. This approach ensures

consistency in data access patterns while significantly reducing development

time and potential for errors. The CRUD generator automatically produces

endpoints for file management, user authentication, subscription handling and

any standard storage operation.

The SQLAlchemy ORM provides query capabilities that support the com-

plex data relationships required for multi-tenant operations. Database oper-

ations include optimized queries for data retrieval and embedding similarity

searches. The ORM’s lazy loading functionality enables efficient memory

management by loading related objects only when explicitly accessed, which

is particularly beneficial when handling large data collections.

Pydantic schemas ensure that all data flowing through the API endpoints is

properly validated and typed, preventing common data integrity issues while

providing automatic API documentation.

6.3.2 Hooks System and Customization

The pre-hooks and post-hooks system provides a flexible mechanism for im-

plementing business logic and custom processing without modifying the core

CRUD infrastructure. This architectural pattern enables the system to main-

tain clean separation between generic operations and domain-specific process-

ing requirements of the custom application.

Pre-hooks execute before standard CRUD operations, enabling validation,
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authorization checks, and data preprocessing. For example, in this applica-

tion, pre-hooks are utilized when handling document deletion: before the ac-

tual database deletion occurs, the document must first be removed from the

OpenAI platform and detached from the vector store.

Post-hooks execute after successful CRUD operations, triggering down-

stream processing and business logic. The document processing pipeline, that

will be described in the next section, is implemented as a post-hook that au-

tomatically initiates embedding generation and indexing operations following

successful file uploads.

Security and Multi-Tenant Architecture

The backend implements comprehensive security measures appropriate for

handling sensitive data. User authentication and authorization systems en-

sure access only to documents and queries within their authorized scope. The

multi-tenant architecture allows strict data isolation between different clients

while enabling efficient resource sharing for infrastructure components.

Session management includes timeout handling and secure token manage-

ment that meets the security requirements of commercial insurance operations.

The system implements role-based access controls that support the hierarchi-

cal structures.

The backend maintains detailed logs of all operations for audit purposes

while implementing privacy controls that protect sensitive client information

and proprietary insurance company data.



Chapter 7

Conclusions

This thesis presents the comprehensive development, evaluation, and success-

ful deployment of a Retrieval-Augmented Generation system specifically de-

signed for insurance domain applications. The work encompasses both the

creation of a production-ready commercial platform and the establishment of

a rigorous evaluation framework that addresses fundamental questions about

RAG system performance in specialized professional contexts.

The primary technical accomplishment involves the design and implemen-

tation of a full-stack insurance document chatbot that transforms how insur-

ance professionals access and analyze policy information. The system inte-

grates document processing capabilities, semantic retrieval mechanisms, and

natural language generation to provide rapid, accurate responses with compre-

hensive source attribution. The system currently serves insurance brokers in

operational environments, enabling them to retrieve complex policy informa-

tion in seconds rather than through time-intensive manual document review

processes.

Equally significant is the development of a specialized evaluation frame-

work that addresses the critical gap in domain-specific assessment methodolo-

gies for Italian insurance applications. Through extensive collaboration with

insurance experts, the research produced a benchmark comprising 30 carefully

constructed question-answer pairs with precise document-page citations. This
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benchmark captures authentic professional queries spanning multiple insur-

ance sectors and source attribution requirements that characterize real-world

broker workflows.

7.1 Discussion

The comprehensive evaluation and successful deployment of the insurance

document chatbot provide definitive answers to the four interconnected re-

search objectives established at the beginning of this investigation, at section

1.2.

The first objective of developing and implementing a production-ready

RAG-based system tailored specifically for insurance domain applications

has been fully realized through the successful creation and deployment of a

commercial platform that serves insurance professionals in operational en-

vironments. The fundamental goal of enabling insurance brokers to access

relevant information from policy documents with greater speed than tradi-

tional manual methods has been decisively achieved, as the system processes

complex insurance queries and generates comprehensive responses in sec-

onds, representing a substantial improvement over the time-intensive man-

ual document review processes that characterize traditional broker workflows.

The system architecture effectively processes diverse insurance documenta-

tion while handling domain-specific terminology and complex policy struc-

tures with demonstrated reliability. The exceptional retrieval recall perfor-

mance of 95.0% ensures that brokers rarely encounter scenarios where critical

policy information remains inaccessible due to system limitations, while the

comprehensive source attribution capabilities confirm that the system meets

both technical performance standards and operational requirements for in-

surance professionals. The system’s automatic citation generation provides

precise references to specific document sections, page numbers, and policy
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clauses for every generated response, accomplishing the challenge of locat-

ing specific information within lengthy insurance documents and transform-

ing what traditionally required substantial manual effort into an automated

process that maintains professional reliability standards. These capabilities

validate the feasibility of deploying advanced RAG technologies in special-

ized professional domains where accuracy and transparency are paramount.

The objective of reducing time requirements for complex analytical tasks

traditionally demanding high levels of domain expertise receives strong vali-

dation through the expert evaluation results. With 93.3% of responses achiev-

ing scores of 4 or higher on the five-point professional utility scale, the system

demonstrates consistent capability to handle sophisticated insurance queries

that would otherwise require extensive manual analysis. The predominance

of high expert scores, including 53.3% of responses receiving maximum rat-

ings, indicates that the system successfully augments rather than replaces pro-

fessional expertise, enabling brokers to focus on high-value client interaction

while delegating routine information retrieval to automated processes. The

system’s policy explanation capabilities successfully address the challenge of

translating complex insurance terminology and legal language into accessible

terms for client communication, as confirmed by the high coherence scores

(mean 4.500) in LLM-based evaluation that demonstrate consistent logical

flow and clear organization throughout generated responses.

The second objective addressing the need for domain-specific evaluation

methodologies through constructing a comprehensive benchmark framework

has been achieved through the development of the first publicly available

evaluation framework specifically designed for Italian insurance domain ap-

plications. The collaborative process with domain experts successfully es-

tablished realistic query scenarios and ground truth annotations that reflect
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professional standards. The benchmark incorporates precise source attribu-

tion requirements and coverage across diverse insurance product lines. De-

spite the current limitation of 30 question-answer pairs, the evaluation frame-

work demonstrates the viability of expert-collaborative approaches to domain-

specific benchmark construction and establishes foundations that can be ex-

tended to larger datasets and additional insurance domains.

The third objective investigating the limitations and constraints of RAG

systems in specialized professional domains yields insights into both techni-

cal and practical boundaries that inform future system development and de-

ployment decisions. Technical limitations identified include retrieval qual-

ity dependencies that affect overall system performance, and context length

constraints where the retrieval process may produce a high number of re-

sults that cause some text to fall outside the model’s context window, despite

the system’s RAG architecture. Practical limitations include coverage bound-

aries where domain knowledge gaps may affect response quality and complex

reasoning requirements that challenge current generation capabilities. These

findings provide valuable guidance for practitioners considering RAG deploy-

ment in professional contexts and establish research directions for addressing

identified constraints. The evaluation results strongly support the hypothesis

that high-quality retrieval enables superior answer generation in professional

applications. The correlation between retrieval effectiveness and expert as-

sessment quality validates the theoretical framework underlying RAG system

design while providing practical guidance for deployment optimization.

The fourth objective evaluating the applicability and effectiveness of es-

tablished evaluation metrics in specialized insurance contexts demonstrates

significant limitations in standard automated assessment approaches when ap-

plied to professional domains. The analysis reveals substantial divergence

between lexical similarity measures and expert assessments, with ROUGE-

L scores frequently underestimating response quality when systems appro-

priately employ domain-specific paraphrasing and professional terminology.
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MoverScore-F1 provides improved semantic alignment but still fails to cap-

ture domain-specific rephrases. These analyses contribute to the broader un-

derstanding of evaluation methodology transferability across domain bound-

aries and highlight the need for automatic metrics that support the comparison

of answers that are not lexically similar but are semantically equivalent.

The interconnected nature of these research objectives creates a compre-

hensive framework that advances both practical system capabilities and theo-

retical understanding of RAG performance in professional applications. The

successful production deployment validates the practical implementation in-

sights while the rigorous evaluation methodologies enable systematic analysis

of system capabilities and limitations. The domain-specific benchmark con-

struction provides a foundation for continued research in insurance applica-

tions while the metric applicability analysis establishes precedents for evalu-

ation methodology adaptation in professional domains.

7.2 Limitations and Future Work

While the evaluation demonstrates strong system performance across multiple

assessment dimensions, several constraints limit the scope and generalizability

of these findings. Understanding these limitations provides essential context

for interpreting results and establishes clear directions for future research and

development efforts.

The benchmark dataset comprises only 30 question-answer pairs, a con-

straint imposed by the substantial expert effort required to construct each eval-

uation record. Creating high-quality benchmark entries requires extensive

collaboration with domain specialists who must formulate realistic questions,

provide comprehensive reference answers, and identify precise document ci-

tations. This annotation process requires insurance expertise and considerable
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time investment, making large-scale dataset construction practically challeng-

ing. The limited sample size potentially restricts the statistical power of corre-

lation analyses and may not capture the full spectrum of query complexity and

document variation encountered in operational environments. Future evalua-

tion efforts would benefit from developing more efficient annotation protocols

or exploring semi-automated approaches that could expand dataset coverage

while maintaining quality standards.

The reliability of automated generation metrics presents another signif-

icant limitation that affects evaluation interpretation. The analysis reveals

substantial divergence between lexical similarity measures and expert assess-

ments, with ROUGE-L scores frequently underestimating response quality

when systems employ appropriate paraphrasing. MoverScore-F1 provides im-

proved semantic alignment but still fails to capture domain-specific quality

factors that insurance professionals consider essential. These metric limita-

tions suggest that automated evaluation frameworks require substantial cali-

bration against human judgment before they can serve as reliable proxies for

professional utility. The development of domain-specific evaluation metrics

that better align with expert assessment criteria represents a critical area for

future research.

As stated in previous considerations, the evaluation framework lacks com-

prehensive assessment of cross-document comparison capabilities, despite be-

ing essential for professional insurance applications. While the system ar-

chitecture supports comparative analysis across multiple policies, the current

benchmark focuses exclusively on single-document queries. This evaluation

gap prevents thorough assessment of the system’s ability to synthesize infor-

mation across different coverage types, identify policy differences, and per-

form the complex analytical tasks that characterize advanced broker work-

flows. Future evaluation efforts should incorporate comparative analysis sce-

narios that test the system’s capacity to reason across documents and maintain

consistency when synthesizing information from multiple sources.
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Additional constraints emerge from the domain-specific nature of the eval-

uation environment. The benchmark exclusively examines Italian insurance

documentation, potentially limiting generalizability to other regulatory con-

texts, insurance markets, or document types. The evaluation also concentrates

on specific insurance product categories without comprehensive coverage of

all the specialized domains.

Future work should address these limitations through several complemen-

tary approaches. Expanding the evaluation dataset through collaborative ef-

forts with multiple insurance experts would provide broader coverage of doc-

ument types and query patterns while enabling more robust statistical analy-

sis. Developing domain-calibrated evaluationmetrics that incorporate specific

insurance quality factors could improve the reliability of automated assess-

ment frameworks. Advanced evaluation scenarios should incorporate multi-

document reasoning tasks that reflect the comparative analysis requirements of

professional insurance applications. Research into adaptive prompting strate-

gies and retrieval optimization techniques could address the precision-recall

trade-offs identified in the current assessment. Additionally, exploring alter-

native AI and RAG frameworks could provide increased flexibility in pipeline

configuration and component optimization, potentially enabling more sophis-

ticated retrieval strategies and generation approaches.
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Appendix A

System Prompt

The system prompt configures the chatbot as an Italian insurance assistant

designed to support consultants by exclusively using information retrieved

from uploaded documents.

Se i un a s s i s t e n t e a s s i c u r a t i v o

p r o g e t t a t o pe r s u p p o r t a r e c o n s u l e n t i n e l l a r i s p o s t a a

r i c h i e s t e d i a n a l i s i , c o n f r o n t o o s p i e g a z i o n e d i

p o l i z z e a s s i c u r a t i v e . I l t uo o b i e t t i v o è comprendere

e r i s o l v e r e comple t amen te l a r i c h i e s t a ’ d e l l u t e n t e ,

a d o t t a n d o un p r o c e s s o d i r ag i onamen to passo −pa s so

pr ima d i f o r n i r e ogn i r i s p o s t a .

R i spond i a l l e r i c h i e s t e d e g l i u t e n t i

f o r nendo ESCLUSIVAMENTE l a r i s p o s t a f i n a l e , s enza

mo s t r a r e i l r ag i onamen to o l e a z i o n i i n t e r n e ; e s e g u i

sempre i n t e r n amen t e t u t t e l e a n a l i s i , c o n f r o n t i e

v e r i f i c h e n e c e s s a r i e pe r a s s i c u r a r e comple t ezza ,

p r e c i s i o n e e co e r e n z a r i s p e t t o a i d a t i e a i f i l e

o t t e n u t i ESCLUSIVAMENTE t r am i t e a n a l i s i d e i document i

con i l t o o l f i l e _ s e a r c h .
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TUTTA l a conoscenza u t i l i z z a t a e ogn i

r i s p o s t a devono e s s e r e b a s a t e UNICAMENTE s u l l e

i n f o rm a z i o n i r e c u p e r a t e t r am i t e i l t o o l f i l e _ s e a r c h

s u i document i f o r n i t i . I g no r a q u a l s i a s i conoscenza

p r e g r e s s a , d a t i d i t r a i n i n g o i n f o rm a z i o n i g e n e r i c h e

non e s t r a t t e d i r e t t am e n t e d a i document i t r am i t e

f i l e _ s e a r c h .

Svo l g i sempre ’ u n a n a l i s i a p p r o f o n d i t a e

a c c u r a t a d i ogn i r i c h i e s t a pr ima d i r i s p o n d e r e , ma

non e s p l i c i t a r e mai i p a s s a g g i i n t e rm e d i : ’ l u t e n t e

deve r i c e v e r e s o l o l a r i s p o s t a s i n t e t i c a d e f i n i t i v a ,

i n l i n g u a g g i o p r o f e s s i o n a l e e c omp r e n s i b i l e ,

s u p p o r t a t a ESCLUSIVAMENTE da i d a t i r i c a v a t i d a i f i l e

t r am i t e f i l e _ s e a r c h .

# L inee gu ida o p e r a t i v e

1 . **An a l i s i e c o n f r o n t o p o l i z z e**
− In caso d i r i c h i e s t e d i c o n f r o n t o

po l i z z e , i n d i v i d u a sempre i n t e r n amen t e i p a r am e t r i

r i l e v a n t i . Se non s p e c i f i c a t i , a p p l i c a d i d e f a u l t :

mass ima l i , c o s t i , f r a n c h i g i e , g a r a n z i e , s c o p e r t i ,

e s c l u s i o n i , l i m i t a z i o n i , c o n d i z i o n i g e n e r a l i .

− Se sono p r e s e n t i f i l e / document i

a s s i c u r a t i v i , p r i o r i t i z z a d a t i s p e c i f i c i da q u e s t i

r i s p e t t o a i n f o rm a z i o n i g e n e r i c h e o d i merca to .

− Cons i d e r a SOLO d a t i r i c a v a t i d a i f i l e

t r am i t e a n a l i s i con f i l e _ s e a r c h .

2 . **Ges t i o n e d e i f i l e ’ d e l l u t e n t e**
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− Se r i c e v i f i l e , c o l l e g a l i p r on t amen t e

a l l a r i c h i e s t a . Dai p r i o r i t à a s s o l u t a ’ a l l a n a l i s i d e i

f i l e f o r n i t i .

− E f f e t t u a SEMPRE una r i c e r c a t r am i t e i l

t o o l f i l e _ s e a r c h su t u t t i i document i u t i l i PRIMA d i

r i s p o n d e r e .

− Fond a t i SOLO s u i d a t i e f f e t t i v am e n t e

e s t r a t t i t r am i t e f i l e _ s e a r c h ; se a l c un e i n f o rm a z i o n i

non sono d i s p o n i b i l i , e s p l i c i t a l o d i r e t t am e n t e n e l l a

r i s p o s t a f i n a l e .

− NON f a r e MAI a f f i d amen t o su d a t i non

d e r i v a t i da f i l e _ s e a r c h , né su conoscenze p r e g r e s s e .

3 . **Uso documen ta l e e a n n o t a z i o n i**
− Tu t t e l e r i s p o s t e devono b a s a r s i

ESCLUSIVAMENTE s u i d a t i r e p e r i t i t r am i t e f i l e _ s e a r c h

n e i f i l e d i s p o n i b i l i o , i n mancanza , d i c h i a r a r e

c h i a r amen t e ’ l a s s e n z a d i i n f o rm a z i o n i .

− R i p o r t a n e l l a r i s p o s t a f i n a l e i

r i f e r i m e n t i a pag i n e / s e z i o n i d e l documento , ove

p o s s i b i l e .

− Non f a r e mai i p o t e s i o i n f e r e n z e non

s u p p o r t a t e d a i d a t i f o r n i t i t r am i t e f i l e _ s e a r c h .

4 . **Ges t i o n e i n f o rm a z i o n i e p e r s i s t e n z a

**
− Ri spond i SEMPRE so l o dopo v e r i f i c a

a p p r o f o n d i t a d e i d a t i r i c a v a t i t r am i t e f i l e _ s e a r c h

s u i document i d i s p o n i b i l i .

− Usa SEMPRE i l t o o l f i l e _ s e a r c h i n

p r e s e n z a d i f i l e .
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− In a s s e n z a d i r i s p o s t a c e r t a d a i

document i a n a l i z z a t i t r am i t e f i l e _ s e a r c h , e s p l i c i t a

’ l i m p o s s i b i l i t à n e l l a r i s p o s t a .

# U t i l i z z o t o o l F i l e Sea rch

− Usa SEMPRE ed ESCLUSIVAMENTE i l t o o l

f i l e _ s e a r c h se sono p r e s e n t i document i ’ n e l l amb i e n t e .

− Co l l e g a l a r i s p o s t a f i n a l e sempre a

d a t i d o cumen t a l i con r i f e r i m e n t i p u n t u a l i eme r s i da

f i l e _ s e a r c h .

− Se ne s suna i n f o rma z i o n e u t i l e è

r i c a v a b i l e d a i f i l e t r am i t e f i l e _ s e a r c h , d i c h i a r a

e s p l i c i t a m e n t e q u e s t a i m p o s s i b i l i t à n e l l a r i s p o s t a

f i n a l e .

# Esempi d i compor tamento

**Esempio 1**
− **R i c h i e s t a :**
> Vo r r e i c o n f r o n t a r e l e p o l i z z e d i

Compagnia1 e Compagnia2 n e l s e t t o r e S e t t o r e 1

− **R i s p o s t a f i n a l e :**
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I l c o n f r o n t o t r a l e p o l i z z e d i

Compagnia1 e Compagnia2 pe r i l s e t t o r e S e t t o r e 1

e v i d e n z i a che Compagnia1 o f f r e mas s ima l i p i ù e l e v a t i

( v ed i documento : Compagnia1_pag . 5 ) r i s p e t t o a

Compagnia2 , che i n v e c e p r e s e n t a c o s t i l e gg e rmen t e

i n f e r i o r i ma con f r a n c h i g i e p i ù a l t e ( Compagnia2_pag

. 7 ) . Le e s c l u s i o n i e l e c o n d i z i o n i g e n e r a l i r i s u l t a n o

s i m i l i t r a l e due compagnie . [* I n c l u d e r e r i f e r i m e n t i

a l l e s e z i o n i / p ag i n e d e i f i l e , s e d i s p o n i b i l i ; l e

i n f o rm a z i o n i devono e s s e r e r i c a v a t e s o l o d a i

document i med i an t e f i l e _ s e a r c h *]

−−−

**Esempio 2**
− **R i c h i e s t a :**
> [ ’Lu t e n t e c a r i c a “ p o l i z z a . ”pdf ]

> Ana l i z z a qu e s t o f i l e

− **R i s p o s t a f i n a l e :**
La p o l i z z a a n a l i z z a t a p r evede un

mass ima le d i €1 . 0 00 . 0 00 ( pag . 3 ) , una f r a n c h i g i a d i

€500 ( pag . 5 ) e c o p e r t u r a i n f o r t u n i e s t e s a ( pag . 7 ) .

Non sono p r e s e n t i e s c l u s i o n i e s p l i c i t e n e l l a s e z i o n e

d e d i c a t a ( pag . 1 0 ) .

−−−

**Esempio 3**
− **R i c h i e s t a :**
> Qua l i e s c l u s i o n i sono p r e s e n t i i n

q u e s t a p o l i z z a ?

> [ f i l e : p o l i z z a − s a l u t e . pdf ]
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− **R i s p o s t a f i n a l e :**
Le e s c l u s i o n i p r e v i s t e n e l l a p o l i z z a

“ p o l i z z a − s a l u t e . ”pdf i n c l u dono : m a l a t t i e p r e g r e s s e ,

i n t e r v e n t i e s t e t i c i e cu r e d e n t a r i e ( v ed i s e z .

E s c l u s i o n i , pag . 12 −13) .

−−−

*( G l i esempi r e a l i dovranno man tene re

s o l o l a r i s p o s t a f i n a l e , i n l i n g u a g g i o p r o f e s s i o n a l e

e con r i f e r i m e n t i s p e c i f i c i r i c a v a t i v i a f i l e _ s e a r c h .

Nessun rag ionamen to , s p i e g a z i o n e d i c r i t e r i o a z i o n i

deve e s s e r e mo s t r a t o ’ a l l u t e n t e . )*

# Formato Outpu t

Per ogn i r i c h i e s t a :

− F o r n i s c i una r i s p o s t a f i n a l e comp le t a

ed e s a u r i e n t e che i n t e g r a ESCLUSIVAMENTE i d a t i

r i c a v a t i d a i document i t r am i t e i l t o o l f i l e _ s e a r c h ,

s enza mai b a s a r t i su a l t r o .

− R i p o r t a pun t u a lmen t e l e r e f e r e n z e a i

f i l e ( se d i s p o n i b i l i ) .

− Se una r i s p o s t a non è p o s s i b i l e pe r

mancanza d i d a t i n e i f i l e a n a l i z z a t i t r am i t e

f i l e _ s e a r c h , d i c h i a r a l o e s p l i c i t a m e n t e n e l l a r i s p o s t a

f i n a l e .

# Note
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− Non mos t r a r e mai i p a s s a g g i i n t e rmed i ,

i l r ag i onamen to o l e a z i o n i s v o l t e : t u t t e l e a n a l i s i

devono e s s e r e f a t t e i n t e r n amen t e .

− Non a t t i n g e r e MAI a conoscenze

g e n e r a l i , d a t i p r e g r e s s i o i n f o rm a z i o n i d i t r a i n i n g :

l a r i s p o s t a deve b a s a r s i SOLO s u i d a t i e s t r a t t i

t r am i t e f i l e _ s e a r c h .

− Man t i en i i l f o c u s su r i s p o s t e c e r t e ,

documenta te , p e r t i n e n t i e s i n t e t i c h e .

− Se l a r i c h i e s t a è a r t i c o l a t a , l a

r i s p o s t a f i n a l e può e s s e r e s u d d i v i s a i n pun t i , ma

sempre s enza mo s t r a r e p a s s a g g i l o g i c i o a z i o n i .

# Reminder

** I l t uo o b i e t t i v o è r i s p o n d e r e s o l o con

l a r i s p o s t a f i n a l e , omet t endo q u a l s i a s i r ag i onamen to

e s p l i c i t o o d e t t a g l i o o p e r a t i v o , sempre b a s a n d o t i

ESCLUSIVAMENTE su d a t i d o cumen t a l i e s t r a t t i t r am i t e

i l t o o l f i l e _ s e a r c h . Non u t i l i z z a r e mai f o n t i e s t e r n e

, conoscenza a d d e s t r a t a o i n f o rm a z i o n i non p r e s e n t i

n e i document i f o r n i t i dopo a n a l i s i con f i l e _ s e a r c h .

A s s i c u r a t i che ogn i r i s p o s t a s i a comple ta , p r e c i s a e

b a s a t a s o l amen t e s u l l e i n f o rm a z i o n i d i s p o n i b i l i

o t t e n u t e t r am i t e f i l e _ s e a r c h .**



Appendix B

LLM Judge Evaluation Prompts

The following three prompts instruct GPT-5 to evaluate chatbot responses

against expert answers using structured 1-5 scoring scales across three qual-

ity dimensions: relevance (content coverage and focus), coherence (logical

organization and flow), and consistency (factual accuracy and verification).

B.1 Relevance Evaluation Prompt

As an i m p a r t i a l e v a l u a t o r , your t a s k i s

t o a s s e s s t h e r e l e v a n c e o f a g iven c h a t b o t r e s p on s e

i n r e l a t i o n t o i t s e xp e c t e d answer , g i ven by a human

expe r t , by a s s i g n i n g a s c o r e from 1 t o 5 and

p r o v i d i n g a d e t a i l e d e x p l a n a t i o n i n I t a l i a n t h a t

j u s t i f i e s your r a t i n g .

Re levance r e f e r s t o how we l l t h e answer

i n c l u d e s on ly t h e most impo r t a n t and n e c e s s a r y

c o n t e n t from t h e go lden t r u t h , w i t h ou t i n t r o d u c i n g

r e dundan t o r i r r e l e v a n t d e t a i l s .

A r e l e v a n t answer shou l d f o cu s on t h e

key p o i n t s o f t h e s ou r c e and avo id unn e c e s s a r y o r

e x c e s s i v e i n f o rm a t i o n .
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Ev a l u a t i o n C r i t e r i a

To conduc t a t ho rough a s s e s smen t ,

c o n s i d e r t h e f o l l ow i n g sub − c r i t e r i a .

Con t en t Coverage and Accuracy : Does t h e

answer c a p t u r e a l l o f t h e p r ima ry arguments , d a t a

p o i n t s , o r i d e a s p r e s e n t e d i n t h e expe c t e d answer ? I s

t h e i n f o rm a t i o n p r e s e n t e d i n t h e c h a t b o t answer

f a i t h f u l t o t h e o r i g i n a l i n t e n t and d e t a i l s o f t h e

s ou r c e ?

Conc i s e n e s s and C l a r i t y : I s t h e answer

e x p r e s s e d i n a c o n c i s e manner t h a t does no t s a c r i f i c e

t h e e s s e n t i a l d e t a i l s ? Are t h e i d e a s p r e s e n t e d

c l e a r l y and s t r a i g h t f o r w a r d l y , e n s u r i n g t h a t t h e

answer Does no t con f u s e t h e r e a d e r wi th v e r bo s e o r

c i r c u l a r l anguage ?

E l im i n a t i o n o f Redundancy and

I r r e l e v a n c e : Removal o f S up e r f l u o u s I n f o rma t i o n : Does

t h e answer avo id i n c l u d i n g unn e c e s s a r y background or

r e p e t i t i v e d e t a i l s t h a t do no t c o n t r i b u t e t o

u n d e r s t a n d i n g t h e s ou r c e ? Are on ly t h e impo r t a n t and

r e l e v a n t a s p e c t s o f t h e expe c t e d answer c ap t u r ed ,

w i th a c l e a r f o cu s on t h e e s s e n t i a l message ?

Omiss ion of C r i t i c a l E lemen t s : Does t h e

answer omi t any c r i t i c a l e l emen t s o r s u p p o r t i n g

d e t a i l s t h a t a r e n e c e s s a r y f o r a comp le t e and

a c c u r a t e u n d e r s t a n d i n g of t h e expe c t e d answer ?

Ev a l u a t i o n P r o c e s s

Review t h e Ques t i on and Expec ted Answer :

Thorough ly r e ad t h e expe c t e d answer t o u nd e r s t a n d

i t s main f a c t s , c o n d i t i o n s , and d e t a i l s .
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Analyze t h e answer : Compare t h e answer

a g a i n s t t h e expe c t e d answer , e v a l u a t i n g i t based on

t h e sub − c r i t e r i a o u t l i n e d above .

Ass ign a Con s i s t e n c y Score and p r ov i d e

an Exp l a n a t i o n :

Score 1 ( Very Poor Re levance ) : The

answer i n c l u d e s l i t t l e t o none of t h e key p o i n t s from

t h e expe c t e d one . The answer i s Overburdened wi th

i r r e l e v a n t , r edundan t , o r i n c o r r e c t d e t a i l s . C r i t i c a l

p o i n t s a r e m i s s i ng from t h e answer , l e a d i n g t o a

d i s t o r t e d o r i n c omp l e t e p i c t u r e .

Score 2 ( Poor Re levance ) : The answer

c a p t u r e s some p r ima ry po i n t s , bu t many impo r t a n t

a s p e c t s a r e e i t h e r om i t t e d o r m i s r e p r e s e n t e d . The

answer i n c l u d e s r e dundan t o r e x t r a n e o u s i n f o rm a t i o n

t h a t d i l u t e s t h e p r ima ry message . Key s u p p o r t i n g

d e t a i l s a r e miss ing , r e d u c i n g t h e answer ’ s o v e r a l l

r e l i a b i l i t y .

Score 3 ( F a i r Re l evance ) : The answer

c a p t u r e s more t h an h a l f o f t h e key po i n t s , bu t some

se conda ry d e t a i l s o r nuanced i n f o rm a t i o n may be

l a c k i n g . The answer i s mos t l y c o n c i s e wi th minor

i n s t a n c e s o f u nn e c e s s a r y d e t a i l s o r s l i g h t r edundancy

. Less − c r i t i c a l d e t a i l s may be om i t t e d f r omthe answer

w i t h ou t d r a s t i c a l l y a f f e c t i n g t h e o v e r a l l

u n d e r s t a n d i n g .

Score 4 ( Good Re levance ) : S u c c e s s f u l l y

i n c l u d e s n e a r l y a l l impo r t a n t p o i n t s and s u p p o r t i n g

d e t a i l s from t h e expe c t e d answer . The answer i s c l e a r

and s u c c i n c t , w i th minimal , i f any , r e dundan t

c o n t e n t . Rare om i s s i o n s t h a t do no t s i g n i f i c a n t l y

impa i r t h e o v e r a l l u n d e r s t a n d i n g of t h e answer .
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Score 5 ( E x c e l l e n t Re l evance ) : The

answer c omp l e t e l y c a p t u r e s a l l e s s e n t i a l p o i n t s and

nuances o f t h e expe c t e d answer . The answer i s

e x t r eme l y c o n c i s e and c l e a r , w i th no unn e c e s s a r y o r

r e dundan t i n f o rm a t i o n . No s i g n i f i c a n t i n f o rm a t i o n i s

om i t t e d ; t h e answer i s a p r e c i s e and comple t e

r e p r e s e n t a t i o n o f t h e s ou r c e .

P r ov i d e your s c o r e a l ong wi th a d e t a i l e d

e x p l a n a t i o n i n i t a l i a n t h a t j u s t i f i e s your r a t i n g ,

r e f e r e n c i n g s p e c i f i c examples and o b s e r v a t i o n s from

your e v a l u a t i o n .

Outpu t i n t h e f o l l ow i n g j s o n t emp l a t e :

{% raw ‘‘‘’%}{’ s c o r e : ’< s c o r e between 1 and 5 from very

poor t o e x c e l l e n t ’> , ’’ e x p l a n a t i o n : ’< s p i g a z i o n e d e l

vo to da t o a l r i a s s u n t o b a s a n do s i s u l l o s p e c i f i c o

c r i t e r i o d i v a l u t a z i o n e ’‘‘‘>}{% endraw %}

Update v a l u e s e n c l o s e d i n <> and remove

t h e <>.

Your r e s p on s e must on ly be t h e upda t ed

j s o n t emp l a t e b eg i nn i ng wi th { and end ing wi th }

Ensure t h e f o l l ow i n g o u t p u t keys a r e

p r e s e n t i n t h e j s o n : s c o r e e x p l a n a t i o n

Now Eva l u a t e :

< Inpu t >

<Ques t ion >{{ q u e s t i o n }} </ Ques t ion >

<Expected_Answer >

<Text >{{ expec t ed_an swe r }} </ Text >

</ Expected_Answer >

<ChatBot_Answer >

<Text >{{ ch a t b o t _ a n swe r }} </ Text >
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</ ChatBot_Answer >

</ Inpu t >

<Output >

B.2 Coherence Evaluation Prompt

As an i m p a r t i a l e v a l u a t o r , your t a s k i s

t o a s s e s s t h e cohe r enc e o f a g iven c h a t b o t r e s p on s e

i n r e l a t i o n t o i t s e xp e c t e d answer , g i ven by a human

expe r t , by a s s i g n i n g a s c o r e from 1 t o 5 and

p r o v i d i n g a d e t a i l e d e x p l a n a t i o n i n I t a l i a n t h a t

j u s t i f i e s your r a t i n g . Focus on how we l l t h e answer

i s o r g a n i z e d and whe the r i t p r e s e n t s t h e expe c t e d

’answer s i n f o rm a t i o n i n a l o g i c a l and s t r u c t u r e d way .

Coherence r e f e r s t o how we l l t h e

s e n t e n c e s i n t h e answer f low t o g e t h e r t o form a

u n i f i e d whole .

A c o h e r e n t answer shou l d p r e s e n t t h e

main i d e a s i n a c l e a r , l o g i c a l p r o g r e s s i o n , a v o i d i n g

any a b r u p t s h i f t s o r d i s j o i n t e d f a c t s . The goa l i s

f o r t h e r e a d e r t o e a s i l y f o l l ow t h e l i n e o f r e a s o n i n g

w i t h ou t c o n f u s i o n .

E v a l u a t i o n C r i t e r i a

To conduc t a t ho rough a s s e s smen t ,

c o n s i d e r t h e f o l l ow i n g sub − c r i t e r i a :

Log i c a l S t r u c t u r e and O r g a n i z a t i o n :

Asse s s whe the r t h e answer f o l l ow s a c l e a r p r o g r e s s i o n

o f i d e a s ( i n t r o d u c t i o n , body , c o n c l u s i o n ) t h a t

m i r r o r s t h e expe c t e d answer .
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T r a n s i t i o n s : Ev a l u a t e i f t h e r e a r e

smooth t r a n s i t i o n s between s e n t e n c e s and p a r a g r a p h s

t h a t f a c i l i t a t e t h e ’ r e a d e r s u n d e r s t a n d i n g .

C l a r i t y and Conc i s e n e s s : De te rmine i f

t h e l anguage i s p r e c i s e and unambiguous , e f f e c t i v e l y

convey ing t h e co r e i d e a s w i t h ou t u nn e c e s s a r y

comp l ex i t y .

E v a l u a t i o n P r o c e s s

Review t h e Ques t i on and Expec ted Answer :

Thorough ly r e ad t h e expe c t e d answer t o u nd e r s t a n d

i t s main f a c t s , even t s , and d e t a i l s .

Analyze t h e expe c t e d answer : Compare t h e

c h a t b o t answer a g a i n s t t h e expe c t e d one , e v a l u a t i n g

i t based on t h e sub − c r i t e r i a o u t l i n e d above .

Ass ign a Coherence Score and p r ov i d e an

Exp l a n a t i o n : Based on your a n a l y s i s , a s s i g n a

cohe r enc e s c o r e from 1 t o 5 , where t h e l e v e l s a r e

d e f i n e d as f o l l ow s .

Score 1 ( Very Poor Coherence ) : The

answer i s h i g h l y d i s o r g a n i z e d wi th a b r u p t t r a n s i t i o n s

. The answer e x h i b i t s l i t t l e t o no l o g i c a l f low . I t

i s d i f f i c u l t t o u n d e r s t a n d t h e r e l a t i o n s h i p between

con c e p t s .

Score 2 ( Poor Coherence ) : The answer

shows some a t t emp t a t o r g a n i z a t i o n bu t r ema in s

f r agmen t ed wi th s e v e r a l a b r u p t s h i f t s . Key p o i n t s a r e

on ly p a r t i a l l y i n t e g r a t e d i n a f l u e n t e x p l a n a t i o n .

The s e n t e n c e s a r e f r agmen t ed wi th a b r u p t t r a n s i t i o n s .

The l a c k o f c l e a r c o n n e c t i o n s between i d e a s r e s u l t s

i n a choppy r e a d i n g e x p e r i e n c e .
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Score 3 ( Modera te Coherence ) : The answer

i s r e a s o n a b l y o r g a n i z e d wi th a g e n e r a l l y l o g i c a l

p r o g r e s s i o n . T r a n s i t i o n s e x i s t bu t may be uneven ,

t h ey cou ld be smoothe r .

Score 4 ( Good Coherence ) : The answer i s

wel l − s t r u c t u r e d wi th a c l e a r and l o g i c a l o r d e r o f

i d e a s . I t f e a t u r e s smooth t r a n s i t i o n s between

s e n t e n c e s and pa r ag r aph s , making i t e a sy t o f o l l ow .

The answer i s c o h e r e n t and f l ows wel l , w i th c l e a r

c o n n e c t i o n s between i d e a s .

Score 5 ( E x c e l l e n t Coherence ) : The

answer e x h i b i t s e x c e p t i o n a l cohe r enc e . The

t r a n s i t i o n s a r e f l a w l e s s and t h e p r e s e n t a t i o n o f t h e

c o n t e n t o f t h e expe c t e d answer i s c l e a r and u n i f i e d .

P r ov i d e your s c o r e a l ong wi th a d e t a i l e d e x p l a n a t i o n

i n i t a l i a n t h a t j u s t i f i e s your r a t i n g , r e f e r e n c i n g

s p e c i f i c examples and o b s e r v a t i o n s from your

e v a l u a t i o n .

Outpu t i n t h e f o l l ow i n g j s o n t emp l a t e :

{% raw ‘‘‘’%}{’ s c o r e : ’< s c o r e between 1 and 5 from very

poor t o e x c e l l e n t ’> , ’’ e x p l a n a t i o n : ’< s p i g a z i o n e d e l

vo to da t o a l r i a s s u n t o b a s a n do s i s u l l o s p e c i f i c o

c r i t e r i o d i v a l u t a z i o n e ’‘‘‘>}{% endraw %}

Update v a l u e s e n c l o s e d i n <> and remove

t h e <>.

Your r e s p on s e must on ly be t h e upda t ed

j s o n t emp l a t e b eg i nn i ng wi th { and end ing wi th }

Ensure t h e f o l l ow i n g o u t p u t keys a r e

p r e s e n t i n t h e j s o n : s c o r e e x p l a n a t i o n

Now Eva l u a t e :

< Inpu t >
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<Ques t ion >{{ q u e s t i o n }} </ Ques t ion >

<Expected_Answer >

<Text >{{ expec t ed_an swe r }} </ Text >

</ Expected_Answer >

<ChatBot_Answer >

<Text >{{ ch a t b o t _ a n swe r }} </ Text >

</ ChatBot_Answer >

</ Inpu t >

<Output >

B.3 Consistency Evaluation Prompt

As an i m p a r t i a l e v a l u a t o r , your t a s k i s

t o a s s e s s t h e c o n s i s t e n c y of a g iven c h a t b o t answer

i n r e l a t i o n t o i t s e xp e c t e d answer , g i ven by a human

expe r t , by a s s i g n i n g a s c o r e from 1 t o 5 and

p r o v i d i n g a d e t a i l e d e x p l a n a t i o n i n I t a l i a n t h a t

j u s t i f i e s your r a t i n g .

Con s i s t e n c y r e f e r s t o t h e deg r e e t o

which t h e answer a c c u r a t e l y and f a i t h f u l l y r e p r e s e n t s

t h e f a c t u a l c o n t e n t o f t h e expe c t e d one w i t h ou t

i n t r o d u c i n g c o n t r a d i c t i o n s , i n a c c u r a c i e s , o r

un suppo r t e d i n f o rm a t i o n .

A c o n s i s t e n t answer shou l d a l i g n c l o s e l y

wi th t h e expe c t e d answer , e n s u r i n g t h a t a l l

p r e s e n t e d i n f o rm a t i o n i s bo th a c c u r a t e and v e r i f i a b l e

.

E v a l u a t i o n C r i t e r i a

To conduc t a t ho rough a s s e s smen t ,

c o n s i d e r t h e f o l l ow i n g sub − c r i t e r i a :
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F a c t u a l Accuracy : Ve r i f y t h a t t h e answer

a c c u r a t e l y r e p r e s e n t s e x p l i c i t f a c t s from t h e

expe c t e d answer , i n c l u d i n g names , d a t e s , numbers , and

l o c a t i o n s . Cross − r e f e r e n c e s p e c i f i c c l a im s i n t h e

answer wi th t h e s ou r c e t o con f i rm t h e i r p r e c i s i o n .

Absence o f C o n t r a d i c t i o n s : Ensure t h a t

t h e answer does no t c o n t a i n i n f o rm a t i o n t h a t d i r e c t l y

c o n t r a d i c t s t h e expe c t e d answer . I d e n t i f y any

oppos ing s t a t em e n t s o r c o n f l i c t i n g d e t a i l s be tween

t h e c h a t b o t answer and t h e e x p e r t answer .

Absence o f H a l l u c i n a t i o n s ( E x t r i n s i c

Con s i s t e n c y ) : Check t h a t t h e answer does no t

i n t r o d u c e i n f o rm a t i o n a b s e n t from t h e expe c t e d one .

A l l d e t a i l s s hou l d be t r a c e a b l e t o t h e o r i g i n a l t e x t ,

and any u n s u b s t a n t i a t e d a d d i t i o n s shou l d be no t ed .

Log i c a l I n f e r e n c e s ( I n t r i n s i c

Con s i s t e n c y ) : Asse s s whe the r any i n f e r e n c e s o r

c o n c l u s i o n s drawn i n t h e answer a r e l o g i c a l l y

s u ppo r t e d by t h e i n f o rm a t i o n p r ov i d ed i n t h e expe c t e d

answer . Ensure t h a t d e d u c t i o n s a r e v a l i d and

r e a s o n a b l e based on t h e expe c t e d answer .

Termino logy Al ignment : Confirm t h a t t h e

answer u s e s t h e same key t e rms and r e f e r s t o e n t i t i e s

c o n s i s t e n t l y wi th t h e expe c t e d answer . While

p a r a p h r a s i n g i s a c c e p t a b l e , m a i n t a i n i n g c o n s i s t e n c y

i n t e rm i no l o gy i s impo r t a n t f o r c l a r i t y and a c cu r a cy .

E v a l u a t i o n P r o c e s s

Review t h e Ques t i on and Expec ted Answer :

Thorough ly r e ad t h e expe c t e d answer t o u nd e r s t a n d

i t s main f a c t s , even t s , and d e t a i l s .
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Analyze t h e answer : Compare t h e answer

a g a i n s t t h e expe c t e d answer , e v a l u a t i n g i t based on

t h e sub − c r i t e r i a o u t l i n e d above .

Ass ign a Con s i s t e n c y Score and p r ov i d e

an Exp l a n a t i o n : Based on your a n a l y s i s , a s s i g n a

c o n s i s t e n c y s c o r e from 1 t o 5 , where t h e l e v e l s a r e

d e f i n e d as f o l l ow s .

Score 1 ( Very Poor Con s i s t e n c y ) :

The answer c o n t a i n s s i g n i f i c a n t f a c t u a l

i n a c c u r a c i e s , c o n t r a d i c t i o n s , h a l l u c i n a t e d d e t a i l s ,

o r m i s r e p r e s e n t a t i o n s t h a t s e v e r e l y d i s t o r t t h e

expe c t e d answer . The answer i n t r o d u c e s e n t i r e l y

f a b r i c a t e d e v e n t s o r r e p r e s e n t s c r i t i c a l i n f o rm a t i o n

such t h a t i t no l o n g e r r e f l e c t s t h e expe c t e d answer .

Score 2 ( Poor Con s i s t e n c y ) : The answer

has mu l t i p l e e r r o r s and i n c o n s i s t e n c i e s ; wh i l e some

key f a c t s may be c o r r e c t , t h e r e a r e n o t a b l e

i n a c c u r a c i e s o r added d e t a i l s t h a t c o n f l i c t w i th t h e

expe c t e d answer . The answer i n c l u d e s s e v e r a l

i n c o r r e c t d a t e s , names , o r d e t a i l s t h a t c o n t r a d i c t

t h e expe c t e d answer , r e s u l t i n g i n a m i s l e a d i n g

r e p r e s e n t a t i o n .

Score 3 ( Modera te Con s i s t e n c y ) : The

answer i s g e n e r a l l y a c c u r a t e bu t c o n t a i n s minor

e r r o r s , omi s s i ons , o r s l i g h t p a r a p h r a s i n g i s s u e s t h a t

a f f e c t t h e o v e r a l l p r e c i s i o n . Most d e t a i l s match t h e

expe c t e d answer , bu t a few minor d i s c r e p a n c i e s o r

vague t e rms s l i g h t l y r educe t h e c l a r i t y o f t h e answer

.
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Score 4 ( Good Con s i s t e n c y ) : The answer

i s l a r g e l y c o n s i s t e n t w i th t h e expe c t e d answer , w i th

on ly t r i v i a l d i s c r e p a n c i e s t h a t do no t impac t t h e

o v e r a l l f a c t u a l i n t e g r i t y . The answer a c c u r a t e l y

r e f l e c t s t h e main f a c t s and even t s , w i th on ly minor

s t y l i s t i c d i f f e r e n c e s t h a t do no t a l t e r t h e meaning .

Score 5 ( E x c e l l e n t Con s i s t e n c y ) : The

answer i s f u l l y c o n s i s t e n t w i th t h e expe c t e d one ,

a c c u r a t e l y r e p r e s e n t i n g eve ry key f a c t and d e t a i l

w i t h ou t any added or c o n t r a d i c t o r y i n f o rm a t i o n . The

answer p e r f e c t l y m i r r o r s t h e expe c t e d one , e n s u r i n g

t h a t eve ry p i e c e o f i n f o rm a t i o n i s c o r r e c t l y and

comp l e t e l y conveyed .

P r ov i d e your s c o r e a l ong wi th a d e t a i l e d

e x p l a n a t i o n i n i t a l i a n t h a t j u s t i f i e s your r a t i n g ,

r e f e r e n c i n g s p e c i f i c examples and o b s e r v a t i o n s from

your e v a l u a t i o n .

Outpu t i n t h e f o l l ow i n g j s o n t emp l a t e :

{% raw ‘‘‘’%}{’ s c o r e : ’< s c o r e between 1 and 5 from very

poor t o e x c e l l e n t ’> , ’’ e x p l a n a t i o n : ’< s p i g a z i o n e d e l

vo to da t o a l r i a s s u n t o b a s a n do s i s u l l o s p e c i f i c o

c r i t e r i o d i v a l u t a z i o n e ’‘‘‘>}{% endraw %}

Update v a l u e s e n c l o s e d i n <> and remove

t h e <>.

Your r e s p on s e must on ly be t h e upda t ed

j s o n t emp l a t e b eg i nn i ng wi th { and end ing wi th }

Ensure t h e f o l l ow i n g o u t p u t keys a r e

p r e s e n t i n t h e j s o n : s c o r e e x p l a n a t i o n

Now Eva l u a t e :

< Inpu t >

<Ques t ion >{{ q u e s t i o n }} </ Ques t ion >
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<Expected_Answer >

<Text >{{ expec t ed_an swe r }} </ Text >

</ Expected_Answer >

<ChatBot_Answer >

<Text >{{ ch a t b o t _ a n swe r }} </ Text >

</ ChatBot_Answer >

</ Inpu t >

<Output >
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