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Chapter 1

Introduction

The Adriatic Sea is a semi-enclosed sea connected with the Mediterranean Sea only to the
south end, bordered by Italy to the west and Slovenia, Croatia, Bosnia and Herzegovina,
Montenegro and Albania to the east. It is a unique marine environment that sustains
ecological and socio-economic processes in the surrounding regions. It is characterized by
its varied geography and distinct climatic conditions, which together shape its complex
marine environment. The stark differences in average depth between the northern and
southern regions, coupled with the intricate and irregular bathymetry along the eastern
coast, the vast freshwater aflux from the Alps in the shallow northern part, and a sig-
nificant wind fetch SE/NW| all play a significant role in the dynamic nature of its water
circulation. The Adriatic Sea remains an invaluable resource for the surrounding coastal
regions, generating a significant contribution to fisheries, fish farming, and recreational
activities, and a strategic route to maritime traffic. Beyond its historical heritage, the sea
is facing mounting pressures from human activities and environmental changes, making
it a focal point for studies on marine ecosystems and their sustainability. These physical
and environmental features create unique challenges for understanding and modeling the
Adriatic Sea hydro dynamics. Comprehension of the processes which regulate water cir-
culation and nutrients transport, requires the implementation of sophisticated numerical
methods capable of describing the iterations between physical, biological and chemical
components. This work aims to study the effect of seagrass plant Zostera Marin in the
Adriatic Sea, and through the comparison of 27 different parametrizations of seagrass,
to understand the impact it would have on coastal circulation. Three parameters for
seagrass modeling are used: leaf number density, leaf length and leaf width. For each of
these parameters, three values were selected from previous literature, in order to repre-
sent the maximum and the minimum values observed, as well as their mean averages.



1.1 Geographical and Environmental Setting

Given the inherent complexity of studying the water circulation and the effects of seagrass
on it, we approached it using numerical methods. This strategy allows us to simulate the
dynamics in detail, yielding reliable and accurate results. The domain of the simulation
extends along the western Adriatic coast, from the Po Delta System to south of Rimini.
The western Adriatic coast is strongly influenced by the freshwater outflow from the
Po River and the other smaller rivers, guided southward by the cyclonic circulation
in the basin. This outflow significantly impacts salinity gradients, nutrient transport,
and sediment deposition, all of which interact with seagrass meadows in the shallow
coastal regions (Hemminga & Duarte, 2000). Seasonal wind patterns also play a critical
role in shaping hydrodynamics behaviors. Bora and Sirocco winds, blowing from the
northeast and southeast respectively, affect surface circulation and water mixing. Under
normal meteorological conditions, the thermohaline circulation is dominant, with wind
driven circulation as a secondary force. The Bora’s horizontal shear induces cyclonic
circulation in the northern Adriatic and anticyclonic circulation in the south, influencing
the dispersion of nutrients and suspended sediments (Vianello et al., 2013). The long
Scirocco fetch from SE coupled with tidal amplification due to the shallow average depth
can generate extraordinary high tides across the region (Orli¢ et al., 1994).

1.2 Ecological Significance

Seagrasses are an essential component of the benthic layer of the Adriatic coast, con-
tributing to sediment stabilization, providing habitat for aquatic organisms, facilitating
nutrient cycling, and improving water quality (Orth et al., 2006; Hemminga & Duarte,
2000). The presence of marine plants increases turbulent mixing proportionally to the
reduction in current velocity (Hemminga & Duarte, 2000). At the same time, seagrass
meadows help prevent sediment resuspension, thereby decreasing water turbidity and al-
lowing for enhanced photosynthesis (Orth et al., 2006). Another consequence of enhanced
mixing is an increase in the oxygen concentration, which is more efficiently transported
down from the surface, due to the higher shear velocity on top of the seagrass canopy
(Duarte et al., 2010). In the northern Adriatic, Zostera marina typically forms patches
in shallow coastal areas with depths of less than 10 m, where freshwater inputs are mod-
erated and salinity remains relatively constant (Orth et al., 2006; Hemminga & Duarte,
2000). Its growth is limited in turbid waters influenced by riverine input, making its
presence an indicator of relatively stable environmental conditions (Orth et al., 2006).
Along the southern stretches of the western Adriatic, Posidonia Oceanica dominates,
forming dense patches between depths of 20 m and 30 m. These meadows are crucial
for maintaining biodiversity and are recognized as indicator species for seawater qual-
ity. However, recent analyses indicate a declining trend in their distribution due to



anthropogenic activities, such as anchoring and trawling (Short et al., 2007), as well as
increasing sea water temperature.

1.3 Environmental Challenges

The Adriatic coast faces significant environmental challenges, many of which are linked
to both natural processes and anthropogenic pressures. The northern Adriatic in particu-
lar, experiences unique challenges such as eutrophication, sedimentation, and the impacts
of increasing urbanization and tourism, emphasizing the need for robust scientific ap-
proaches to understand and mitigate these effects. Freshwater inflows from the Alpine
Rivers, which vary seasonally, influence salinity and nutrient levels along the coast. Dur-
ing summer, reduced precipitation leads to increased stratification and reduced water
mixing, affecting sediment transport and nutrient distribution. Anthropogenic nutrient
runoff from agricultural and urban areas promotes algal blooms. As these blooms de-
compose, they deplete oxygen levels, creating hypoxic conditions that harm aquatic life.
Rising temperatures and altered precipitation patterns due to climate change exacer-
bate these conditions, increasing the frequency of extreme events like dystrophic crises
(Rabalais et al.,2009). Invasive species, such as the blue crab (Callinectes sapidus), also
pose a growing threat. These non-native species, introduced through human activities,
disrupt local ecosystems by outcompeting native species and preying on economically
important species like clams and mussels (Simberloff et al., 2013).

1.4 Nature based solutions

As defined at the 5th United Nations Environment Assembly (UNEA 5.2), nature based
solutions (NbS) are “actions aimed at protecting, conserving, restoring, and sustainably
managing natural or modified terrestrial, freshwater, coastal, and marine ecosystems,
which address social, economic and environmental challenges effectively and adaptively,
while simultaneously providing human well-being, ecosystem services, resilience and bio-
diversity benefits” (IUCN, 2020). These sustainable approaches enhance the resilience of
the environment by leveraging the effectiveness of natural processes. By integrating eco-
logical restoration programs in management strategies, NbS can deliver multiple benefits
to the ecosystem, while operating in synergy with nature’s functions. The adoption of
seagrass meadows is an important example of NbS which works by sequestering carbon
from water, fostering diverse animal communities, acting as natural buffer, reducing wave
energy and removing excess nutrients from waters (Duarte et al., 2010). Restoration of
seagrass meadows in damaged environments can enhance the conditions for the surviv-
ability of other species and serves as a key indicator of ecological health and ecosystem
recovery, reflecting the capacity of these systems to regain balance and support biodi-



versity and enhance ecosystem resiliency. Seagrass meadows are highly efficient carbon
sinks, storing between 11% to 18% of the world’s oceanic carbon despite covering only
0.1% of the ocean floor (Duarte et al., 2013). The rates of carbon capture for the 10%
seagrass meadows with the largest carbon sink capacity have found to be well above the
rates of carbon sink in undisturbed Amazonian forests, which are assumed to be the
largest terrestrial carbon sinks (McLeod et al., 2011).

1.5 Importance of Hydrodynamic Analysis

Incorporating biological components, such as seagrass meadows, into hydrodynamic mod-
els represents a novel approach that bridges physical oceanography, marine biology, and
ecological restoration. The water circulation, driven by tides, freshwater inputs and
winds, is critical in maintaining the sea’s functionality and ecological balancing effects.
Developing accurate hydrodynamic model is essential for understanding the complex in-
teractions between the forces at play and the responses of the area (Tagliapietra et al.,
2009).

In this study, we analyzed the potential impact that seagrass could have on a fixed
area of the Adriatic coastal zone by considering a constant distribution of seagrass.
Furthermore, we evaluated whether variations in key seagrass characteristics, namely
density, leaf length, and leaf width, could yield different hydrodynamic responses. These
variations are critical, as a denser or longer-leafed seagrass bed can increase the resis-
tance to flow, leading to reduced current speeds, altered turbulence levels, and modified
sediment transport processes. Such changes can ultimately affect water clarity, nutrient
cycling, and the overall ecological functioning of the coastal environment (Hemminga &
Duarte, 2000; Orth et al., 2006).

Moreover, our investigation aims to provide deeper insights into the feedback mech-
anisms between seagrass morphology and hydrodynamics. Understanding these interac-
tions is crucial not only for accurate modeling of natural coastal systems but also for
the design of effective ecological restoration strategies aimed at preserving or enhanc-
ing these critical habitats. By comparing 27 different parameterizations of seagrass, our
approach enables a thorough assessment of model sensitivity to seagrass characteristics,
thereby advancing our understanding of their role in shaping local water circulation and
ecological processes (Tagliapietra et al., 2009).

1.6 Overview of subsequent chapters
In the next chapter, we describe the hydrodynamic simulation model used to generate the

simulation data. The method for implementing seagrass is further discussed in Chapter
3. In Chapter 4, the analysis first focuses on characterizing the control model, then



examines the differences between the seagrass model and the control model. In chapter
5 the seagrass models ensemble variability is studied through its standard deviation
among different members. The results of this work are presented in chapter 6.



Chapter 2
SHYFEM-MPI model

This chapter is a review of J. Alessandri PhD thesis’s chapter 1.2. The model adopted is
a parallelized version of SHYFEM (System of HydrodYnamic Finite Element Modules)
(Umgiesser et al., 2004), with the addition of seagrass and plant leaf flexibility. It solves
the shallow water equations on an unstructured grid of triangular elements. This version
of SHYFEM-MPI uses a finite element approach for the spatial integration and a semi-
implicit method for the time integration. It is based on the solution of the primitive
equations of motion under the assumption of incompressible fluid, after applying the
Boussinesq and hydrostatic approximations. The model runs on an unstructured B-
type Arakawa grid, where the vector components of the model are computed at the cell
corners, while the scalar components are solved at the cell centers. The main advantage
of adopting an unstructured grid is the flexibility to represent irregular coastlines, and
reducing errors associated with grid misalignment. The finer resolution near the coastline
allows for a more accurate representation of shallow water processes, which are crucial
for understanding interactions between seagrass meadows and hydrodynamics. By using
triangular elements that vary in size, the grid achieves fine-scale resolution near the
coast, while maintaining coarser resolution offshore.

2.1 Governing equations

The conservation of momentum equations can be written in the form:
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Where h; is the layer thickness, P, is the atmospheric pressure at the sea surface, g is
the gravitational acceleration, pg is the reference density of sea water, p = py + p’ is the
water density with p’ representing the perturbation of the density from the reference value
po- Hj is the depth of the bottom of layer [, Ay is the horizontal eddy viscosity obtained
following the Smagorinsky formulation (Smagorinsky, 1963; Blumberg and Mellor, 1987),
w is the vertical layer velocity, f is the Coriolis parameter, ((x,y,t) is the free surface,
Il =1,...,N is the vertical layer index increasing with depth, z; = 0, ..., N are the layer
interfaces, u; is the zonal velocity, v; is the meridional velocity while U, and V; are the
horizontal velocity integrated over layer [, and can be defined as:

21—1 2l—1
U, :/ wdz, and V] :/ vdz (2.3)
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The turbulent Reynolds stresses 7,, and 7., used in (2.1) and (2.2), are defined as:
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Where Ay is the vertical eddy viscosity, calculated with the vertical eddy diffusivity
Ky in a two equation model with a k& — € scheme for the turbulence closure, as in the
General Ocean Turbulence Model (GOTM) (Burchard et al. ,1999). The turbulent
kinetic energy k and turbulent dissipation e are related with Ay, and Ky using the
Kolmogorov (1941) and Prandtl (1945) relations. At the first and last layers the turbulent
Reynolds stresses are obtained by using the surface and bottom boundary conditions of
momenta.

The continuity equation for the layer [ can be written:

ou, 9V,
a_xl + a_yl = Wy + Wz -1 (26)



The vertically integrated salinity and temperature equations for layer [ read respec-
tively:
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Where S; and 6, are respectively the salinity and temperature at layer |, Ky and Ky
are respectively the horizontal and vertical turbulent diffusion coefficients, I is the solar
irradiance at depth z; calculated with a double exponential attenuation (Paulson and
Simpson, 1977) as below:

Iio =Rexp—z/& + (1 — R)exp —z/& (2.9)
In which [ is the solar irradiance at the surface (WW/m?) and &; and &, are the attenuation
lengths corresponding to the absorption of the visible spectrum. The equation of state
is necessary to obtain the density p, which is computed from salinity temperature and
pressure according to UNESCO (United Nations Educational, Scientific and Cultural
Organization) as in (Fofonoff and R.C., 1983):

pu(@,y, 1, t) = pu(Si, 0, m1) (2.10)

2.2 Boundary conditions

The SHYFEM-MPI model employs a sophisticated set of boundary conditions designed
to accurately capture the exchange processes at the limits of its computational domain,
ensuring that the simulated dynamics closely reflect real-world coastal processes. At
lateral boundaries, tidal forcing is typically imposed through prescribed water levels
or elevations that replicate the natural oscillatory behavior observed in coastal envi-
ronments. These conditions often include radiation boundary formulations, which allow
waves and disturbances to exit the domain without excessive reflection, thereby reducing
artificial interference with the internal dynamics of the model.

In addition to the lateral boundary conditions, closed boundaries are usually treated
as impermeable walls. Depending on the hydrodynamic regime of the area being modeled,
either free-slip or no-slip conditions are applied. Free-slip boundaries minimize frictional
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effects and are used when simulating flows that are less influenced by bottom friction,
whereas no-slip conditions impose a zero-velocity constraint at the boundary to better
capture frictional interactions, especially in regions where shear stress is significant. This
dual approach allows SHYFEM-MPI to flexibly adapt to various coastal settings, from
open estuaries to confined embayments.

Furthermore, the model incorporates specialized boundary conditions at river inlets
and estuarine interfaces, where freshwater fluxes play a critical role. These conditions
account for variations in river discharge, salinity, and sediment load, providing a realistic
representation of the mixing processes between freshwater and seawater. Such detailed
treatment is essential for capturing the stratification and circulation patterns that can be
heavily influenced by river inputs, which in turn affect nutrient transport and ecological
dynamics.

Bottom Boundary Condition and Drag Formulation

At the bottom boundary, SHYFEM-MPI typically uses a friction law to represent the
shear stress exerted by the bed on the flow. The standard formulation for the bottom
shear stress is given by

= pCy \Ub\ Uy,

where p is the water density, Cy is the bottom drag coefficient, u, is the near-bottom
velocity vector.

This formulation accounts for the momentum loss due to friction between the water
and the seabed.

In coastal areas where seagrass meadows are present, the drag induced by vegeta-
tion significantly enhances the overall bottom friction. Seagrasses increase the effective
roughness of the seabed by introducing additional drag forces. This vegetation-induced
drag can be represented by an additional term in the drag equation:

Tsg = ,OCD,sg a ’ub| Uy,

where: Cp s, is the seagrass drag coefficient, a is the frontal area density (area of seagrass
blades per unit volume).

This formulation captures the effect of seagrass on reducing current velocity and en-
hancing turbulent mixing, as the increased drag leads to greater momentum dissipation.
The combination of the standard bottom shear stress and the additional seagrass-induced
drag provides a comprehensive description of the frictional forces at the seafloor, partic-
ularly in shallow coastal environments where seagrass is abundant.

Overall, the boundary condition framework within the SHYFEM-MPI model is in-
tegral to its performance, ensuring that tidal dynamics, freshwater inputs, and coastal
interactions are modeled with high fidelity. By combining realistic open-boundary forc-
ing, adaptable lateral boundary treatments, specialized conditions for riverine inputs,
and a detailed formulation of the bottom boundary condition—including the enhanced

11



drag effects due to seagrass—the model offers a robust tool for investigating complex
coastal hydrodynamics and environmental processes.
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Chapter 3

Model setup

3.1 Domain of simulation

The horizontal discretization of the area has an increasing resolution from 2.2 km off-
shore, the same as the unstructured parent model, to a nearshore resolution of around
300 m at the coast. In figure 3.1 the SHYFEM-MPI horizontal domain is represented
with the seagrass distribution. The main advantage of adopting an unstructured grid
is the flexibility to represent irregular coastlines, while also allowing for less expensive
computations. The finer resolution near the coastline also allows for a more accurate
representation of shallow water processes, which are crucial for understanding interac-
tions between seagrass meadows and hydrodynamics. The vertical grid is composed of
42 layers in zeta coordinates, with layers 1 m thick.

The analysis presented in Chapter 4 and 5 focuses on a refined horizontal grid, selected
using latitude and longitude to better investigate the impact of seagrass elements. This
subdomain, visible in figure 3.2, extends along the coast covering the area from Porto
Garibaldi to Marina di Ravenna. This spatial refinement allows for a more detailed
examination of localized hydrodynamic and ecological interactions influenced by seagrass
presence.

A number of locations were chosen by hand, selecting which grid elements would have
seagrass in them. The seagrass elements are distributed on the unstructured SHYFEM-
MPIT grid in sparse order, mimicking the actual presence of Zostera Marina on the Adriatic
coast (B. Ondiviela et al., 2013). The horizontal distribution of seagrass is the same
for each scenario and is constant over time, ensuring that differences in the simulation
outcomes are solely due to variations in the parameterized seagrass characteristics.

The grid elements within the domain that were assigned the presence of seagrass are
represented in Figure 3.1 as green triangles, visible in the inset on the right-hand side
of the image. This inset highlights a refined portion of the mesh, illustrating the spatial
distribution of seagrass across the coastal region, particularly along the Adriatic Sea near
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Figure 3.1: SHYFEM-MPI simulation domain and seagrass implementation, this image was
taken from J. Alessandri "COASTAL MODELLING STUDIES FOR FORECASTING AND
REMEDIATION SOLUTIONS, 2021"

the Emilia-Romagna coast, between Porto Garibaldi and Marina di Ravenna.

3.1.1 Parameter Selection and Variability

A "What If Scenario" (WiS) is a structured approach used in modeling to investigate
the effects of varying key parameters on system behavior. By deliberately altering these
parameters within a plausible range, WiS allows researchers to simulate hypothetical con-
ditions and assess the sensitivity of the system to changes. This method is instrumental
in exploring alternative futures, evaluating management strategies, or understanding po-
tential responses of the system to environmental changes. In essence, each WiS represents
a unique combination of parameter values that can reveal how variations in those param-
eters might influence the overall dynamics, offering valuable insights into the resilience
and adaptability of the system under study (Tagliapietra et al., 2009).

Implementation of seagrass in the SHYFEM-MPI model was achieved by incorporat-
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Figure 3.2: Bathymetric map of the SHYFEM-MPI domain with a refined horizontal grid
along the coast, illustrating total depth (m) of grid elements. The red rectangle highlights the

subdomain of interest, with yellow and green stars marking key reference points.

ing three key parameters at the patch level: plant shoot number density, leaf length, and
leaf width. To account for the natural variability observed in Adriatic coastal waters,
three representative values were chosen for each parameter. This systematic variation
resulted in a total of 27 unique What If Scenarios (WiS), each representing a differ-
ent combination of seagrass characteristics. These WiS enable the model to simulate a
wide range of potential seagrass effects on coastal hydrodynamics. The outcomes from
these scenarios provide a detailed understanding of how changes in seagrass morphology
can affect water circulation, sediment transport, and overall ecological dynamics. The
parameters selected for each WiS are summarized in Table 1, offering a comprehensive
overview of the variability in seagrass properties and their corresponding hydrodynamic
impacts.

The values for N, L,, and B, were derived from empirical data on seagrass species in
the Adriatic and Mediterranean regions, as documented in the literature (see Table 3.3).
For N,, shoot densities of 230, 500, and 960 shoots/m? were selected, reflecting the range
observed for Zostera marina (e.g., 63-962 shoots/m?, Guidetti et al., 2001; Danovaro
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Table of the

Experiments
N\l‘
{n. shoot / m?)

0.2 Wis-1 Wis-10 Wis-19

230 0.6 Wis-2 Wis-11 Wis-20
1.0 Wis-3 Wis-12 Wis-21
0.2 Wis-4 Wis-13 Wis-22

500 0.6 WiS-5 Wis-14 Wis-23
1.0 Wis-6 Wis-15 Wis-24
0.2 Wis-7 Wis-16 Wis-25

960 0.6 Wis-8 Wis-17 Wis-26
1.0 Wis-9 Wis-18 Wis-27

Figure 3.3: Range of seagrass phenological characteristics used to produce "What If" scenario
simulations

et al., 2020) and Posidonia oceanica (e.g., 475.7-773.1 shoots/m?, Guidetti et al., 2001;
Macic, 2001). For leaf length (L,), values of 2 cm, 30 cm, and 60 cm were chosen,
encompassing the typical range for Zostera marina (15.2-27.5 cm, Guidetti et al., 2001)
and Posidonia oceanica (13-78.4 cm, Guidetti et al., 2001; Macic, 2001). Similarly,
leaf widths (B,) of 0.2 cm, 0.6 cm, and 1.0 cm were selected, aligning with the observed
variability for Zostera marina (0.26-0.5 cm, Mazzella et al., 1998) and Posidonia oceanica
(0.4-1.2 cm, Mazzella et al., 1998; Borum et al., 2004).

These parameter ranges were chosen to reflect seasonal and species-specific differ-
ences, such as winter versus summer growth patterns and juvenile versus adult stages,
as reported in the references (e.g., Guidetti et al., 2001; Mazzella et al., 1998). The re-
sulting 27 WiS experiments (e.g., WiS-1 to WiS-27) allowed for a systematic evaluation
of how seagrass density, length, and width influence hydrodynamic processes, including
current velocity, turbulence, and sediment dynamics, within the refined coastal grid of
the SHYFEM-MPI domain (as shown in Figure 3.1).

The flexibility of leaves was implemented in the model by defining a modified drag
formulation. Following Luhar and Nepf (2011), a flexibility parameter is introduced that
effectively reduces Cy to an effective drag coeflicient C e, expressed as:

U
i = Cy (1 - ,
dell d< aUref>

16




where « is a dimensionless parameter representing the degree of flexibility and U, is a
reference velocity scale. This formulation captures the reconfiguration of seagrass leaves
under increasing flow, thereby reducing the net drag and altering the local turbulence
characteristics. The introduction of seagrass not only affects momentum through drag
modification but may also influence turbulent mixing and sediment transport. The
reduced drag from flexible leaves can lead to localized changes in turbulent kinetic energy
(TKE), potentially impacting nutrient cycling and sediment resuspension (Duarte et al.,
2013).

Future extensions of this work might incorporate dynamic vegetation responses, al-
lowing for seasonal variations or growth—decay cycles, thereby providing a more compre-
hensive picture of seagrass-ecosystem interactions.

3.2 Simulation setup

The simulation is conducted over a one-year period from January 1, 2020, to December
31, 2020, focusing on the northern Adriatic Sea. Temporal resolution is maintained at
an hourly timestep, ensuring that both diurnal variations (such as tidal oscillations)
and seasonal trends are adequately resolved. In our model implementation, a variety
of boundary conditions are employed to ensure that the simulation accurately reflects
both local and regional forcing. The atmospheric forcing is derived from the European
Centre for Medium-Range Weather Forecasts (ECMWF) dataset, which provides high-
resolution, globally consistent wind, temperature, humidity, and pressure fields. These
data drive the air—sea fluxes in the model, ensuring that the surface stress and heat
exchanges are representative of observed atmospheric conditions.

For the oceanic boundaries, we use data from the Copernicus program (Clementi et
al., 2017) from the Mediterranean Monitoring Forecasting Centre (MED MFC). This
source supplies the necessary sea surface height, temperature, and salinity fields at the
open boundaries of our domain. The use of COPERNICUS MED data ensures that
the lateral boundary conditions reflect realistic regional ocean dynamics, including tidal
influences and mesoscale variability, which are critical for accurately modeling the coastal
circulation.

Riverine inputs are handled with special consideration due to their significant impact
on local hydrography. For the Po River, which is a major freshwater source in the study
area, we employ boundary conditions based on high-quality measurements from ARPAE.
These data capture the temporal variability and magnitude of the Po River discharge
with high fidelity. For all other rivers, a 30-year climatology is utilized to define the inflow
conditions. This long-term average approach helps to smooth out short-term fluctuations
and provides a robust estimate of the typical freshwater contributions from these smaller
catchments.
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3.3 Datasets

Each "What if Scenario" simulation outputs a diverse array of physical variables critical
for understanding coastal dynamics. Key outputs include sea surface elevation, the zonal
and meridional velocity components, and the temperature and salinity profiles across the
vertical layers. Each simulation is stored as an hourly dataset in NetCDF format, which
supports efficient data handling and facilitates integration with post-processing tools.

In addition to the 27 seagrass scenarios, a control dataset was generated using the
same numerical setup but without incorporating seagrass effects. This control simulation
provides a baseline against which the influence of seagrass on coastal hydrodynamics can
be robustly compared. The dataset is systematically organized to allow for both spatial
and temporal analyses: raw data are available at full resolution, and derived prod-
ucts—such as vertical integrals, spatial averages, and statistical metrics—are generated
during post-processing.

3.4 Method of analysis

To complement the analysis of hydrodynamic and scalar fields, we compute key statistical
properties of the model outputs. For any variable z(t), the arithmetic mean p and
standard deviation o are computed as:

=1 =1

where N represents the total number of time steps.

The first phase of our analysis focuses on characterizing the regional properties of
the control simulation, which excludes seagrass. We begin by calculating the overall
mean salinity and temperature across the basin by averaging over the horizontal and
vertical dimensions, to capture the temporal evolution of these key variables. To delve
deeper into the vertical structure, we generate time series for each layer’s horizontal
average, allowing us to track how temperature and salinity change throughout the water
column during the year. In addition, we create a series of maps that illustrate the
time-integrated distributions of temperature and salinity from the bottom layer to the
surface, complemented by analyses of their temporal variability using standard deviation
measures.

Next, we apply the same approach to the scenario with the highest seagrass parametriza-
tion. This direct comparison between the control and seagrass scenarios enables us to
isolate and assess the impact of seagrass on the basin’s thermal and saline structure.

In the second phase of our analysis, we shift our attention to the influence of seagrass
on current velocity. We start by examining the time series of both the magnitude and the
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direction of the current at each vertical layer in the same way it was done for temperature
and salinity. With these insights, we then construct horizontal maps that display the
time averaged currents in the region at specific layers. Finally, a spectral analysis is
performed to estimate the power spectral density (PSD) of the speed magnitude at
specific frequencies. The PSD, P,.(f), is given by:

Palf) = 32 S I

where X (f) is the Fourier transform of the k-th segment of the time series and K is
the number of segments. This method helps to reveal the dominant frequency com-
ponents and energy distribution in the flow, which are essential for understanding the
modifications induced by seagrass presence.
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Chapter 4

Analysis

4.1 Control Characterization

The control analysis focuses on the integrated properties of the region of interest de-
scribed in section 3.1 . In Figure 4.1 (left panel), we display the time series of basin-
integrated salinity . This variable is computed by vertically integrating each element
by using the layer thicknesses and horizontally integrated weighting each element by its
area and element-wise standard deviation. The mean hourly salinity is around 33 psu
for most of the year, with minima of approximately 30 psu during periods of high river
runoff and peaks reaching up to 36 psu when evaporation is dominant.
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(a) Basin-integrated salinity time series. (b) Basin-integrated temperature time series.

Figure 4.1: Integrated time series of (a) salinity and (b) temperature with their spatial standard
deviations.

The standard deviation associated with the average salinity time series quantifies

the horizontal variability at each time step. In particular, intense precipitation events
significantly affect both the mean salinity and its variability. Multiple river outflows in
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the region further contribute to reducing salinity throughout the year, producing local
minima between 25 psu and 30 psu at different times, while occasional peaks reach up
to 38 psu in autumn and spring.

Figure 4.1 (right panel) shows the integrated temperature time series, which exhibit
a strong seasonal dependence with higher spatial variability during the warmer months:
the mean water temperature ranges from approximately 10 °C in winter to 25 °C in
summer, with a variability of around 10 °C.

4.1.1 Vertical Profiles (Hovmoéller Diagrams)

The vertical profiles of temperature and salinity are analyzed by computing their horizon-
tal average at each time interval, weighting each element with its area. In the Hovmoller
diagrams 4.2, the vertical axis represents depth (from the bottom to the surface) and
the horizontal axis represents time. The color scale indicates the integrated salinity (in
units of psu) or integrated temperature (in °C), with blue for lower values and red for
higher values.
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(a) Hovmoller diagram of integrated salinity. (b) Hovmoller diagram of integrated temperature.

Figure 4.2: Hovmoller diagrams of horizontally averaged integrated (a) salinity and (b) tem-
perature.

These diagrams illustrate how freshwater inputs at the surface reduce salinity even
at lower depths during periods of high precipitation or riverine discharge. Since density
increases with salinity, fresher surface waters remain less dense, while deeper layers stay
more saline and denser. Consequently, in summer, stratification is stronger, with warmer,
less dense water above colder, denser layers. During winter, while surface cooling tends
to increase the density of the upper layer, salinity differences continue to dictate the
density structure and, consequently, the vertical stratification of the water column.
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4.1.2 Vertical Profiles of Speed

Figure 4.3 displays the vertical profile of the horizontally integrated speed magnitude.
The vertical axis indicates depth (from the bottom to the surface) and the horizontal
axis represents time. The color scale indicates increasing flow intensity in units of em/s,
highlighting the temporal evolution of the flow field across the water column. It is
evident that the highest velocities are reached in the surface layer, with occasional events
influencing the entire water column. At the deepest layers, current speed does not
generally exceed 5 cm/s on a yearly average, while at the surface layer, values upwards
of 15 em/s seem to be common.
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Figure 4.3: Hovmoller diagram of integrated speed magnitude.

4.1.3 Horizontal Maps at Surface and Bottom Layers

The following analysis examines the spatial distribution of temperature, salinity, and
speed magnitude at both the surface and bottom layers. Each map includes time-
averaged local current directions (in degrees) depicted by black arrows. The coastline is
extracted from the EMODnet bathymetry dataset (EMODnet Bathymetry Consortium,
2020) at 10 m in resolution (drawn in gray), and the cities of Porto Garibaldi and Marina
di Ravenna are marked with a green star and a yellow star, respectively.

Velocity Maps Figure 4.4 shows the control dataset’s time-averaged velocity mag-
nitude for the surface (left) and bottom (right) layers. The x- and y-axes represent
longitude and latitude, and the color scale indicates current speed in cm/s. Surface
currents display high speeds near the major riverine outflow of the Reno river (up to
26 cm/s). In the Marina di Ravenna harbor, surface speeds are particularly low, while
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outside of it the surface speed increases due to interactions with the wall of the harbor.
At the bottom layer, currents exhibit generally lower speed with localized regions near
river mouths reaching about 10 cm/s.
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(a) Surface velocity map. (b) Bottom velocity map.

Figure 4.4: Time-averaged velocity magnitude maps for the control case: (a) surface layer and
(b) bottom layer.

Temperature Maps Figure 4.5 presents the time-averaged temperature fields for the
surface (left panel) and bottom (right panel) layers. The yearly averaged data reveal
that the vertical stability of the water column is maintained primarily by the salinity
vertical profile. While temperature differences are present, the dominant factor governing
stratification is the salinity gradient: freshwater inputs reduce surface salinity, resulting
in less dense water at the top, whereas deeper layers retain higher salinity and thus greater
density. This salinity-driven density structure ensures a stable vertical stratification over
the annual cycle.

Potential Density The potential density was calculated using the TEOS-10 formula-
tion (McDougall et al., 2013) to assess the stability of the water column. This approach
computes in-situ density from measured practical salinity and temperature by first con-
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Cntr: Time average temperature at the surface
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Figure 4.5: Time-averaged temperature maps for the control case: (a) surface layer and (b)
bottom layer.

verting these to Absolute Salinity (SA) and Conservative Temperature (CT) and then
evaluating the density via the partial derivative of the specific Gibbs function.

By examining figure 4.7, we can identify regions with significant stratification that
are likely to exhibit limited vertical mixing. This variable was analyzed to guarantee the
stability of higher temperature water at the last layer, with respect to the surface layer,
as seen from the temperature maps.

Salinity Maps Figure 4.8 presents the time-averaged salinity for the surface (left)
and bottom (right) layers. The maps show pronounced gradients near river mouths,
with higher salinity values offshore and in deeper layers due to stratification.

Sea Surface Height Map Figure 4.9 shows the time averaged sea surface height
map. The effect of the Reno river on the sea surface height can be seen as a red spot in
the center of the map. In the north and in the south of the region, the current direction
lines suggest that a higher sea surface height may be explained by water accumulation
against a solid barrier, respectively the Bellocchio beach, and the coast north of Marina
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Figure 4.6: Vertical distribution of potential density time series (kg/m?) for the control run,
calculated at 0 dbar using the TEOS-10 formulation.
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the surface for the control run, calculated at 0 dbar using the TEOS-10 formulation.
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Figure 4.8: Time-averaged salinity maps for the control case: (a) surface layer and (b) bottom
layer.

di Ravenna harbor.
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Cntr: Time average sea surface height
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Figure 4.9: Sea surface height time average map (cm).

Spectral Maps

Spectral analysis of the current velocity time series was conducted using Welch’s method
(Welch P., 1967) , which provides robust estimates of the power spectral density. We
selected three representative points within the region of interest and computed their
respective power spectra to analyze the dominant periodic components of the current
velocity. By examining the spectral plots, we observed that all three locations exhibited
pronounced intensity peaks at 12-hour and 24-hour periods. These peaks indicate the
presence of strong semidiurnal and diurnal tidal components across the study area. Given
their consistent dominance in the spectra at all selected points, we focused our analysis
on these two periodicities to better understand the hydrodynamic system (see Figure
4.10).

Figures 4.11 and 4.12 display the spectral transformation intensity maps of current
velocity for the control case at periods of 12 h and 24 h, respectively. The x- and y-
axes indicate longitude and latitude, and the color scale represents the spectral intensity
relative to the maximum value observed. The results indicate that the energy is pre-
dominantly concentrated at 24 hours, suggesting a stronger influence of diurnal tidal
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Spectra at Selected Locations
1e+00 :

le-01

=

I

=

o

o

[

m

~

&

E

— le-02

>

£

wn

f

[

g

E

= 1le-03

©

o

5

19

19

Q.

n —— (longitude= 12.3, latitude= 44.55)
le-04 —— (longitude= 12.32, latitude= 44.6)

—— (longitude= 12.26, latitude= 44.7)

2 4 6 12 24 48 240
Period (hours)

Figure 4.10: Spectral intensity maps at three selected locations. The intensity peaks at 12 h
and 24 h highlight the dominant semidiurnal and diurnal variability in the current velocity.

components compared to semi-diurnal ones. At the surface, the spectral intensity is
notably higher and more localized, especially in the central and southern areas, while at
the bottom it is weaker and more diffuse, likely due to frictional damping. The spatial
variability observed across the domain underscores the importance of bathymetric fea-
tures and coastline geometry in modulating the flow, with daily tidal cycles emerging as
the primary driver of the overall energy distribution.
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(a) Surface spectral map (12 h). (b) Bottom spectral map (12 h).
Figure 4.11: Spectral transformation intensity maps for the control case at 12 h: (a) surface
layer and (b) bottom layer.
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(a) Surface spectral map (24 h). (b) Bottom spectral map (24 h).
Figure 4.12: Spectral transformation intensity maps for the control case at 24 h: (a) surface
layer and (b) bottom layer.
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4.2 Seagrass Scenario Characterization

In this section, we analyze the effect of the seagrass parametrization model “WiS-27”
as presented in Table 3.3 over the restricted region of interest described in section 3.1
. The analysis is conducted by presenting the seagrass-only variables and successively
its differences with the control model, which are computed as "WiS-27" minus Control.
This seagrass configuration, characterized by the maximum values for all three param-
eters, which are leaf length of 60 cm, leaf width of 1 cm, and a surface leaf density of
960 m~—2, is expected to induce the most significant differences relative to the control
case. The elevated values amplify the drag exerted by the seagrass canopy, resulting
in a more pronounced reduction in current velocity and alterations in turbulence and
sediment transport processes. Consequently, WiS-27 serves as an extreme scenario that
highlights the potential impact of dense and well-developed seagrass meadows on coastal
hydrodynamics.

Basin-Averaged Salinity and Temperature

Figure 4.13 illustrates the basin-averaged salinity and temperature. Here, the abscissas
represent time in hourly values and the ordinates show the spatially averaged variables.
The standard deviation here is calculated over restricted domain. As we can see, the
seagrass slightly influences the water column by modifying local mixing and stratification,
resulting in very small variations in the basin-wide averages.
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(a) Salinity time series. (b) Temperature time series.

Figure 4.13: Regional average of salinity (left) and temperature (right) time series for the
seagrass model.

Figure 4.14 shows the horizontal and vertical averages of salinity and temperature
obtained by subtracting the Control model from the seagrass scenario. The abscissas
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represent time in hourly values, while the ordinates indicate the spatially averaged salin-
ity and temperature. It can be seen that seagrass has little effect on basin integrated
salinity and temperature, with small differences due to the altered dynamics.
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Figure 4.14: Regional average of salinity (left) and temperature (right) time series for the
difference (seagrass minus control).

Hovmoller Diagrams of Temperature and Salinity

Figure 4.15 presents the Hovmoller diagrams for the "WiS-27" model. These diagrams
display horizontally averaged vertical profiles of temperature and salinity, with depth
(from bottom to surface) on the vertical axis and time on the horizontal axis. The
salinity shows consistently higher values at the bottom layer, like in the control model,
with higher variation at the surface layer. A few events of complete vertical mixing are
visible, corresponding to the ones observed for the control scenario.

In figure 4.16 the horizontally averaged vertical profiles of temperature and salinity
are shown for the difference "WiS-27" minus Control. We can see that during periods
of intense river runoff the influx of freshwater enhances vertical stratification, causing
the Control model to exhibit relatively higher salinity at depth compared to the seagrass
scenario. Surface differences of salinity are also observed, indicating higher values in the
seagrass model, which may be attributable to differences in the water dynamics near the
coast, as can be seen in the next section of the analysis. Overall the vertical analysis
reveal that the presence of seagrass alters vertical mixing patterns, particularly in regions
where the vegetation modifies local turbulence and stratification.
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Hovmoller Diagram of Temperature
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Figure 4.15: Hovmoller diagrams for the seagrass model.
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Figure 4.16: Hovmoller diagrams for the difference (seagrass minus control).
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Maps of Surface and Bottom Layer Properties

Velocity Figure 4.17 presents the time-averaged velocity magnitude maps for the
"WiS-27" scenario, highlighting the difference between the seagrass and control con-
ditions at both the surface and the last (bottom) layer. The black arrows on the map
indicate the local current directions, showing a general flow pattern influenced by the
coastal and riverine dynamics in the region. At the surface, the current velocity is high-
est near the major riverine outputs, where velocities reach up to 24 cm/s. In contrast,
the last layer shows significantly lower velocities, with the highest values reaching about
8 cm/s, suggesting a reduction in flow speed near the seabed. The interaction with the
flow appears to be most pronounced where seagrass is present at shallower depths, likely
due to increased turbulence generation above the canopy.
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(a) Surface layer velocity map. (b) Bottom layer velocity map.

Figure 4.17: Time-averaged velocity magnitude maps for the seagrass model.

Figure 4.18 illustrates the time-averaged velocity magnitude maps for the difference
between the seagrass scenario and the Control model. At the surface, pronounced differ-
ences are observed, especially near river mouths, where the current speed significantly
decreases with the adoption of this seagrass parametrization. At the bottom the differ-
ences are more localized to areas with seagrass coverage: the current velocity is reduced
in the grid elements where seagrass is present, because of the increased turbulence pro-
duction and the increased drag force.

34



Seagrass - Control difference: Current speed at the last layer
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(a) Surface layer velocity map. (b) Bottom layer velocity map.

Figure 4.18: Time-averaged velocity magnitude maps for the difference (seagrass minus control).

Temperature Figure 4.19 displays the time-averaged temperature maps for the "WiS-
27" scenario, illustrating the difference between the seagrass and control conditions at
both the surface and the last (bottom) layer. The surface temperature shows values
ranging from 16 C to 16.5 C, exhibiting relatively uniform values across the region. In
contrast, the bottom layer reveals more pronounced localized effects, with temperatures
varying from 16 C to 17.5 C, peaking in the northern part of the map. The black arrows
on both maps indicate current directions, which may contribute to the observed thermal
patterns through advection.
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WiS-27: Time average temperature at the surface
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Figure 4.19: Time-averaged temperature maps for the seagrass model.
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Figure 4.20: Time-averaged temperature maps for the difference (seagrass minus control).
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Figure 4.20 shows the time-averaged temperature maps for the difference between
the "WiS-27" scenario and the Control models. It’s evident that seagrass can enhance
thermal stratification by modulating vertical mixing. Specifically, the seagrass canopy
increases drag and reduces turbulence, which limits the upward and downward exchange
of heat between the surface and deeper waters. As a result, the upper water layer tends to
retain more of the solar energy absorbed at the surface, leading to a slight warming. The
bottom layer, which is characterized by higher salinity and a stable density structure,
experiences reduced heat transfer from the surface, allowing it to remain cooler. This
differential effect contributes to a more pronounced temperature gradient within the
water column, with warmer conditions at the surface and cooler conditions near the
bottom in seagrass-dominated areas.

Salinity Figure 4.21 presents the time-averaged salinity maps for the "WiS-27" sce-
nario. At the surface, salinity exhibits a small spatial variability, with values generally
ranging from 29.4 psu to 32 psu, except for areas in proximity to riverine mouths. In
contrast, the bottom layer reveals higher values, with salinity ranging from 30 to 37 psu,
with the lowest values exclusively present near the coast. The black arrows on both maps
indicate current directions, which contribute to the observed salinity patterns through
advection and mixing dynamics.
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WiS-27: Time average salinity at the surface
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Figure 4.21: Time-averaged salinity maps for the seagrass model.

Salinity

WiS-27: Time average salinity at the last layer
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Figure 4.22 presents the time-averaged salinity maps for the difference between the
seagrass scenario and the Control model. The seagrass-only analysis shows increased
salinity at the surface layer near the coast, while a slight negative difference is evident
where the Reno river enters the Adriatic. At the bottom layer, the differences highlight
that seagrass tends to reduce mixing dynamics, locally increasing freshwater retention,
hence reducing the yearly average value.
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Figure 4.22: Time-averaged salinity maps for the difference (seagrass minus control).

Sea Surface Height Map Figure 4.23a shows the time averaged sea surface height
map for the "WiS-27" model. The effect of the Reno river on the sea surface height
can be seen as a red spot near the center of the map. In the north and in the south
of the region, the current direction lines suggest that a higher sea surface height may
be explained by water accumulation against a solid barrier, respectively the Bellocchio
beach, and the coast north of Marina di Ravenna harbor.

Figure 4.23b indicates the yearly average of sea surface height differences between
the "WiS-27" and control scenarios. Positive differences occur primarily near riverine
outputs, while negative differences are concentrated in the northern regions and next to
the harbor walls of Marina di Ravenna. These patterns reflect the influence of seagrass
on local hydrodynamics, including increased drag, altered currents (indicated by black
arrows), and bathymetric effects, resulting in localized changes in sea surface height.
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Figure 4.23: Time-averaged salinity maps for the difference (seagrass minus control).

Spectral Analysis

Figures 4.26 and 4.27 show the spectral transformation intensity maps of current velocity
for the seagrass scenario at 12 h and 24 h periods, respectively. The maps indicate that
seagrass tends to dampen high-frequency fluctuations (e.g., 12 h) due to increased bottom
friction, while the tidal (24 h) signals remain largely dominant.

Figures4.24 and 4.25 illustrate the spectral transformation intensity maps of current
velocity, for the difference between the seagrass scenario and the control models at 12
and 24 hours periods. At a 12-hour period, the maps reveal that the high-frequency
fluctuations are moderately damped in areas where seagrass is present, indicating that
the seagrass effectively reduces the amplitude of rapid oscillations. In contrast, at the 24-
hour period—associated primarily with tidal dynamics—the spectral intensity remains
robust, suggesting that while seagrass moderates higher-frequency turbulence, it has
a less pronounced effect on the dominant tidal signals. This differential modulation
highlights the role of seagrass in selectively damping small-scale, high-frequency processes
while allowing larger-scale tidal flows to persist.
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Figure 4.24: Spectral transformation intensity maps for the difference (seagrass minus control)
at 12 h.
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Figure 4.25: Spectral transformation intensity maps for the difference (seagrass minus control)
at 24 h.
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WiS-27 spectral intensity map of current
speed at the surface at 12h

12.24°E 12.28°E 12.32°E

18
15
12
9.2
7.3
5.8
4.6
3.6
2.9
2.3
1.8
1.4
1.1
0.91
0.72
0.57
0.45
0.36
0.28
0.23

44.7°N

44.65°N

44.6°N

Latitude

44.55°N

Spectral Intensity ((m/s)?) x1072

44.5°N

o

12.24°E 12.28°E 12.32°E

Longitude

(a) Surface spectral map (12 h) at the surface.
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Figure 4.26: Spectral transformation intensity maps for the seagrass model.
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WiS-27 spectral intensity map of current
speed at the surface at 24h
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Figure 4.27: Spectral transformation intensity maps for the seagrass model.
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Chapter 5

Ensemble of seagrass models

This analysis will be conducted considering the ensemble composed of seagrass models.
The standard deviation of ensemble members is chosen as an effective way of observing
the impact of seagrass on the hydrodynamics of the basin. The standard deviation
of the ensemble is systematically computed and averaged among the different seagrass
parametrization models. This analysis will highlight the sensitivity of each variable, for
the different seagrass modelizations in the ensemble.

5.1 Basin-Averaged Temperature and Salinity

Figure 5.1 presents the ensemble standard deviation in basin-integrated salinity and
temperature between the ensemble elements (models 1-27). The x-axis represents time,
while the left and right y-axes show the ensemble mean salinity and temperature, re-
spectively. Additionally, the blue lines represent the corresponding standard deviation
around the mean.

The time series in Figure 5.1 indicates that the variability associated with the ensem-
ble members’ influence on basin-integrated salinity and temperature is generally small.
This suggests that, on a basin-wide scale, each seagrass scenario chosen in our ensemble
has mostly the same effect.

5.2 Hovmoller Diagrams of Differences

Here the time series of horizontally averaged vertical profiles of salinity and temperature
for the standard deviation computed over the ensemble members is shown in its vertical
and temporal dependence.

In figure 5.2 it appears that the most significant ensemble differences occur in the
upper water column, where seagrass influences salinity and slightly alter the temperature
gradient. In deeper layers, differences are more localized and generally comparable to
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Figure 5.1: Ensemble standard deviation in basin-averaged salinity and temperature.

the difference between the "WiS-27" and control models, suggesting that the influence

of seagrass for basin integrated properties is not altered by leaf length, leaf width and
leaf surface density.
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Figure 5.2: Hovmoller diagrams of the standard deviation of ensemble members for salinity and

temperature averaged horizontally.

5.3 Horizontal maps of Ensemble STD at Surface and
Bottom Layers

The following figures present the time average of sea surface height, velocity, temperature,
and salinity at both the surface and bottom layers. Each figure is obtained using the
standard deviation of the ensemble and characterizes the horizontal sensitivity of seagrass
parametrization over the area of interest.

5.3.1 Velocity STD

In figure 5.3, the time-averaged standard deviation of current speed among ensemble
members indicates a substantial variability in proximity of seagrass distribution and
particularly near the coast, where the water column height is comparable to the leaves
length. After observing that this variability is comparable to the seagrass minus control
model difference, it can be concluded that our seagrass parameters have an influence on
the average velocity reduction observed.
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Figure 5.3: Time-averaged current velocity of the standard deviation of the ensemble.

Temperature STD The ensemble standard deviation maps of the yearly average tem-
perature (fig. 5.4) reveal substantial variability among ensemble members, indicating
that seagrass influences the overall thermal structure at both the surface and bottom lay-
ers. In particular, at the bottom layer, regions with seagrass patches exhibit a markedly
higher standard deviation. This pronounced variability is probably linked to longer water
renewal times within these patches, suggesting slower water exchange, diminished heat
transfer, and, as a result, localized lower temperatures.
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Figure 5.4: Time-averaged temperature of the standard deviation of the ensemble.

5.3.2 Salinity STD

The salinity maps in figures 5.5 suggest that differences among ensemble members are
more pronounced near river mouths at the surface level. It can be observed that both
the surface layer map and the bottom layer map, have standard deviations values which
are comparable to the difference between "WiS-27" scenario and control models. This
indicates that seagrass can affect salinity by altering local mixing and retention processes.

5.3.3 Sea Surface Height STD
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Figure 5.5: Time-averaged salinity of the standard deviation of the ensemble.
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Figure 5.6: Sea surface height map (in cm).
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As its shown in figure 5.6, the ensemble standard deviation of sea surface height
is substantial, compared to the differences between the "WiS-27" and control models.
The variability observed reflects the sea surface height sensitivity due to the seagrass
parametrization chosen.

5.4 Spectral Analysis of Ensemble STD

Figures 5.7a and 5.8a present the spectral-transformation intensity maps of ensemble-
standard-deviation in current speed at the surface for 12 h and 24 h, respectively, while
Figures 5.7b and 5.8b show analogous maps at the bottom layer. The spectral analysis
indicates that, at both 12 h and 24 h, the highest variability is concentrated along the
coastline. In the surface maps, there is a distinct gap around the mouth of the Reno
River, with the largest standard deviations aligned near the shore. At the bottom layer,
the variability tends to be lower overall but exhibits multiple localized “hot spots” of
higher standard deviation, suggesting that benthic features such as seagrass meadows
exert a pronounced influence on current-speed fluctuations in those areas.

Standard deviation of ensemble spectral
Standard deviation of ensemble spectral intensity map of current speed at last layer at 12h
intensity map of current speed at the surface at 12h 220 1229 123

12.28°E 12.32°E
0.26
1.2 0.19
0.86 s «0.14
44.7°N 4] 0.64 0.1 |
0.48 | : o
0.36 o 0.076 ')‘('
—~
. 0.056
027 X aaosn “ o042 o
44.65°N 44| 0.2 & . ’U?
. ’Q 0.031 E
o E © 0.023 £
(U] . = ©° . 0.017
g o o 0.082 - B 44.6°N 44| 0.012 ?
B 0.061 7 S . @
+ ' a © 0.0092 £
© 0.046 — [
| : 9] o
0.034 £ 0.0068 £
. . < 44.55°N 44| 0.005 -
44.55°N 44| 0.025 — . E
0.019 8 0.0037 £
0.014 9 0.0027 g
aasN ) 0.011 % 44.5°N m 0.002 L%-
0.0079 0.0015
0.0059 0.0011
0.0044 0.00081
12.24°E 12.28°E 12.32°E 12.24°E 12.28°E 12.32°E
Longitude Longitude

(a) Current velocity spectral intensity at 12 h at ~ (b) Current velocity spectral intensity at 12 h at
the surface layer. the bottom layer.

Figure 5.7: Spectral transformation intensity maps of the ensemble standard deviation in current
velocity at 12 h period at the surface (left) and bottom layers (right).
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Figure 5.8: Spectral transformation intensity maps of the ensemble standard deviation in current
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Chapter 6

Conclusions

This research indicates that seagrass plays a significant role in modulating the salinity
distribution across the water column through a combination of physical and hydrological
processes. Locally, the presence of seagrass leads to a decrease in salinity at the bottom
due to freshwater retention; the seagrass canopy acts to trap incoming freshwater, lim-
iting its mixing with the saltier deep water. In contrast, at the surface, reduced vertical
mixing—combined with increased sun exposure, which enhances evaporation—results in
a higher salinity level. These processes collectively cause a decrease in potential density
in the affected areas, as lower salinity corresponds to lower water density, particularly
near the surface. This outcome underscores the complex interplay between seagrass-
induced physical barriers and the hydrodynamic processes that govern freshwater and
saltwater distribution, ultimately influencing the stratification and ecological dynamics
of the coastal environment.

The presence of seagrass leads to a noticeable reduction in current velocity, particu-
larly near the bottom layers. This effect is primarily due to the increased drag exerted
by the flexible seagrass blades, which act to dissipate energy from the flow. The flex-
ible nature of the seagrass allows the blades to bend in response to water movement,
thereby increasing friction and altering the momentum transfer in the near-bed region.
Consequently, seagrass-dominated areas exhibit lower current speeds compared to not
vegetated zones. This dynamic behavior underscores the significant role that seagrass
plays in modulating local hydrodynamics.

The horizontal distribution of temperature and salinity reveals modest but discernible
differences when seagrass is present. Horizontal maps of these variables show that sea-
grass tends to alter lateral mixing patterns, leading to localized shifts in water mass
properties. These lateral differences are slightly more extended than those observed for
current speeds, suggesting that seagrass influences the pathways of freshwater and saline
water exchange along the coast. This effect likely stems from the increased friction and
drag imposed by the seagrass canopy, which subtly redirects flow and modifies the local
advection processes. As a result, the distribution of salinity and temperature exhibits
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spatial variability that is more noticeable across the study region.

Additionally, subtle modifications in sea surface height (SSH) are observed in seagrass-
dominated areas. Although the ensemble standard deviation of SSH is low overall, the
slightly higher variability near the coast can be attributed to the altered coastal circu-
lation dynamics induced by seagrass. These modifications in SSH reflect the combined
effects of reduced nearshore mixing, modified advection patterns, and interactions with
freshwater inputs. Even though these differences are small, they may have important
implications for sediment transport and nutrient distribution in shallow coastal environ-
ments.

While this work highlights the contributions of seagrass to coastal hydrodynamics,
several avenues for future implementation remain that could further enhance the model’s
ecological fidelity. For instance, incorporating sediment transport processes would allow
us to more accurately predict how seagrass-mediated flow reductions contribute to sedi-
ment deposition and stabilization, thereby mitigating erosion. Additionally, integrating
shading effects into the model could improve our understanding of light attenuation
within seagrass canopies, which is critical for simulating primary production and the
overall energy balance of the system. Finally, a more detailed representation of the
nutrient cycle—capturing how seagrass uptake, recycling, and sediment interactions in-
fluence nutrient dynamics—would provide deeper insights into the ecosystem services
offered by these habitats.
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