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Abstract 

English 

This thesis examines the impact of domain adaptation on the performance of an adaptive 

Neural Machine Translation (NMT) system (ModernMT) and a Large Language Model 

(LLM - LLaMa 3.2 90B) in the English-Italian language pair. The analysis is based on an 

experiment using data from the TICO-19 benchmark, a multilingual dataset developed to 

support translation efforts during the COVID-19 pandemic. Since no Italian version of 

the benchmark is currently available, a preliminary phase involved the manual translation 

and alignment of two selected academic-scientific articles to create a high-quality 

reference set. 

The research is framed within the broader context of Crisis Translation, a growing 

field in Translation Studies that investigates the role of linguistic mediation in emergency 

scenarios. Particular attention is given to Crisis Machine Translation (CMT), an emerging 

subfield exploring how MT systems can be optimized for use in crisis contexts, where the 

speed and accuracy of multilingual communication are paramount. 

The evaluation includes both automatic metrics (BLEU, chrF3, COMET) and a 

human assessment phase to determine whether domain-adapted LLMs can achieve 

comparable or superior results to an adaptive NMT system. The findings reveal that, 

despite the increasing capabilities of LLMs, the domain-adapted NMT system 

consistently outperforms its counterpart, challenging the assumption that LLMs 

inherently excel in specialized translation tasks. 

The structure of the thesis is divided into four main sections: an introduction to 

Crisis Translation and its applications, a discussion of the technologies employed, an 

overview of the experimental methodology, and a final analysis of the results. This 

research contributes to the growing discussion on the feasibility of integrating LLMs into 

domain-adaptive machine translation and provides insights into the practical implications 

of deploying such technologies in crisis scenarios. 
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Abstract  

Italiano 

Questa tesi analizza l’impatto dell’adattamento a dominio sulle prestazioni di un sistema 

di Traduzione Automatica Neurale adattiva (ModernMT) e di un Modello Linguistico di 

Grandi Dimensioni (LLM - LLaMa 3.2 90B) nella combinazione linguistica inglese-

italiano. L’analisi si basa su un esperimento condotto utilizzando dati provenienti dal 

benchmark TICO-19, un dataset multilingue sviluppato per supportare gli sforzi di 

traduzione durante la pandemia di COVID-19. Poiché il benchmark non è attualmente 

disponibile in italiano, la prima fase del lavoro ha previsto la traduzione manuale e 

l’allineamento di due testi accademico-scientifici selezionati per la creazione di un set di 

riferimento di alta qualità. 

Lo studio si colloca nel contesto più ampio della Crisis Translation, un ambito 

emergente all’interno dei Translation Studies che indaga il ruolo della mediazione 

linguistica in situazioni di emergenza. Particolare attenzione è rivolta alla Crisis Machine 

Translation (CMT), una branca che esplora come i sistemi di traduzione automatica 

possano essere ottimizzati negli scenari di crisi, dove la rapidità e la precisione della 

comunicazione multilingue sono essenziali. 

La valutazione delle traduzioni include metriche automatiche (BLEU, chrF3, 

COMET) e un’analisi manuale per determinare se gli LLM adattati al dominio possano 

ottenere risultati comparabili o superiori rispetto a un sistema di traduzione automatica 

adattiva. I risultati mostrano che, nonostante le crescenti capacità degli LLM, il sistema 

di traduzione automatica adattiva mantiene prestazioni migliori, mettendo in discussione 

l’ipotesi che gli LLM eccellano automaticamente nei contesti di traduzione specialistica. 

La tesi è strutturata in quattro sezioni principali: un’introduzione alla Crisis Translation e 

alle sue applicazioni, un’analisi delle tecnologie impiegate, una descrizione della 

metodologia sperimentale e, infine, un’analisi dettagliata dei risultati. Questo studio 

contribuisce alla discussione sull’integrazione degli LLM nella traduzione automatica 

adattativa e fornisce spunti sulle implicazioni pratiche dell’uso di tali tecnologie nei 

contesti di crisi. 
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Introduction 

Amid global pandemics, wars, and extreme weather events, the contemporary world has 

faced an increasing number of humanitarian crises. To prepare for future challenges, it 

remains crucial to ensure rapid access to accurate multilingual information. 

Machine Translation (MT) has already provided significant support in this area, as 

demonstrated by the Translation Initiative for COVID-19 (TICO-19; Anastasopoulos, 

2020) and Mission 4636 during the 2010 Haiti earthquake (W. Lewis, 2010). However, 

recent advances in artificial intelligence, particularly in Large Language Models (LLMs), 

could make an even greater contribution for future development of language technologies 

in settings of crisis.  

Literature on the LLM translation capabilities hints at mixed results: while 

excelling in general-purpose translation, sometimes surpassing commercial MT systems, 

LLMs which are available to the general public appear to fall behind when it comes to 

specialized translation, even after undergoing adaptation process (Wassie et al., 2024; 

Moslem, 2023a). 

 The present dissertation aims at testing the performance of domain adaptation in 

a Neural Machine Translation (NMT) system and a LLM for the language pair English-

Italian. The testing material is represented by two PubMed articles coming from the 

TICO-19 dataset. As the TICO-19 benchmark has not been released to date in Italian1, 

and considering the importance of high-quality human reference for MT evaluation 

(Freitag et al., 2020; Freitag et al., 2023), the articles have also been manually translated 

and reviewed prior to any experiment. The objectives of this dissertation are further 

outlined as follows: 

 

Hypothesis: Domain adapted, LLM-driven translation can achieve equal or better 

translation results than a NMT system that has, in its turn, undergone a domain 

adaptation process. 

 

Research Question n°1 (RQ1): Do LLMs deliver better results both before and 

after domain adaptation?  

 

1 28th December 2024 
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Research Question n°2 (RQ2): Does domain adaptation yield such an impact on 

the output to be necessary for future development of translation technologies in 

crisis scenarios? 

 

The present dissertation is organized in four chapters. To better understand how 

translation was assessed during the COVID-19 pandemic and contextualising TICO-19, 

Chapter 1 is devoted to translation in crisis scenarios. It first frames Crisis Translation as 

a research field, providing a definition for the term and illustrating its current research 

topics. The discussion then moves on to how automated translation has served in crisis 

settings, offering the Haiti Earthquake as the major example, and illustrates several ethical 

observations for developing MT engines in respect of all involved parties. The Chapter 

contains a brief outline of translation as a response tool during the COVID-19 pandemic, 

closing on a detailed description of TICO-19, its objectives, achievements and additional 

resources made available to foster multilingual communication in future crises. 

Chapter 2 focuses on the technologies leveraged in this work: starting with a brief 

overview of neural machine translation and its state-of-the-art architecture, it delves into 

domain adaptation for NMT systems, explaining its mechanisms and illustrating its 

achievements from recent studies. Following this, the chapter will outline the history of 

language modelling, explore LLMs and their functioning, and conclude with recent 

findings on LLM-based translation and their application to domain adaptation. 

Chapter 3 outlines the applied methodology, including the selection of texts, the 

translation workflow, and the construction of test and tuning sets. Additionally, it delves 

into the chosen NMT engine, the LLM, and the specifics of the domain adaptation 

process, as well as evaluation frameworks adopted. 

Chapter 4 provides answers to the outlined hypothesis and research question. It 

will analyse results of the comparative quality evaluation between the generic and adapted 

systems for NMT and LLM-based translation, and will address limitations of our 

presented work. 
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1. Translation Technologies and Crisis Situations 

1.1. Introduction 

This first Chapter provides an overview of the role of translation technologies in crisis 

scenarios. It begins by defining crisis translation (1.2.1.) and outlining key research topics 

(1.2.2.), including multilingual information access, citizen translators, and technological 

challenges. The discussion then shifts to introducing Crisis Machine Translation (CMT; 

1.2.3.) and major crisis translation initiatives, such as Mission 4636 (1.2.4.) during the 

Haiti earthquake. Ethical concerns regarding the use of MT in crisis scenarios are also 

explored (1.2.5.), emphasizing the need for responsible development, data privacy, and 

linguistic inclusivity. The Chapter closes in to the more recent COVID-19 pandemic, 

exploring how multilingual information access was provided during the global crisis 

(1.3.1). In this context, the Translation Initiative for COVID-19 (TICO-19) serves as a 

case study, illustrating how high-quality multilingual translation data was developed to 

address information gaps during the pandemic (1.3.2.). The initiative is also discussed in 

terms of benchmark composition (1.3.3.), its construction (1.3.4.), additional resources 

provided (1.3.5.) and major achievements (1.3.6.). 

 

1.2. Research framework 

1.2.1. Defining Crisis Translation 

The European Convention on Human Rights integrates access to information inside 

Article 10, as a founding pillar of freedom of expression. Specifically, information should 

be imparted to everyone “without interference of authority and regardless of frontiers” 

(Council of Europe, 1950). When said frontier is represented by language barriers and is 

collocated in situations where accuracy, clarity and timeliness are key, this human right 

can be seriously compromised. In such scenarios, translation, whether handmade or 

automated, can serve as a vital tool for ensuring this right in diverse and multilingual 

populations. 

The concept of “crisis translation” presents a significant terminological challenge, 

as the expression designates a relatively recent and currently evolving (O’Brien, 2022) 

subfield within Translation Studies (TS) with tangible implications for its research focus. 
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In her recent attempt at framing the current state of crisis translation and its potential 

research directions, O’Brien (ibid.,) notes that the concept of “crisis” is often used 

interchangeably with “disaster,” although the latter lacks a universally agreed definition 

within disaster studies (Perry, 2007; Perry, 2018). According to the definition offered by 

Quantarelli (1998), a crisis is “an unexpected event, with sudden or rapid onset that can 

seriously disrupt the routines of an individual or a collective and that poses some level of 

risk or danger” (as cited in O’Brien, 2022, p. 86), that can be provoked by triggers ranging 

from natural hazards to technological failures. The term “crisis” can then refer to a variety 

of disruptive events, such as natural disasters, health emergencies, armed conflicts, cyber- 

and terrorist attacks (Alexander and Pescaroli, 2019; O’Brien and Federici, 2019) with 

cascading effects on the lives of those affected. It is also important not to conceive the 

crisis as the response phase alone, but rather as having a life cycle composed by four 

distinct phases: (1) mitigation, (2) preparedness, (3) response, and (4) recovery (NGA, 

1979; Landahl et al., 2019; O’Brien, 2022). 

Turning to the definition of crisis translation, Federici et al. (2019) define it as 

“any form of linguistic and cultural transmission of messages that enable access to 

information during an emergency, regardless of the medium” (p. 247), emphasizing the 

importance of communication that transcends linguistic barriers in urgent contexts. 

Additionally, O’Brien (2022) presents three takeaways to consider when navigating crisis 

translation as a discipline. Firstly, the local extent of a crisis does not necessarily imply 

that communications are only to be issued in one single language (Federici & O’Brien, 

2019, p. 3; P. Wang, 2019).  

Secondly, crisis translation shall not be considered entirely synonymous with 

conflict translation, nor with community translation or translation in development settings 

(O’ Brien, 2022, p.90). In fact, not all crises result from conflict, although the latter can 

be characterized by an unexpected nature, rapid onset, and disruptive effects, and 

developmental settings instead often lack the urgency associated with unexpected crises. 

As for community translation, it is described as typically addressing the routine 

translation needs of minority and immigrant populations (ibid., p. 91), and stands in 

contrast with crisis translation because of the planned and structured nature of community 

communication (p. 92). 

Thirdly, the overview conceives crisis translation as entailing both written 

translation and oral interpretation, since both are crucial in urgent scenarios (ibid., p. 89). 
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However, if we consider the entire life cycle, written translated content might have a 

longer lasting effect and impact. For this reason, O’Brien (2022) uses the notion of “crisis 

translation” as indicating the written modality of translation, and the same will be done 

for the scope of the present work as well. 

 

1.2.2. Current research topics and future directions 

The overview provided by O’Brien (ibid., p. 93), summarized topics dealt in the field of 

crisis translation as follows: 

1. Emergency Management Policy and Translation - examines the role of 

translation in emergency policies by national and regional institutions. Ideally, 

effective emergency policies should cater to a global, multilingual society, 

ensuring accurate information reaches diverse language communities and 

vulnerable groups like the deaf, blind, and disabled. However, latest research 

(Civico, 2021; O’Brien et al., 2018; P. Wang, 2019) highlights that even 

industrialized nations struggle to integrate translation into their emergency 

frameworks.  

2. Citizens Translators, Training and Ethics – explores how volunteer translators 

can support crisis response when professionals are unavailable. The most relevant 

topic in this sense is represented by the training of untrained personnel and 

volunteer to provide translation in emergencies (Federici and Cadwell, 2018; 

Federici et al., 2019). 

3. Technological Issues - investigates how tools like translation memory (TM), 

machine translation (MT), and terminological databases contribute to crisis 

communication. MT is particularly valued for its speed, playing a crucial role in 

various crisis scenarios (Anastasopoulos et al., 2020; W. Lewis, 2011). However, 

challenges remain, such as ensuring IT infrastructure and power availability to use 

these tools effectively (O’Brien, 2019, as cited in O’Brien, 2022). 

 

To date, the International Network in Crisis Translation (INTERACT2) project might 

be considered the most comprehensive project on crisis translation and all its research 

topics. Active between 2017 and 2020 and funded by the European Commission, it aimed 

 

2Site at: https://sites.google.com/view/crisistranslation/home [Last accessed 16/12/2024] 
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at enhancing preparedness, response, and recovery efforts in crises by fostering 

collaboration and innovation in a cross-disciplinary approach and with ethics as a central 

pillar.  

The focus on interdisciplinarity such as the one adopted within INTERACT is 

considered key for the advancement of crisis translation (O’Brien, 2022), as TS scholars 

have seldom been involved in disaster studies teams. The US Federal Emergency 

Management Agency (FEMA, 2018) outlines five key principles for disaster research: 

reviewing past work, fostering interdisciplinarity, ensuring studies are carried in respect 

of all involved parties, transferring knowledge from use cases, and maximizing impact of 

work carried out. These principles can also guide TS contributions and incorporated into 

disaster studies, so that researchers can ensure that linguistic and cultural diversity are 

prioritized in crisis response strategies. Ethical issues, such as the use of untrained citizen 

translators and the consequences of non-translation, also warrant closer scrutiny to 

balance professional standards with the urgency of emergencies. While disaster studies 

frameworks offer valuable insights into integrating translation into global crisis 

management, technology — particularly automated translation — transfers these 

theoretical insights into practice. By doing so, it ensures timely multilingual 

communication, provided that potential risks of misuse are addressed. 

 

1.2.3. Crisis Machine Translation  

It has been recently argued (Roussis, 2022) that machine translation in contexts of crisis, 

or “Crisis Machine Translation” (ibid.), should better be considered as a special branch 

of Natural Language Processing (NLP). While Machine Translation in general is one of 

the most important applications of NLP, its technicalities and recent advancements will 

be discussed more in depth in Chapter 2. Instead, Crisis Machine Translation will be 

hereafter discussed as part of crisis plans. Additionally, some key takeaways on how to 

develop MT engines in crisis settings will be presented, alongside ethical questions raised 

by TS scholars on the use and development of MT in contexts of crisis.  

 

1.2.4. Mission 4636 and the Crisis MT Cookbook 

As mentioned in 1.2.2., the use of MT in crisis scenarios represents a current object of 

interest within crisis translation, since it constitutes the swiftest way to date to deliver 
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multilingual information to groups affected by a crisis. The most prominent contributions 

in this regard are currently offered by W. Lewis (2010; W. Lewis et al., 2011) and were 

both developed in the context of Mission 46363. Such initiative was named after the phone 

number used for emergency communications via phone and text messages in the 

immediate aftermath of the 2010 earthquake, where swift translation of content from and 

into Haitian Creole was urgently needed by international aid organizations. To further 

exacerbate difficulties in relief operations there was a significant lack of knowledge and 

resource coverage for Haitian Creole, which mostly represented the only language spoken 

by most Haitians in affected areas.  

With the help of native speakers and the relief community, a team of experts from 

Microsoft Translator managed to build, in a matter of few days, a fully functioning 

machine translation engine for translation from and into Haitian Creole, which was also 

integrated in the Mission 4636 relief infrastructure. The system achieved commercial-

grade quality on a test dataset comprised of actual SMS from Mission 4636 and a corpus 

provided by CMU (W. Lewis, 2010, p. 5). These commendable efforts were promptly 

recognized as a starting point for future development of MT engines in crisis scenarios 

(Callison-Burch, 2011; Munro, 2010). 

Building on the lessons learned with Mission 4636, W. Lewis et al. (2011) 

proceeded to set up a “cookbook” in how to develop MT systems within a crisis response 

framework, particularly in the case of low resource languages (LRLs4) involved.  

The first is represented by the data used for engine development, namely phrases, 

vocabulary, sentences with crisis-related content. Ideally, content should be related to the 

type of crisis at stake and available in a pivot language (e.g., English) to facilitate 

translation into the target language(s) and distribution to aid organizations (ibid.). 

However, as seen with Haitian Creole in the 2010 earthquake (W. Lewis, 2010), lack of 

parallel and domain-specific data5 seriously challenges MT output quality.  

In terms of data sources, useful content might come from NGOs and other 

international organizations (e.g., the Emergency Multilingual Phrasebook by the British 

Red Cross; see NHS Confederation, 2004), but also from crowdsourced translation. This 

practice, which generally engages the local community in the translation of content from 

 

3 Official page of the initiative: https://www.mission4636.org [last accessed 12/12/2024] 
4 We are here sticking to the definition by Magueresse et al. (2020), who define Low Resource Languages 

as “languages for which statistical methods cannot be directly applied because of data scarcity.” (p.1) 
5 Such issue takes also the name of data sparsity 

https://www.mission4636.org/
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the field, can be used both for generating new data and applying corrections to existent 

MT output. Therefore, a sound response infrastructure that integrates crowdsource 

translation is regarded as the second crucial aspect of the Crisis MT cookbook (W. Lewis 

et al., 2011, p. 508).  Three key components are listed by the W. Lewis et al. (ibid.) to 

ensure robustness of the response infrastructure: 

1) A crowdsourced micro tasking system to translate and route field messages, 

as mentioned prior, like the one that was implemented by Mission 4636 and 

contributed to its ultimate success (Munro, 2010). 

2) Fully integrated APIs for public MT engines (e.g., Microsoft Translator, 

Google Translate) into messaging systems, to allow immediate deployment of 

MT services.  

3) A mobile application functioning as a crisis-specific translation memory could 

provide relief workers with up-to-date resources offline. In this way, reliance 

on paper materials is reduced while ensuring access in areas with limited 

connectivity.  

The attention drawn to this latter aspect suggests that the MT community has 

already been discussing potential issues with MT engines and IT infrastructure capacity 

in crisis-ridden areas, anticipating concerns raised elsewhere by TS scholars (O’Brien, 

2022, p. 97-99). 

 

1.2.5. Ethical concerns about MT in crisis scenarios 

As technologies develop, it is natural to raise issues on how it is best to use them and do 

so without damaging any of the parties, and Crisis MT is no different. A common general 

question is posited by the accuracy of raw MT output (Nurminen & Koponen, 2020). 

Neural Machine Translation (NMT) in particular offers highly fluent output, though such 

fluency does not prevent engines from generating inaccurate linguistic content (Castilho 

et al., 2017; Koehn & Knowels, 2017, Moorkens et al., 2018). Besides, output quality 

notably depends on language direction and domain (Koehn & Knowels, 2017). 

At the time of writing, the extent to which MT can reduce or heighten the effects 

of crises remains relatively underexamined (Cadwell et al., 2019), but significant 

observations for an ethical implementation of Crisis MT have been advanced in recent 

times (Federici, 2023; Parra Escartín & Moniz, 2020). A significant point of discussion 

originates by the fact that, whether used for specialized or generalized purposes, NMT 
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engines tend to rely on large amounts of data. Thus, ethical concerns with MT use in crisis 

scenarios have shifted towards dealing with data quality, privacy and ownership.  

According to Federici (2023), good quality data and domain-specific resources go 

hand in glove with anticipation. In other words, language resources for Crisis MT 

development should be created, curated and stored before the next crisis sets on. In this 

way, MT can be leveraged through the whole crisis life cycle as described above, i.e., also 

as a mean for crisis preparedness and not just for crisis response. Parra Escartín & Moniz 

(2020) had also stressed the importance of creating ad-hoc resources for future 

emergencies, and even proposed four alternative workflows to that described by W. Lewis 

et al. (2011). The workflows ranged from relying on human translation only to 

implementing MT with full Post-Editing (PE), aiming at accommodating crisis scenarios 

involving failure of online services and lack of online resources.  

Most importantly though, Parra Escartín & Moniz (2020) illustrate several privacy 

issues on collected data. The first step to take, even before setting up any operational 

translation workflow, is to establish clearly  

“who has access to the data, who is the data curator and manager, how is the data 

processed and where and how it is stored are key prior to establishing any 

translation workflow to ensure that all parties are protected from potential data 

and privacy breaches, or even potential threats like cyberattacks” (ibid., p. 16).  

As a general suggestion, Parra Escartín & Moniz (ibid.) indicate that data should 

be anonymized or encrypted whenever possible to safeguard privacy of stakeholders. On 

the other hand, anonymization can still pose significant problems, since anonymized 

datasets may risk re-identification when aggregated with diverse sources (ibid.). Caution 

has also been advised when using free online MT systems (Boulanger, 2024; Nurminen 

and Koponen, 2020), since potential data breach may be involved in their use. On the 

issue of ownership, Parra Escartín & Moniz (2020, p. 18) note the difficulty of addressing 

it in crowdsourced MT workflows, where contributions from different stakeholders might 

blur intellectual property rights. Shared ownership has been proposed as a solution 

(Moorkens and D. Lewis, 2019) but can soon become impracticable in crisis scenarios 

(Parra Escartín & Moniz, 2020, p. 18). Other general proposals include recruiting 

professional editors and translators for MT quality evaluation, given the centrality of 

information accuracy in crisis settings.  

Finally, Parra Escartín & Moniz (2020) recommend that MT engines or 
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autonomous systems involved in crisis settings should be compliant with the four IEEE 

Global Initiative for Artificial Intelligence and Autonomous Systems (AI/AS; 2016). The 

first of the principles, Human Benefit, emphasizes respect for human rights, dignity, and 

cultural diversity, with systems designed to be secure and traceable. Secondly, 

Responsibility, calls for accountability through legislation, culturally appropriate 

implementation, and comprehensive documentation of workflows and system 

parameters. Transparency, the third principle, demands that AI/AS operations and 

decisions be explainable, fostering trust through clear quality thresholds and accessible 

processes. Finally, Education and Awareness underline the need to train stakeholders and 

raise public understanding of AI/AS to prevent misuse. In the context of Crisis MT, these 

principles may be implemented by developing systems that respect cultural nuances, 

documenting decisions and workflows for accountability, setting clear performance 

benchmarks, and ensuring all stakeholders demonstrate literacy in the ethical use of MT 

(Parra Escartín & Moniz, 2020).  

The complete application of the four IEEE principles for Crisis MT cannot thus 

function without training programs inside and outside universities that foster MT and 

Post-Editing (PE) literacy (Federici, 2023; Bowker & Buitrago Ciro, 2019). Besides, 

Crisis MT cannot be integrated as tool for crisis management if there is no 

acknowledgment of multilingualism, translation and interpreting at the core of emergency 

plans. Unfortunately, as it will soon be discussed, translation and multilingualism seem 

to have been overlooked even in recent, larger crises. 

 

1.3. The Translation Initiative for COVID-19 (TICO-19) 

1.3.1. Multilingualism and translation during the COVID-19 pandemic 

From the initial outbreak in Hubei, China, in December 2019 to its declared end in May 

2023, the COVID-19 pandemic marked one of the most significant global health crises 

since 1918, underscoring challenges in accessing reliable information. While the Sars-

Cov-2 genome was sequenced and made public in January 2020, key details about 

transmission, prevention, and treatment remained unclear. As research advanced, 

providing critical insights for vaccine development and containment, an "infodemic" of 

mixed information emerged, driven by low literacy and mistrust in news sources 

(Balakrishnan et al., 2022). The global nature of the pandemic amplified these challenges, 
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complicating efforts to deliver accurate information across diverse populations. Despite 

calls from the World Health Organization for coordinated responses, most countries 

managed the crisis independently, reacting primarily to local outbreaks. 

In terms of multilingual information access, Mulloch (2020) promptly defined the 

COVID-19 pandemic as the biggest translation challenge in history, especially for 

minority languages and LRLs. The global health emergency posed by the Sars-CoV-2 

thus accentuated once more the need for translation and interpreting to be recognized and 

included in crisis management and risk reduction (Civico, 2021; O’Brien, 2022; Jie Zhang 

& Yu-chen Wu, 2020). However, Civico (2021) points out that multilingualism, where 

addressed, was arguably approached poorly to the benefit of minorities marginalized 

communities. His analysis investigated how language barriers were tackled during the 

pandemic, and ultimately revealed that only a handful of countries with a tradition of 

multilingualism or migrant communities (e.g., Belgium and Portugal; ibid, p. 10) 

succeeded to leverage multilingualism to cover the needs of the general population and 

marginalized groups. As to other nations, Civico (ibid., pp. 8-9, 11-14) reports that most 

countries relied primarily on official languages, leaving linguistic minorities underserved 

and exacerbating inequalities. Moreover, reactive measures often involved using machine 

translation or untrained interpreters, resulting in inconsistent quality and limited 

accessibility. The conclusions advanced by Civico (ibid., p. 17) fall perfectly in line with 

calls made by other scholars in crisis translation on multilingual and cultural 

preparedness, integration of technology and human oversight of translation workflows 

(Civico, 2021; Federici, 2023, Parra Escartín & Moniz, 2020). 

 

1.3.2. Launch and objectives of TICO-19 

The Translation Initiative for COVID-19 (TICO-19; Anastasopoulos et al., 2020) 

delivered a significant contribution in addressing both misinformation and swift 

multilingual communication during the pandemic. Coordinated by a group of experts 

from prominent universities and tech companies, and in collaboration with the NGO 

Translation Without Borders, the initiative set out in March 2020 and results of the 

original project were first published in the summer of the same year6 (ibid.). 

 

6 Paper and resources also available at: https://tico-19.github.io/ [Last accessed on 17/11/2024] 

https://tico-19.github.io/
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The most important resource created within this collaboration is a collection of 

machine-readable translation data related to the Coronavirus pandemic. Said set is 

composed of 3,000 sentences on COVID-19-related content coming from a diversified 

range of sources, which were translated by professional translators in 38 languages to 

ensure the highest possible quality of parallel data7. The dataset is designed to be used as 

a benchmark for the swift development of translation technologies. Ultimately, the goal 

of the TICO-19 dataset is to disseminate accurate technical information on symptoms, 

testing and treatment of the virus in the widest range of languages possible, especially 

low-resourced ones, and in a timely manner. Moreover, authors of TICO-19 encourage 

public and private collaborators to share any linguistic resource related to COVID-19, 

and to expand the translation of the benchmark to other languages8. 

 

1.3.3. The benchmark 

The 38 languages translated from English and included in the TICO-19 benchmark are 

organized by Anastasopoulos et. al (ibid.) in three categories, namely pivot (9), priority 

(21) and important (8). The first category refers languages that are commonly used in 

different parts of the globe as lingua franca, whereas the label “priority languages” 

identifies a series of African and Asian languages most heavily requested by the partners 

of Translation Without Borders for translation work during the pandemic. The remaining 

languages falling under the third category include other and South and South-Eastern 

Asian languages that were deemed relevant because of their large number of speakers and 

relevance as LRLs. Table 1 provides a summary with the complete listing of languages, 

organized per category. 

  

 

7Anastasopoulos et al. (2020) also illustrate a rigorous Quality Assurance protocol in order to double-check 

translation quality; more on that in Section 1.2.1.1.  
8 Provided that collaborators follow the outlined QA procedures outlined in the introductive paper by 

Anastasopoulos et al. (2020). 
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Category Total Translation Languages 

Pivot 9 

 

Arabic (modern standard), Chinese (simplified) French, 

Brazilian Portuguese, Latin American Spanish, Hindi, Russian, 

Swahili, Indonesian 

Priority 21 Dari, Nigerian Fulfulde, Hausa, Kanuri, Central Khmer, 

Kinyarwanda, Kurdish Kurmanji (Latin script), Lingala, 

Luganda, Nepali, Nuer, Oromo, Pashto, Somali, Kurdish Sorani 

(Arabic script), Congolese Swahili, Ethiopian Tigrinya, Zulu 

Important 8 Bengali, Burmese (Myanmar), Farsi, Malay, Marathi, Tagalog, 

Tamil, Urdu 

Table 1 - Translation languages covered by TICO-19 as classified by Anastasopoulos et al. (2020) 

 

Texts selected for the creation of the TICO-19 benchmark are open-source 

documents that were first issued in English and then translated in the 38 languages of the 

project. All documents are related to some aspect of the COVID-19 pandemic but come 

from different and diverse sub-domains to deliver “diversity, relevance and quality” 

(ibid., p. 3) into the finalized resource. The total number of selected documents amounts 

to with the 30 and sub-domains are represented as follows: 

• Medical-scientific: 6 COVID-19 related articles from PubMed 

• General: 15 articles from the English Wikipedia about specific aspects of 

COVID-19 

• News: 6 entries on COVID-19 from Wikinews 

• Travel: 1 article on travel restrictions during the pandemic on Wikivoyage 

• Announcements: 2 entries from Wikisource – a public executive order to the 

population of the State of California and a communiqué to the WikiMedia staff 

• Medical-conversational: 141 phrases and sentences in the medical domain 

with explicit mentions to COVID-19 keywords9, collected by Carnagie 

 

9 Said keywords are the ones contained in the COVID-19 terminologies provided by Facebook and Google 

to the collaborators of TICO-19 (see 1.3.5. for more) 
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Mellon-University (CMU)1011 

From the abovementioned documents, a total of 3,071 sentences was selected for 

building the dataset. In their turn, sentences were proportionally distributed into a testing 

set (2100 sentences) and a development set (971 sentences). 

 

1.3.4. Translation Quality Assurance  

A thorough Quality Assurance (QA) process for translations was implemented by 

Anastasopoulos et al. (ibid., p. 5) with the aim of obtaining parallel data of the highest 

possible quality for automated translation output. Adding such a step mainly stemmed 

from the need for professionally translated data enforced by robust quality checks, which 

is particularly crucial when translating from and into LRLs (Guzmán et al., 2019). The 

whole process adopted by TICO-19 contributors can be summarised and broken down in 

the following phases:  

1. Translation: Each document was delivered to professional Language Service 

Providers (LSPs) and translated by human translators. 

2. First editing: Sentences were reviewed by experts, particularly those with 

medical knowledge when available. Discrepancies between translators and editors 

were resolved through arbitration. 

2.1. Second review (high priority data only): A subset of the data was 

reviewed a second time to ensure precision. In this context, content from 

PubMed was prioritized due to its complexity. 

3. Final Quality Assurance: Translations were iteratively refined until every 

language achieves a quality rating exceeding 95%, with several low-resource 

languages requiring multiple translation rounds to meet said rating. Any 

remaining errors were corrected before final release of the dataset.  

Once again, the PubMed subdomain was identified as particularly challenging due 

 

10 Original dataset available at: http://www.speech.cs.cmu.edu/haitian/text/ [Last accessed 03/12/2024] 
11 The CMU Haitian-Creole dataset was initially developed under the EU- and NSF-funded project 

NESPOLE!; Moreover, the dataset was used in the immediate aftermath of the Haiti earthquake to quickly 

build and deploy statistical MT systems. One of the related projects for MT development was the 

aforementioned Project 4636 (Lewis, 2010). 
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to the occasional lack of medical expertise by some translators, often leading to 

inaccurate translations.  

4. Error categorization and dataset release: The validated dataset included 

detailed annotations for detected errors. The latter were categorized into 

Addition/Omission, Grammar, Punctuation, Spelling, Capitalization, 

Mistranslation, Unnatural Translation, and Untranslated Text. Each error is also 

classified by severity: minor, major, or critical.  

The annotated dataset is finally released to support research in automatic quality 

estimation and post-editing, especially for under-resourced languages. 

Authors of the TICO-19 encourage all future collaborators to translate the dataset by 

strictly following this QA process. 

 

1.3.5. Other resources provided 

The resources made available through the TICO-19 website by their collaborators 

(Anastasopoulos et al. 2020) are not limited to the translated sentence dataset alone, but 

also extend to translation memories, two translation terminologies by Facebook and 

Google, and additional translation material offered by Translation Without Borders and 

other project partners. 

A total of 102 translation memories was obtained by converting the content of the 

translation dataset into .TMX files. Currently, 36 are available for English-to-X 

translation directions, 66 others that do not include English to accommodate potential 

needs of local populations (e.g., Aramaic-Ohromo, Hindi-Urdu, Kurdish Kurmanji-

Kurdish Sorani). All of them are free for use. 

As regards the simple terminologies on Covid-19 provided by Facebook and 

Google, a breakdown of their content is summarised in Table 2 
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 Facebook Terminologies Google Terminologies 

Terms 364 300 

Language combinations 9212  12713  

File format Simple txt, 1 term/line, 

parallel format14 

Simple csv, 1 term/line, 

parallel format 

License of use Free for use Free for use  

Table 2 - Terminologies' content 

 

Other resources that can be obtained through the website of the initiative include 

glossaries15, multilingual16 and monolingual in-domain corpora17. Among these other 

resources, particularly notable are the MT developer datasets18 developed by the NeuLab 

group at the Carnagie Mellon University, consisting in a collection of monolingual, 

comparable, back-translated and parallel data scraped from Wikipedia entries and news 

agencies issuing multilingual information. Although available online, TICO-19 founders 

mark that some of these developer data are subject to more rigid copyright restrictions, 

making them not suitable for developing commercial MT systems (Anastasopoulos et al., 

2020). 

 

1.3.6. Baseline achievements and benchmark applications 

Once all translation data were at hand, the dataset was used by the TICO-19 collaborators 

(ibid.:7) to obtain baseline machine translation results across some of the possible 

language directions, using both pre-trained and newly trained MT systems. Specifically, 

the major pre-trained MT systems were provided by the OPUS-MT (Tiedemann and 

Thottingal, 2020), which were mostly used for a big proportion of the English-to-X, X-

to-English, and French-to-X language pairs. Additionally, performance was compared 

 

12 all English-to-X 
13100 English-to-X, 27 X-to-English 
14 i.e., for the Facebook Terminologies the term in each line is the same in every file. For the Google 

Terminologies, the source and target languages are aligned and always in the same file. 
15 e.g., the TWB glossary https://translatorswithoutborders.org/resource/twb-covid-19-glossary/ [Last 

accessed 04/12/2024] 
16e.g., the EMEA corpus, accessible on OPUS (Tiedemann, 2012) 
17e.g., the COVID-19 corpus from Open Research Dataset (CORD-19), available on Sketch Engine: 

https://www.sketchengine.eu/covid-19-corpus/ [Last accessed 04/12/2024] 
18 Available at: [Last accessed 04/12/2024] 

https://translatorswithoutborders.org/resource/twb-covid-19-glossary/
https://www.sketchengine.eu/covid-19-corpus/
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with Fairseq (Ng et al., 2019) and other models (Bojar et al., 2018; Ott et. al, 2018) for 

the directions English-Russian, English-French and English-Chinese, respectively19. On 

the other hand, newly trained systems were implemented for language directions 

involving English and several LRLs, with OPUS corpora (Tiedemann, 2012) and TED 

talks datasets (Qi et al., 2018) functioning as main training data.  

A major limitation of the experiments was posed by the absence of results for 

some ten LRLs, further underscoring the divide between low- and high-resource 

languages (HRLs) in terms of resource coverage. For all languages that were tested, 

results were measured by means of the BLEU score (Papineni, 2002) both for the 

performance in the language direction overall and in each subdomain.  

The baseline results of the benchmark made the disparity between HRLs and 

LRLs even more evident, while also pointing to the impact of the type of training data on 

final scores. Additionally, it was noted that translation pairs with HRLs achieved 

relatively competitive results, whereas those with LRLs, even when partially supported 

by parallel data, delivered extremely low performances (Anastasopoulos et al., 2020). In 

terms of domain-specific scores, datasets from Wikipedia and news sources often yielded 

the highest results, and surprisingly, PubMed texts delivered more than acceptable quality 

evaluation scores. However, the authors of the initiative emphasize the need to analyse 

results alongside statistical significance tests, as each subdomain comprises a smaller test 

set compared to the full dataset (ibid., p. 7). 

Despite the limitations encountered during the benchmarking process, recent 

research has demonstrated the value of the TICO-19 benchmark as an essential tool for 

testing multilingual language models (Alves et al., 2024; Mohammadshahi et al., 2022), 

improving NMT performance for LRLs (Ko et al., 2021; Öktem et al., 2021), and, more 

recently, facilitating adaptive MT through Large Language Models (Moslem et al., 2023a; 

Soudi et al., 2024).  

 

1.4 Summing up 

This first Chapter has provided a thorough introduction to the research context, focusing 

 

19 Note how pre-trained systems alternative to OPUS-MT were used for high resource language pairs. 

Almost all of translation directions involving English (or French) and other high-resource languages 

(HRLs) were tested on pre-trained systems. 
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on Crisis Translation and its implications in emergency scenarios. Given its relatively 

recent emergence within Translation Studies, this field still lacks a fully standardized 

definition, yet its significance in global crisis management continues to grow (O’Brien, 

2018; O’Brien, 2022). A central aspect of this discussion was the role of Machine 

Translation (MT) in crisis response, with past initiatives like Mission 4636 (W. Lewis, 

2010; W. Lewis et al., 2011) and TICO-19 (Anastasopoulos et al., 2020) illustrating its 

potential and limitations. Ethical concerns were also explored, highlighting the necessity 

of balancing technological advancements with linguistic inclusivity and responsible data 

management (Parra Escartín & Moniz, 2019). More recently, the role of anticipating the 

creation of in-domain language resources has been advanced as a potential tool to foster 

crisis preparedness (Federici, 2023). The Chapter also examined how multilingual 

information was disseminated during the COVID-19 pandemic, revealing however that 

translation still plays a minor role in crisis management frameworks (Civico, 2021). One 

exception was provided by the TICO-19 project, which invested huge efforts create a 

dataset for MT development in various low-resourced languages to spread vital 

information to vulnerable communities. Having fully outlined the background of TICO-

19, Crisis Translation and Crisis MT, the upcoming Chapter will delve deeper into the 

theoretical and technical aspects of these two technologies, with a special focus on their 

most recent performance in domain adaptation settings. 

  



19 

 

2. Neural Machine Translation, Large Language 

Models: Foundations and Applications 

2.1. Introduction 

This second Chapter delves into the theoretical foundations and applications of two key 

translation technologies: Neural Machine Translation (NMT) and Large Language 

Models (LLMs). It first examines NMT (2.2.), detailing its state-of-the-art architecture 

(2.2.1.), the role of domain adaptation (2.2.2.), and evaluation frameworks used to assess 

translation quality (2.2.3.). LLMs (2.3.) will then be covered by the remainder of the 

Chapter, exploring their historical evolution (2.3.1.), training methodologies (2.3.2.), and 

classification based on architecture, modality, and purpose (2.3.3.). The chapter concludes 

with an examination of LLMs in crisis translation (2.3.4) and specialized translation 

settings (2.3.5), evaluating their potential benefits and limitations in domain-adaptive 

machine translation. 

 

2.2. Neural Machine Translation 

2.2.1. Fundamentals and State-of-the-Art architecture 

Machine Translation (MT) is the task, usually carried out by computers and without 

human intervention, of translating automatically from one natural language to another. 

Since the first commercial MT systems were developed in the 1970s (Koehn, 2020), MT 

systems have advanced following different approaches. Neural Machine Translation 

(NMT) currently represents the state-of-the-art paradigm for MT engines (Tan et al., 

2020) and falls into the category of data-driven (or corpus-based) approaches, meaning 

that engine architecture relies on large amounts of parallel corpora for its development 

and optimal performance. 

At its core, an NMT system implements artificial neural networks, i.e., models 

inspired by the structure and functioning of the human brain. These networks consist of 

three types of layers: an input layer, one or more hidden layers and an output layer, each 

composed by basic units known as neurons or nodes. All nodes are interconnected across 

layers via weighted connections. As for the functioning of the neuron in general, it 

processes input values, applies an activation function, and produces an output. If the value 
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computed by a node exceeds the threshold defined by the activation function, the node 

activates and transmits the result to subsequent nodes. (Kotsiantis et al., 2007; Y. Wu & 

Feng, 2018). Architecture-wise, NMT engines are developed on the encoder-decoder 

paradigm (Cho et al., 2014), a sequence-to-sequence structure based on two sub-models. 

The first one, the encoder, implements a neural network to encode all tokens20 from a 

given source sentence into numerical representations, or word embeddings (Mikolov et 

al., 2013). These embeddings, which capture semantic meaning in a multidimensional 

space, are then passed to the second component, the decoder. This one, in its turn, employs 

a neural network to decode the embeddings into the target sentence. Currently, the leading 

typology of neural network implemented for NMT is represented by Self-Attention 

Networks (SAN; Lin et al., 2017; Vaswani et al., 2017) 

The first application of this particular paradigm was proposed by Bahdanau et al. 

(2016), who, among other things, also introduced the idea of attention mechanism, a 

technique through which algorithms place more focus on relevant information. In the 

context of NMT, the mechanism allows the model to dynamically compute a context 

vector for each decoding step. By focusing on specific parts of the sentence, the model 

can process source sentences of variable lengths without requiring a fixed-size 

representation. This ultimately improves its ability to handle long-range dependencies 

and produce context-aware translations.  

Optimizations of the attention mechanism eventually led to the development of 

Transformer models (Vaswani et al., 2017). For Machine Translation, Transformer 

models architecture follow the encoder-decoder setup (Hapke et al., 2019, pp. 311–317) 

and are currently the leading architecture for developing NMT models (Tan et al., 2020; 

H. Xu, 2021). Figure 1 illustrates the typical setup for an encoder-decoder Transformer 

model. 

 

20A token is defined as “an instance of a sequence of characters in some particular document that are 

grouped together as a useful semantic unit for processing”  [taken from: https://nlp.stanford.edu/IR-

book/html/htmledition/tokenization-1.html - Last accessed 14/01/2025]. 

https://nlp.stanford.edu/IR-book/html/htmledition/tokenization-1.html
https://nlp.stanford.edu/IR-book/html/htmledition/tokenization-1.html
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The most crucial innovation yielded by these models resided in integrating two 

additional sub-layers to both the encoder and the decoder: a self-attention layer 

responsible for running the attention mechanism multiple times in parallel, and a feed-

forward neural network. In practical terms, the self-attention layer works so that:  

“Every time a new token is provided to the feedforward neural network, rather 

than building a single context vector out of the last encoder hidden state, this 

separate layer computes its relationship with all other tokens in the segment and 

selects which information is relevant for the current context vector.” (Fernicola, 

2022, p. 29) 

To enhance learning, each sub-layer is surrounded by residual connections, which 

ensure that the original input to the given sub-layer remains accessible. These connections 

undergo a process called layer normalization, which helps stabilize the training process. 

Figure 1 – The architecture of an Encoder-Decoder based Transformer 

(borrowed from Mubarak et al., 2023) 
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Additionally, to account for the word order in a sentence, the model uses positional 

encodings, i.e., patterns that are added to the embeddings. This design allows the 

Transformer to understand individual words in their positions within the sequence, and to 

handle long sentences better than older models.  

Despite NMT having taken over as the leading approach for automated translation 

(Castilho et al., 2017) and achieving human-like quality in several language directions 

(Barrault et al., 2019; Bojar et al., 2018), the NMT paradigm still displays a significant 

margin for improvement on a general perspective. Most notably, output quality is 

contingent on the availability of large amounts of parallel data, as demonstrated with the 

cases involving low-resource languages (Anastasopoulos et al., 2020; Sennrich & B. 

Zhang, 2019; Jiajun Zhang & Zong, 2020). Additional critical requirements for NMT 

training data include the correct alignment of source and target sentences and removal of 

all noise to avoid performance deterioration (Koehn, 2020, pp. 298-307). Another 

significant problem concerns word semantics, as some words may have different 

translation equivalents depending on the domain (Koehn, 2020). In this regard, domain 

adaptation, which will be addressed briefly in the upcoming subsection, may be a method 

to overcoming the issue in specific cases. 

 

2.2.2. Domain Adaptation strategies in MT 

The notion of domain adaptation in the field of Machine Translation involves adapting an 

engine for automated translation to a task, usually to maximize system performance in a 

specialized domain (Koehn, 2020). In its turn, the concept of “domain” is here to be 

understood as: 

“a collection of text with similar topic, style, level of formality, etc. In practical 

terms, however, it typically means a corpus that comes from a specific source” 

(ibid., p. 239).  

Another main objective of domain adaptation in MT is to avoid re-training the system 

from scratch, both for questions of computational power needed to train a system based 

on neural networks, and the fact that it is basically impossible to access the original MT 

training datasets. Generally, approaches for domain adaptive NMT fall into these two 

categories (Saunders, 2022): 

• Data-centric – focus is placed on collecting or expanding in-domain parallel 
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datasets (either by selecting them manually or by generating them) for domain 

adaptation. 

• Architecture-centric – which mainly involve adding trainable parameters to 

the NMT model, like a single new layer in the network, a new subnetwork or 

a domain discriminator. 

At the time of writing, domain adaptive MT can be performed on the fly with several 

commercial MT systems. These include (but are not limited to) ModernMT21, Unbabel22, 

Language Weaver by RWS23, AWS Amazon Translate24 and Tilde MT25. 

Case studies on data-centric domain adapted MT (Contarino, 2021; Falsone, 2024; 

Rios et al, 2022) have thus far shown a remarkable increase in performance by NMT 

systems. To comprehensively evaluate general MT performance and the impact of domain 

adaptation strategies on translation quality, robust evaluation metrics are essential, as they 

enable consistent comparisons of system performance across various setups and domains. 

 

2.2.3. MT Evaluation metrics and frameworks 

According to Chatzikuomi (2020), MT Quality Evaluation tends to follow the same 

criteria for defining human translation quality, namely: 

“(i) fluency in the target language, which includes grammaticality and naturalness; 

(ii) adequacy as in semantic and pragmatic equivalence between the source and 

the target text; and (iii) compliance with possible requester specifications” (ibid., 

p. 138). 

Evaluation of output quality constitutes one of the most widely discussed sub-branches 

in MT research (Koehn 2020; Kocmi et al., 2021; L. Han et al., 2021) and is typically 

carried out either via automated or manual metrics. 

Automated metrics can be further broken down in other two groups: string-based 

metrics (also known as reference-based metrics) and pre-trained metrics. Reference-based 

frameworks, as the name suggests, rely on the comparison between a human reference 

translation and the MT output (also referred to as hypothesis). Always within this the 

 

21 https://www.modernmt.com/ [Last accessed 04/02/2025] 
22 https://unbabel.com/on-the-fly-machine-translation-domain-adaptation/ [Last accessed 04/02/2025] 
23 https://www.rws.com/language-weaver/ [Last accessed 04/02/2025] 
24 https://aws.amazon.com/translate/ [Lasr accessed 04/02/2025] 
25 https://tilde.ai/machine-translation/ [Last accessed 04/02/2025] 

https://www.modernmt.com/
https://unbabel.com/on-the-fly-machine-translation-domain-adaptation/
https://www.rws.com/language-weaver/
https://aws.amazon.com/translate/
https://tilde.ai/machine-translation/
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group of string-based metrics, another important distinction is drawn between metrics 

based on edit distance and those based on precision and recall.  

In metrics set up on edit distance, the score is computed on the minimum number 

of operations (e.g., insertion, elimination and substitution at the word or character level) 

needed to convert the MT output to the reference translation. Word Error Rate (WER; 

Nießen et al., 2000) was one of the first implementations of this approach, and one of its 

most popular and widely used extensions is Translation Error Rate (TER; Snover et al. 

2006), which also considers shifts of word sequences. 

String-based metrics that adopt precision and recall are calculated instead on the 

ratio of matching n-grams between MT output and the reference translation(s). 

Specifically, precision measures the proportion of correct n-grams in the MT output that 

also appear in at least one reference translation. Recall, on the other hand, assesses how 

many of the expected n-grams from the reference(s) appear in the MT output. In other 

words, while precision focuses on the accuracy of the MT output relative to itself, recall 

evaluates how much of the reference translation has been captured. 

The BiLingual Examination Understudy (BLEU; Papineni, 2002), is by far the 

most famous string-based metric modelled on precision and recall and is the most widely 

cited in MT research (Marie et al., 2021). BLEU scores are precision-based and computed 

on matching n-grams (ranging from 1 to 4 grams) and a sentence brevity penalty factor. 

However, BLEU is notorious for its limitations: it fails to account for different sentence 

structure, penalizing translations that use synonyms or paraphrasing, struggles with 

morphologically rich languages, and scores do not always align well with human 

judgment (Kocmi et al., 2021; Koehn, 2020; Mathur et al. 2020, Way, 2018). Moreover, 

variations in text preprocessing and tokenization techniques can lead to inconsistent 

BLEU scores, making it challenging to compare results across different studies or 

systems. (Post, 2018). This latter issue ultimately lead to the creation of SacreBLEU 

(ibid.), a standardized tool for computing BLEU scores that enforces standardized 

tokenization. Additionally, SacreBLEU enhances comparability by outputting a version 

string that records evaluation parameters, ensuring that reported scores can be reliably 

reproduced. 

Since most modern NMT engines rely on segmentation at the sub-word level, 

character-based metrics started gaining relevance for automatic evaluation (Way et al., 

2018) and eventually came to show higher correlation with human judgments than word-
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based metrics (Lardilleux & Lepage, 2017). Character n-gram F score and its variants 

(chrF; Popović, 2015), which adopt a combination of precision and recall, and 

CharacTER (W. Wang et al., 2016) are two prominent examples of character-based 

metrics. 

The second macro-category of metrics for automated evaluation includes 

frameworks that leverage pre-trained neural models. Some may employ embedding 

similarity to score sentence similarity between hypothesis and reference, like in the case 

of BERTscore (T. Zhang et al., 2020). Others, instead, estimate the quality of MT output 

given the source text, the reference text, or both26.  

One such example is provided by the Crosslingual Optimized Metric for 

Evaluation of Translation (COMET; Rei et al., 2020), a neural framework for training MT 

evaluation models. It utilizes cross-lingual pre-trained language models to predict MT 

quality based on both the source text and reference translation. Besides, it learns from 

human assessments to provide a more accurate quality estimate. Notably, COMET has 

thus far achieved high correlation with human judgements and has been indicated as one 

of the best performing automated metrics. (Freitag et al., 2021; Kocmi et al. 2021). 

Despite limitations posed by BLEU, an impressive number of studies used the 

metric as the main tool for assessing system qualities (Marie et al., 2021). To ensure 

replicability and robustness of MT automatic evaluation, Kocmi et al (2021), and Marie 

et al. (2021), have proposed a series of recommendations, such as. 

- Use a pre-trained metric as the main automatic metric, if applicable 

- Use a string-based metric other than BLEU as a secondary metric, or as the 

main one for languages unsupported by pre-trained metrics. 

- If BLEU scores are needed, compute them with the SacreBLEU tool 

- Carry out a significance tests on automated metric scores to ensure that 

differences between two scores are not coincidental. 

Despite automatic MT evaluation being able to deliver swift assessment of MT 

output, its major pitfall lies in its limited capability of capturing error granularity, 

semantic and syntactic equivalence (Castilho et al., 2018; L. Han et al., 2021). In this 

regard, manual evaluation can offer deeper insight on linguistic performance of the given 

system(s). Some of the most known frameworks for human assessment of MT output are 

 

26For the sake of precision, the task of estimating MT output quality without a human reference is better 

referred to as Quality Estimation, rather than Quality Evaluation. 



26 

 

at sentence level and include evaluating output based on adequacy27 and fluency28, 

ranking, and direct assessment (DA). Adequacy and fluency are usually evaluated on a 5-

point Likert scale (Chatzikuomi, 2020; Koehn, 2020). With ranking, output from different 

MT systems (generally two or three) is compared against each other on a sentence-by-

sentence basis (Chatzikuomi, 2020; Koehn, 2020). Finally, direct assessment involves 

assigning a score to the MT output sentence on a continuous scale, usually in the range 

0-100. Used in the past to evaluate both fluency and adequacy, it is now more focused on 

the latter (Bentivogli et al., 2018). Manual evaluation, however, does not come without 

its own share of drawbacks: it is a complex and slow procedure where annotator 

agreement can pose serious setbacks (Castilho et al. 2018; L. Han et al. 2021; Popović 

2018). 

While traditional MT evaluation methods provide valuable insights into system 

performance, the rise of LLMs has introduced new challenges and opportunities in 

assessing translation quality. Unlike conventional NMT systems, LLMs can rely on 

contextual learning (Brown et al., 2020) and can generate highly variable outputs, raising 

important questions about evaluation metrics and their effectiveness in this new paradigm 

(Briakou et al., 2024; Kocmi et al., 2024b). Before delving on their most recent 

performance in translation tasks, the upcoming Section of this Chapter will introduce their 

history, their major characteristics and observations on their implementation in translation 

(both specialized and in crisis scenarios) so far. 

 

2.3. Large Language Models 

2.3.1. Historical evolution of Language Modelling 

What comes by the name of language model refers to a generative probabilistic model for 

natural language. Specifically, a probability model is designed based on large amounts of 

training data to predict the next word(s) inside a given sentence and to finally generate a 

string in a natural language. LLMs currently represent the state of the art for language 

models, but their advancement was built upon prior improvements in Deep Learning 

 

27 Also referred to as accuracy, adequacy may be defined as “the extent to which the translation transfers 

the meaning of the source-language unit into the target.” (Castilho et al.2018, p. 9)  
28 Fluency may be defined as “the extent to which the translation follows the rules and norms of the target 

language (regardless of the source or input text)” (ibid.) 
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techniques and the increased availability of training data and computational resources.  

The foundational work of Russian mathematician Andrej Markov in the early 

1900s laid the groundwork for modern language modelling. In 1913, he applied his 

theories to assign probabilities to letter sequences inside novel in verse Eugeny Onegin 

by Aleksandr Puškin (Basharin et al., 2004). Decades later, significant advancements 

were delivered in the 1980s by a language research group at IBM, which applied 

probabilistic models to improve automatic speech recognition technology (Jelinek, 1990; 

Jelinek, 1998; Rosenfeld, 2000). These earliest studies drew on the mathematical 

framework introduced by Shannon (1949) for quantifying information and modelling 

probabilistic communication systems. This framework introduced key concepts like 

entropy, which measures the unpredictability of information, and information theory, 

which explains how data can be encoded and transmitted. It also offered the groundwork 

for n-gram models, which use probabilities to predict the next word in a sequence based 

on preceding words. 

Building on these advancements, the evolution of language models can be 

organized into four key phases, as highlighted in several reviews (Hadi et al., 2023; 

Minaee et al., 2024; Zichong Wang et al., 2024). These phases correspond to specific 

families of language modelling approaches, namely: 1) Statistical Language Models 

(SLM), 2) Neural Language Models (NLM) 3), Pre-Trained Language Models (PTLM) 

and finally 4) Large Language Models.  

Statistical Language Models marked the first milestone in the history of language 

modelling, leveraging probabilistic methods to predict and generate natural language. The 

core principle of SLMs is expressed mathematically as: 

 

Pr(𝑠) ≝ 𝑃(𝑤1 … 𝑤𝑛) = ∏ 𝑃(𝑤𝑖|ℎ𝑖)

𝑛

𝑖=1

 

 

Here, the probability Pr(s) of a sentence or sequence s is calculated as the joint 

probability of its words P(w1, w2,…,wn) appearing in a specific sequence. Specifically, 

P(wi|hi) denotes a conditional probability of a word wi occurring, given its context or 

history hi (which includes all the words preceding a given word wi). P(wi|hi) is iteratively 

calculated for each word in the sequence, starting from w1 and ending at wn. For instance, 

in the sequence "I like trains," the probability of "trains" depends on the words "I like". 
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This is represented by P(“trains”∣ “I like”) where “I like” forms the context h3 for w3. The 

equation should thus look like the following:  

 

𝑃("I like trains") = 𝑃(𝐼) 𝑥 𝑃(𝑙𝑖𝑘𝑒 | 𝐼) 𝑥 𝑃(𝑡𝑟𝑎𝑖𝑛𝑠| 𝐼 𝑙𝑖𝑘𝑒) 

 

In this way, the model determines the likelihood of a sequence by multiplying the 

conditional probabilities of each word, based on patterns learnt from the training data.  

All throughout the SLM era (Bengio et al., 2003; J. Gao & Lin, 2004; Juang & 

Rabiner, 2005; Jelinek, 1998; Rosenfeld, 2000), practical implementation of this 

probabilistic framework often relied on n-grams, i.e., sequences of n elements, typically 

words in a sentence. N-gram models try to predict a word using a reduced history size, 

usually by examining groups of 2 (bigram models) or 3 words (trigram models), offering 

a computationally feasible solution for language modelling at that time. However, as 

research progressed into the new century, statistical approaches to language modelling 

faced increasingly critical questioning, with regards to their inability to capture semantic 

and syntactic similarities (Bengio et al., 2003; Juang & Rabiner, 2005). 

Neural Language Models (NLMs) were therefore presented as a more robust 

alternative to SLMs, eventually establishing a new paradigm in language modelling 

(Bengio et al., 2003). Basically, NLMs combine neural networks and word embeddings 

to better compute the probability of word sequences. What eventually advanced the 

setbacks posed by SLMs, was the type of vector representation implemented, that is, a 

distributed representation. This means that each element in a word embedding represents 

a numerical value other than just 0 and 1, enabling a better conceptualization of words as 

related entities. Neural networks further enhance the capabilities of word embeddings by 

learning said representations and capturing their shared patterns. Ultimately, all the 

combined factors greatly facilitated semantic similarity comparisons and allowed for 

effective generalization of probabilities beyond word sequences that were absent during 

the training (ibid.), with the most implemented architecture within this approach being 

Recurrent Neural Networks (RNNs; Hadi et al., 2023; Kombrink et al., 2011; Mikolov et 

al., 2010). Nonetheless, the most significant drawback of neural networks in general is 

their need for substantial amounts of high-quality, labelled data, which posed a major 

hinderance in the early 2000s still due to limited computational resources and capabilities 

available.  
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As a result, the focus of the AI and NLP communities began intensifying research 

efforts towards “how to train effective deep neural models for specific tasks with limited 

human-annotated data” (X. Han et al., 2021, p. 2). There were several pivotal 

advancements that defined the turn to the era of Pre-Trained Language Models (PTLMs) 

in the mid-2010s. The first of these is the concept of transfer learning (Thurn and Pratt, 

1998; Pan & Yang, 2010), which can be defined as the transfer of previous knowledge 

and experience acquired in older tasks to accomplish new ones. Most importantly, the 

shift to this third stage in language modelling research was prompted by the introduction 

of the attention mechanism (Bahdanau et al., 2016), and transformer models (Vaswani et 

al., 2017), bringing the possibility of enhanced performance to the table. PTLMs 

implement neural networks as well, but the word representations they are trained on also 

consider the context in which a given word appears (Peters et al., 2018). Their 

development begins with a pre-training phase, where models acquire knowledge 

representations through self-supervised learning (De Sa, 1993). Concretely, the model 

learns from unlabeled data by predicting parts of the input based on other parts, 

eliminating the need for manual labeling. For instance, a model might predict missing 

words in a sentence, uncovering patterns and structures within the data as pre-training 

progresses. Information gained during pre-training is later transferable to downstream 

tasks (Gui et al., 2024). In the case of NLP, these acquired patterns mostly involve 

representations related to syntax, semantics, and common facts, which can be leveraged 

for assignments such as classification, text summarization and information retrieval. 

Optionally, models can then be optimized (fine-tuned) on smaller, task-specific 

datasets to enhance their general language understanding. PTLMs come in a variety of 

transformers-based architectures, such as encoder-only (one famous example being 

BERT; Devlin et al., 2017), encoder-decoder (e.g., XLM-R; Conneau et al, 2020) and 

decoder-only (like GPT 1 and 2; Radford et al., 2018; Radford et al., 2019). However, 

early PLM also presented a series of drawbacks; for instance, Bender and Koller (2020) 

argued and illustrated that PLMs, only learn a reflection of meaning and not meaning per 

se.  

As it will be discussed hereafter, the shift to Large Language Models was driven 

by key factors such as the increase in hyper-parameters, the larger size of training datasets, 

and innovations in fine-tuning techniques 
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2.3.2. Large Language Models: design and development 

Large Language Models (LLMs) are large-scale language models mainly built upon a 

Transformer architecture (Vaswani et al., 2017) which are generally trained for token 

prediction. As mentioned prior, one significant feature that sets LLMs apart from PTLMs 

is their scope: most importantly, the number of hyper-parameters in LLMs can reach up 

to hundreds of billions, requiring training datasets often as large as few TBs. The broader 

extent of parameters and training data volume allows LLMs to achieve optimal 

performance in a wide variety of complex tasks.  

As for the training of LLMs, the pre-training process is not dissimilar from the 

one of PTLMs. Fine-tuning, where applied, is generally more complex depending on the 

desired target task, with differences arising mainly in learning objectives and optimization 

techniques (Sun & Drezde, 2025). 

LLMs are pre-trained on large-scale text corpora from sources such as web pages, 

conversations, and books. Figure 2 illustrates and summarizes the typical data collection 

pre-processing pipeline. Typically, before training, data undergoes preprocessing to filter 

out noise, remove duplicates, and mitigate biases. Tokenization then converts text into a 

machine-readable format. The process also requires data scheduling (Zhao et al., 2024) 

to balance different sources and optimize learning. Finally, the model is trained using self-

supervised learning, with its final performance depending on both architecture and 

training objectives (Lu et al., 2024; Zhang et al., 2022) 

 

 

Figure 2 - The data pre-processing for LLMs (borrowed from Hadi et al., 2023) 
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As for fine tuning, beside the above-mentioned transfer learning, some of the most 

common include instruction tuning (Chung et al., 2024) and alignment tuning (Ouyang et 

al. 2022; Ziegler et al., 2020). For the first technique, the model is fine-tuned on 

instruction and input-output pair. The second technique involves asking the model to 

generate unexpected responses. Subsequently, based on the output, model parameters are 

adjusted to avoid harmful, biased or false output (Ziegler et al., 2020; Zhao et al., 2024). 

A particular widespread alignment technique is called Reinforcement Learning with 

Human Feedback (RLH; Ziegler et al., 2020), where human-annotated responses guide 

the model’s training. 

Once fully developed, LLMs are rigorously evaluated to measure their 

performance, verify alignment with user needs and ensure appropriate outputs. These 

evaluations focus on two broader main areas: Natural Language Understanding (NLU) 

and Natural Language Generation (NLG). Within this latter field, machine translation is 

a key area used to evaluate the language generation capabilities of LLMs (Naveed et al., 

2024; Zhao et al, 2024). Specialized benchmarks are designed for testing the models on 

a given task; for automated translation, some of the most important benchmarks are 

represented by WMT (Bojar et al., 2016) and WMT20 (Barrault et al., 2020). 

All in all, what may be regarded as a major novelty introduced by LLMs lies into 

the notion of in-context learning (ICL; Brown et al., 2020), i.e., the ability to learn unseen 

task by leveraging contextual information, even without undergoing further fine-tuning 

(ibid.). Moreover, once the LLM is ready for deployment, users can interact with it by 

prompting it, i.e., querying the model to carry out a specific task. Users might also adopt 

few-shot prompting, i.e., they may provide contextualized examples (or shots) for the 

desired assignment. The only limitation to the number of shots is bound the context 

window of each LLM (Agarwal et al., 2024), namely the number of tokens that can be 

processed in input by the model. In other words, LLMs can be prompted without prior 

examples (zero-shot prompting) or with a virtually large number of examples (many-shot 

prompting). 

A more refined prompting strategy includes instructing the LLM as to how it 

should reason while solving the task. In one of these approaches, known as Chain-of-

Thought (CoT), demonstration includes additional reasoning information (J. Huang & 

Chang., 2022; Kim et al., 2023; Wei et al., 2023) beside instructions on the task itself. 

Figure 3 compares examples of standard zero-shot prompting and CoT prompting.  
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Generally speaking, it is essential to understand that the design and capabilities of 

LLMs can also vary significantly based on their architecture and other factors, which we 

will discuss below. 

 

2.3.3. Taxonomy of LLMs – Architectures, modalities and applications 

LLMs can be grouped based on architecture, modality, training languages, 

purpose, and overall availability. Architecturally, most LLMs are built on the Transformer 

model (Vaswani et al., 2017), with three main variants: causal decoders (e.g., GPT-3; 

Brown et al., 2020), prefix decoders (e.g., GLM-130B; Zeng et al., 2022), and Mixture of 

Experts (MoE),  

Modality-wise, LLMs can be unimodal, focusing on text (e.g., GPT-3), or 

multimodal (MLLMs), meaning they capable of processing diverse formats like text, 

images, and audio (e.g., Kosmos-1; S. Huang et al., 2023).  

Training language(s) further differentiate LLMs into monolingual, bilingual, and 

multilingual models, with BLOOMZ and mT0 (Muenninghof et al., 2022) representing 

prominent examples for multilingual LLMs. Purpose-wise, general-purpose models like 

T5 (Raffael et al., 2020) take on a broader range of everyday tasks, while domain-specific 

models such as Galactica (Taylor et al., 2022) and BloombergGPT (S. Wu et al., 2023) 

are tailored for specialized fields.  

Figure 3 - Standard zero-shot and CoT prompting, examples for arithmetical operations 

(borrowed by Wei et al., 2022) 
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Availability is here to be intended as open or closed source. Typically, open source 

LLMs, such as LLM360 (Liu et al., 2023), are available to the public, allow for 

customization, come with no license or costs, rely on contributions of citizen developers 

and publicly disclose their pretraining dataset (Kukreja et al., 2024). These features do 

not apply instead to proprietary models like OpenAI’s GPT series, or apply only partially 

(Tarkowski, 2023b).  

Finally, as briefly mentioned prior, some LLMs perform well without fine-tuning 

(Brown, 2020), but pre-trained models often require optimization to enhance their 

usability in specific tasks and follow user intent more consistently (Ouyang et al., 2022). 

Examples include BLOOMZ and mT0, which were fine-tuned from BLOOM (Scao et 

al., 2022) and T0 (Sanh et al., 2021), respectively. 

On the ethical side of things, a heated discussion is currently taking place on the 

correct development and implementation of modern-day language models (Bender & 

Koller, 2020; Weidinger et al., 2021). The responsible use and development of LLM 

should also address its soaring financial costs. It has been recently estimated that 

development can exceed hundreds of millions of US dollars (Cottier et al., 2024). With 

the next generation of LLMs, expenses could potentially rise to billions of dollars (Smith, 

2024). 

The expensiveness of LLM development also mirrors significant environmental 

impacts. In this sense, all parts of the supply chains are affected. To name a few issues, 

required hardware is energetically demanding (Crawford, 2021), fresh water is constantly 

needed to cool data centres hosting computations (Mytton, 2021; Patterson et al., 2021), 

and training is associated with high deployment of resources and carbon emissions 

(Bender et al., 2021; Patterson et al., 2021; Schwartz et al., 2020). 

Besides, poorly curated training datasets often carry the most significant 

consequences on generated output. When trained on poorly curated datasets, LLMs can 

cause private data leaks, be leveraged to spread misinformation, and produce harmful or 

biased output (Bender et al., 2021; Ouyang et al., 2022; Yao et al., 2024).  

In context where technology is adopted in aid of marginalized groups, such as 

Crisis Translation, the impact of LLM output toxicity is more relevant than ever. The next 

subsection will briefly discuss how and to what extent LLMs have been implemented for 

translation in crisis scenarios. 
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2.3.4. An overview of LLMs in crisis management and Crisis 

Translation 

As for their implementation in crisis management frameworks, and particularly as a 

translation tool in crisis-ridden areas, potential and limitations of LLMs remain widely 

understudied at the time of writing. In fact, the topic appears to constitute a recent, niche 

branch of LLM research, with contributions focusing mostly on how to integrate LLMs 

or AI in general in emergency management frameworks (European Commission. Joint 

Research Centre, 2024; Otal et al., 2024). The most relevant work assessing translation 

capacities and, consequently, discussing suitability of LLMs for multilingual information 

access, has been provided by Lankford et al (2024). By using the datasets from the 

LoResMT2021 shared tasks (Ojha et al., 2021), their study compared performances of 

GPT-3.5, GPT-4 (OpenAI, 2023), NLLB-200 (Costa-jussà et al., 2022) and a custom GPT 

in both their pre-trained and fine-tuned instances. Results suggested that while the custom 

GPT swiftly delivers a functioning MT system, the fine-tuned multilingual LLM has 

consistently demonstrated SOTA performance, and could therefore turn out more useful 

in the long run for crisis management. A final important consideration is also dedicated 

to the limitations posed by proprietary models such as GPT-4: 

“when fine-tuning these models for specific tasks, there is a risk of overlapping 

data that cannot be easily identified or removed. This limitation underscores a 

broader issue within the field of NLP and MT research, where the exact 

composition of training data in SOTA models often remains opaque.” (Lankford 

et al., 2024, p. 9). 

These findings could suggest open-source LLMs as a new frontier for better 

multilingual information access in crisis scenarios, particularly due to transparency in 

dataset composition and parameter disclosure. However, while research on LLM-based 

MT in emergency contexts is still in its early stages, studies on general translation 

capabilities of LLMs have already provided valuable insights. The upcoming subsection 

will examine these aspects in greater detail. 

 

2.3.5. LLMs in Specialized and Domain Adaptative Translation 

The last two years have witnessed a sharp increase in studies regarding the translation 

capabilities of LLMs, both in generalized (Hendy et al., 2023; Jiao et al., 2023; W. Zhu et 
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al, 2024) and specialized settings (Eschbach-Dymanus et al., 2024; D. Gao et al., 2024; 

Wassie et al., 2024). Overall, LLMs tend to perform on-par with commercial MT systems 

based on the results of automated metrics (Jiao et al., 2023, Son & Kim., 2023). On the 

other hand, findings of the WMT24 General MT Task (Kocmi et al., 2024b) illustrate that 

some LLMs ranked first on automated metrics, but were not the outright winners among 

human evaluators. Consequently, contributors of the findings resorted to manual 

evaluation as the ultimate judge for translation quality assessment (ibid., p. 20). 

More focused studies on specialized translation have highlighted the need for 

model fine-tuning to achieve state-of-the-art performance (Eschbach-Dymanus et al., 

2024; Lankford et al., 2024; Wassie et al., 2024). In fact, several studies have 

demonstrated the enhanced performance of fine-tuned models compared to base models 

and in-context learning (Alves et al., 2023; Eschbach-Dymanus; Wassie et al., 2024). 

However, model optimization is quite costly and may not be available to small and 

medium enterprises or for academic use.  

In the eventuality of cost constraints, domain adaptive, LLM-based MT may still 

deliver acceptable results through in-context learning (Moslem et al, 2023a, L. Wang et 

al., 2023). Suggestions to improve translation output through in-context learning mainly 

involve integrating terminology (Moslem, 2023b), dictionary words (Ghazvininejad et 

al., 2023) and translation pairs similar to the new source text (Agrawal et al., 2023; 

Moslem et al., 2023a; Vilar et al., 2023).  

Open source and open weight models could yield another valuable contribution in 

this sense, since the deployment of open-source LLMs is generally less expensive. 

Interestingly enough, LLaMa 2 by MetaAI (Touvron et al., 2023)29 has emerged in several 

studies for its performance improvement in both ICL and fine-tuning settings (Aycock et 

al., 2023; Eschbach-Dymanus, 2024; D. Zhu, 2024). Further studies have shed light on 

versatility of this model: while its baseline results are overshadowed by larger models 

such as GPT 3.5. (Hendy et al., 2023; H. Xu et al., 2024), LLaMa-2 has outperformed 

similarly sized, explicitly multilingual LLMs (B. Zhang et al., 2023). Additionally, since 

it comes under a less restrictive permissive license of use, Llama-2 has been deployed to 

 

29We advise not to use the term “open source” when referring to LLaMa 2 and instances of LLaMa 3 

(Grattafiori et al., 2024), as their training datasets have not been disclosed at the time of writing 

(07/02/2025). This stands in contrast with the definition of Open Source AI. (Open Source Initiative, n.d.; 

Maffulli, 2023; Tarkowski, 2023a; Tarkowski, 2023b). In this case, the expression “open weight models” 

is preferable, since parameters (weights) and inference code are available at: https://github.com/meta-

llama/llama [last accessed 13/02/2025].  

https://github.com/meta-llama/llama?tab=readme-ov-file
https://github.com/meta-llama/llama?tab=readme-ov-file
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develop more sophisticated tools, such as the translation model ALMA (H. Xu et al., 

2024). 

Nonetheless, LLMs appear to share limitations with NMT when it comes to the 

quality of translation output. Modern-day language models generally rely on high 

amounts of data for training, which impacts performance dramatically in low-resource 

settings (Robinson et al., 2023; Shu et al., 2024). Bawden & Yvon (2023) also illustrate 

that LLM performance in translation may also depend on the similarity with seen 

languages during pre-training (ibid., p. 7). Similar conclusions were reached by Diandaru 

et al. (2024). 

Finally, a recent issue pointed out at WMT24 (Kocmi et al., 2024b) concerns the 

production of verbose output. Upon prompting, it has been observed that some models 

offer reasoning insights, provide multiple translations or come as far as refusing to 

translate altogether (Briakou, 2024). This tendency poses challenges for both automatic 

and human evaluation. Including verbose results in automated scoring could distort model 

ranking, with otherwise well-performing models being penalized (ibid.). One practical 

solution, adopted at WMT24 (Kcomi et al., 2024b) involved excluding segments 

triggering verbose output for any LLM from the automatic evaluation (ibid., p. 14). In 

human assessment, verbosity can lead to inconsistencies, with added explanations being 

misclassified as errors (ibid.). Building on this, Briakou et al. (ibid.) suggest refining LLM 

prompting strategies to reduce verbosity and adapting evaluation metrics to account for 

more context-aware outputs. 

2.4. Summing up 

The present Chapter has outlined the foundational principles and applications of Neural 

Machine Translation (NMT) and Large Language Models (LLMs), offering a 

comparative analysis of their respective strengths and limitations. Beginning with NMT, 

we explored its state-of-the-art architecture, the role of domain adaptation, and the various 

evaluation frameworks used to assess translation quality. The discussion then shifted to 

LLMs, tracing their historical evolution, training methodologies, and emerging 

applications in specialized translation contexts, including crisis translation. Overall, a key 

takeaway from this Chapter is the ongoing debate surrounding the effectiveness of LLMs 

in domain-specific scenarios. Specifically, most recent discussions have assessed their 

performance compared to adapted NMT systems (Moslem et al., 2023a), but others have 
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express concerns on the high financial and energetic costs of LLM development (Bender 

et al., 2021; Cottier et al., 2024; Schwartz et al., 2020), as well as to the tendency to 

verbosity (Briakou et al., 2024; Kocmi et al., 2024b) and produce harmful output (Ouyang 

et al., 2022; Yao et al., 2024). All the above considerations set the stage for the 

experimental framework presented in the following Chapter, where we will describe how 

the knowledge acquired so far has been put into practice in our experimental framework. 
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3. Experimental Framework 

3.1. Introduction 

This chapter outlines the experimental framework implemented to assess the 

effectiveness of domain-adaptive neural machine translation (NMT) and large language 

models (LLMs) in crisis translation. The study investigates whether LLM-driven 

translation can match or outperform a domain-adapted NMT system, with a focus on the 

English-Italian translation direction. After defining the research hypothesis and 

methodology, the chapter details the dataset selection process, preprocessing steps, and 

translation workflow. It also introduces the domain adaptation strategies used for both 

ModernMT and LLaMa 3.2, followed by an explanation of the evaluation metrics 

applied.30 

 

3.2. Experimental setting 

So far, Chapter 1 has discussed both potential and possible drawbacks of Machine 

Translation use in crisis management. With proper dataset curation and a strategic 

approach to managing language resources for Crisis MT, automated translation can play 

an active role in enabling swift multilingual communication, particularly for low-resource 

languages. Specifically, both Crisis MT development and effective crisis management 

would greatly benefit from treating resource management primarily as a means of crisis 

preparedness.  

 As discussed in Chapter 2, the rise of LLMs across various industry and academic 

fields, including Crisis Translation, has introduced new insights and approaches to 

technology development and artificial intelligence. A logical starting point for assessing 

their role in multilingual information access during crises is to compare their performance 

with that of traditional NMT systems on crisis-related datasets. In resource-constrained 

settings, adaptive MT may offer a time- and cost-effective solution for improving baseline 

system performance without further tuning. Therefore, also in consideration of recent 

results obtained by LLMs in specialized translation and on crisis translation datasets, we 

 

30 All project files and resources mentioned in this Chapter are available at the following GitHub repository: 

https://github.com/lucia-galiero/TICO-19_NMT_LLM  [Last accessed 19/02/2025] 

https://github.com/lucia-galiero/TICO-19_NMT_LLM
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formulate the following hypothesis: 

 

Hypothesis: Domain adapted, LLM-driven translation can achieve equal or better 

translation results than a NMT system that has, in its turn, undergone a domain 

adaptation process. 

 

To prove this hypothesis, we propose to adapt and evaluate a neural adaptive MT 

system and a Large Language Model. Our dataset will be represented by a couple of text 

from the academic-scientific subdomain in the TICO-19 benchmark. The examined 

translation pair will be English-Italian, for which the benchmark has not been released at 

the time of this thesis. More specifically, the work aims at answering the following 

research questions: 

 

Research Question n°1 (RQ1): Do LLMs deliver better results both before and 

after domain adaptation?  

 

Research Question n°2 (RQ2): Does domain adaptation yield such an impact on 

the output to be necessary for future development of translation technologies in 

crisis scenarios? 

 

 The following experimental setting will be implemented to address these research 

questions: 

1. Select texts for human translation  

2. Translate the documents and manually review them 

3. Removing all possible sources of noise from the translated texts and splitting 

sentences into training, tuning and test set. 

4. Carry out the domain adaptation for our chosen NMT engine and LLM 

5. Perform both automated and manual evaluation for the output of each adapted 

system. 

  In this way, our work will provide not just a comparison between automated 

system, but it will also mark a first step to expand the TICO-19 benchmark for the pair 

English-Italian. Every phase of our proposed setting will be examined and broken down 

in the remainder of this Chapter, starting with the document selection and their translation. 
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3.3. Dataset selection and preprocessing 

3.3.1. Text selection 

In the proposed framework, our working material is represented by two among the 30 

documents used for the TICO-19 dataset (Anastasopoulos et al., 2020). As mentioned in 

subsection 1.3.1., the benchmark has been translated into 38 languages, most of which 

fall in the category of low-resource languages. At the time of this thesis, the dataset has 

been not released in Italian yet, likely due to the prioritization of low-resource languages, 

which serve a larger number of vulnerable communities worldwide. Nevertheless, a 

complete evaluation of NMT and LLM capabilities would still require metrics based on 

human references for their scores, such as BLEU and chrF3. Therefore, the first 

fundamental step for our work is the manual translation of the documents of choice. 

 Additionally, as described in 1.3.3., the TICO-19 benchmark covers a wide variety 

of domains and further divides the dataset into a test and a development subset. In the 

light of the definition of domain adaptation illustrated in subsection 2.2.2., it was essential 

to choose two text belonging to the same sub-domain. Eventually, the choice fell upon 

two medical-scientific texts: one selected from the test subset, the other from the 

development set. Both documents are biomedical research papers indexed in PubMed and 

were chosen as they offered the largest number of segments inside each subset and for 

their good degree of register specialization. The first document (CDC COVID 19 

Response Team, 2020) presents preliminary estimates on the prevalence of underlying 

health conditions among COVID-19 patients in the United States, analyzing how 

comorbidities influence the severity of the disease. The second article (Yi et al., 2020) 

provides a comprehensive review of COVID-19, including its epidemiology, virology, 

diagnosis, treatment, and prevention. To achieve optimal performance by the MT system 

and LLM of choice, it was essential to produce consistent translations, especially with 

regards to domain terminology. All these aspects will be discussed in the upcoming 

subsection, which will also be supported by some case examples. 

 

3.3.2. Document translation – A few observations 

Both documents were translated integrally on Trados Studio in their native .pdf format to 
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retain the largest amount of content possible. It is important to note that .pdf files are 

typically processed in Trados Studio through optical character recognition. The content 

of source texts is then transposed into .docx format, which also constitutes the standard 

for target files originating from .pdfs. Fortunately, no loss of content was registered at any 

stage.  

Both documents targeted an expert audience, as the CDC report (2020) was 

published in the Morbidity and Mortality Weekly Report, while the COVID-19 review 

(Yi et al., 2020) appeared in the International Journal of Biological Sciences. However, 

the two documents were not comparable in terms of style and terminology, as each article 

presented a different type of analysis and was authored by distinct research teams. The 

first article (CDC COVID 19 Response Team, 2020) lists the results of a statistical 

analysis on underlying health conditions in COVID-19 patients and their impact on 

disease outcome. Additionally, it displayed a significant level of redundancy in syntactical 

sentence structure. This was not the case for the second article (Yi et al., 2020), which 

aimed at offering a systematic review of the disease, its symptoms, prevention and 

available treatment at the time. 

Similar conclusions can be drawn from a terminological point of view. Most terms 

in the first text designated diseases, disorders or were associated with hospitalization. A 

different range of terms was observed in the second article instead, where denominations 

and acronyms for viruses, diseases, treatments, antibiotics, and proteins were far more 

widespread. To further analyze the terminological differences between the texts, keyword 

lists were later generated for each document using the corpus consultation platform 

SketchEngine (Kilgarriff et al., 2014)31 covering both single-word and multi-word terms. 

EnTenTen21 (Lexical Computing CZ s.r.o., 2024)32, an English corpus of texts collected 

from Internet containing 52 billion words, was used as a reference corpus. Table 3 and 

Table 4 display keywords list comparison for single word and multi word terms, 

respectively, and as reported on SketchEngine. 

  

 

31 https://www.sketchengine.eu/ [Last accessed 19/02/2025] – Please note that full access on SketchEngine 

requires a subscription is granted for students at the Department of Interpreting and Translation at the 

University of Bologna. 
32 More at: https://www.sketchengine.eu/ententen-english-corpus/ [Last accessed 21/02/2025] 

https://www.sketchengine.eu/
https://www.sketchengine.eu/ententen-english-corpus/
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CDC COVID 19 Response Team, 2020 Yi et al., 2020 

mmwr sars-cov 

icu sars 

cdc sars-cov-2 

neurologic mers-cov 

non-icu mers 

hospitalize cov 

neurodevelopmental wuhan 

mellitus ace2 

hospitalization cytokine 

obstructive tcm 

Table 3 - Top 10 keyword list (single word terms) for each document, as reported by SketchEngine 

with EnTenTen21 as reference corpus. 

 

 
CDC COVID 19 Response Team, 2020 Yi et al., 2020 

underlying health condition respiratory syndrome 

underlying health acute respiratory syndrome 

underlying condition cytokine storm 

health condition novel coronavirus 

icu admission covid-19 patient 

severe outcome severe acute respiratory syndrome 

chronic lung disease recovered patient 

chronic lung engl j med 

case report form incubation period 

neurologic disorder health-care provider 

Table 4 - Top 10 keyword list (multi-word terms) for each document, as reported by SketchEngine 

with EnTenTen21 as reference corpus 

 

However, as mentioned in 1.3.5., authors of the TICO-19 benchmark 

(Anastasopoulos et al., 2020) also include terminologies by certified partners (Facebook 

and Google) among resources for translators. To make the best out of the terminologies, 

a single bilingual glossary was obtained by using terms from both terminologies and 
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discarding duplicates, i.e., duplicate terms with the same translation in English and 

Italian. The resulting Excel file (.xlsx) with 607 terms was converted to a MultiTerm 

termbase for better interoperability with Trados. The termbase, however, did not prove 

particularly useful, since the original terminologies by Facebook and Google contained 

terms relative to general vocabulary about the disease, the epidemic, safety measures.  

Regarding the translation per se, the task proved particularly challenging from a 

beginner’s perspective, as the degree of specialization required extensive research and 

knowledge of the biomedical domain. Advanced translators with external support from 

experts in the biomedical field would be far more suitable for this kind of work. One 

notable translation challenge, however, involved the grammatical gender used in Italian 

to refer to COVID-19 as a disease. Since the word “disease” usually has an Italian 

equivalent in the feminine word “malattia”, COVID-19 should be typically referred to 

with the feminine gender, i.e., “la COVID-19” and resulting declination of prepositions 

“della COVID-19”, “sulla COVID-19” etc. However, as explained by the Academia 

Della Crusca (Giovine, 2020), while the feminine form was dominant in academic-

scientific texts33, the disease has been widely addressed in masculine form in informal 

and official contexts, such as government press releases and draft laws. In this sense, the 

use of the masculine is not regarded as incorrect, as long as its use is consistent in a given 

text. Similar observations were made by Treccani (Sgroi, 2020). All things considered, if 

the whole TICO-19 dataset were to be translated in Italian in the future, it would be 

advisable to maintain strict consistency across the whole dataset, which is the key for 

high-level translation output by automated systems. Therefore, bearing in mind the multi-

domain nature of TICO-19 benchmark, which also includes texts featuring a less formal 

register (see 1.3.3), it was decided to adopt the masculine form for COVID-19.  

 Another significant issue, although concerning the CDC report alone (2020), was 

the translation of the word “condition” and especially its associated terms such as 

“underlying health condition”. While the English word can refer to a state of health 

(Merriam-Webster Dictionary, 2025) or to a type of disease (Cambridge Dictionary, 

2025), the first instances of the word “condition” seem indeed to indicate a set of diseases, 

as it can be inferred from the title of the report and some of the first introductory lines: 

 

33 We are here referring to the time of writing of the article by Giovine (2020), which first appeared in July 

2020. At the time of this dissertation, no known comprehensive corpus-based review on the grammatical 

gender of COVID-19 in Italian has been reported. 
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“Preliminary Estimates of the Prevalence of Selected Underlying Health 

Conditions Among Patients with Coronavirus Disease 2019 — United States, 

February 12–March 28, 2020” (ibid., p. 1) 

 

“U.S. older adults, including those aged ≥65 years and particularly those aged ≥85 

years, also appear to be at higher risk for severe COVID-19–associated outcomes; 

however, data describing underlying health conditions among U.S. COVID-19 

patients have not yet been reported.” (ibid., p.1)  

However, as 'risk factors' are mentioned shortly afterward, doubts arise about 

whether the word 'condition' also includes these factors when used on its own. Generally, 

having an underlying health condition when catching COVID-19 does pose a risk, but 

does the word 'condition' encompass other factors as well? The following example 

illustrates one such case: 

 “As of March 28, 2020, U.S. states and territories have reported 122,653 U.S. 

COVID-19 cases to CDC, including 7,162 (5.8%) for whom data on underlying 

health conditions and other known risk factors for severe outcomes from 

respiratory infections were reported.” (ibid., p.1) 

Such distinction becomes even blurrier when the results of the analysis are broken 

down and described in a dedicated table, which is reported below in Figure 4. 
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As it can be observed, all factors are displayed in the same list, without marking 

explicitly what is categorized as an “underlying health condition” or a “risk factor”. 

For the present case, using the Italian word “condizione” in translation would 

result in a calque rather than an accurate rendition of the source meaning. According to 

the definition by Vocabolario Treccani (n.d.), the word “condizione” can designate a state 

of physical being, but there is no mention to a specific disease or disorder. Therefore, to 

provide a clearer distinction between the concepts of “risk factors” and “condition”, the 

latter has been translated with the word “patologia” in the target text. Consequently, 

“underlying health condition” has been translated as “patologia pregressa” in all its 

instances. 

The translated documents in .docx format were outsourced for review by a 

TABLE 1. Reported outcomes among COVID-19 patients of all ages, by hospitalization status, underlying health 
condition, and risk factor for severe outcome from respiratory infection — United States, February 12–March 28, 2020 

No. (%) 

Underlying health condition/Risk factor for severe outcomes from 
respiratory infection (no., % with condition) 

 
Not hospitalized 

Hospitaliz
ed, 
non-
ICU 

 
ICU 
admission 

Hospitalization 
status 
unknown 

Total with case report form (N = 74,439) 12,217 5,285 1,069 55,868 

Missing or unknown status for all conditions (67,277) 7,0
74 

4,248 612 55,343 

Total with completed information (7,162) 5,1
43 

1,037 457 525 

One or more conditions (2,692, 37.6%) 1,388 (27) 732 (71) 358 (78) 214 (41) 

Diabetes mellitus (784, 10.9%) 331 (6) 251 (24) 148 (32) 54 (10) 

Chronic lung disease* (656, 9.2%) 363 (7) 152 (15) 94 (21) 47 (9) 

Cardiovascular disease (647, 9.0%) 239 (5) 242 (23) 132 (29) 34 (6) 

Immunocompromised condition (264, 3.7%) 141 (3) 63 (6) 41 (9) 19 (4) 

Chronic renal disease (213, 3.0%) 51 
(1) 

95 (9) 56 (12) 11 (2) 

Pregnancy (143, 2.0%) 72 
(1) 

31 (3) 4 (1) 36 (7) 

Neurologic disorder, neurodevelopmental, intellectual disability (52, 0.7%)† 17 (0.3) 25 (2) 7 (2) 3 (1) 
Chronic liver disease (41, 0.6%) 24 

(1) 
9 (1) 7 (2) 1 (0.2) 

Other chronic disease (1,182, 16.5%)§ 583 (11) 359 (35) 170 (37) 70 (13) 

Former smoker (165, 2.3%) 80 
(2) 

45 (4) 33 (7) 7 (1) 

Current smoker (96, 1.3%) 61 
(1) 

22 (2) 5 (1) 8 (2) 

None of the above conditions¶ (4,470, 62.4%) 3,755 (73) 305 (29) 99 (22) 311 (59) 

Abbreviation: ICU = intensive care unit. 
* Includes any of the following: asthma, chronic obstructive pulmonary disease, and emphysema. 
† For neurologic disorder, neurodevelopmental, and intellectual disability, the following information was specified: dementia, 

memory loss, or Alzheimer’s disease (17); seizure disorder (5); Parkinson’s disease (4); migraine/headache (4); stroke (3); 
autism (2); aneurysm (2); multiple sclerosis (2); neuropathy (2); hereditary spastic 
paraplegia (1); myasthenia gravis (1); intracranial hemorrhage (1); and altered mental status (1). 

§ For other chronic disease, the following information was specified: hypertension (113); thyroid disease (37); gastrointestinal 
disorder (32); hyperlipidemia (29); cancer or history of cancer (29); rheumatologic disorder (19); hematologic disorder 
(17); obesity (17); arthritis, nonrheumatoid, including not otherwise specified (16); musculoskeletal disorder other than 
arthritis (10); mental health condition (9); urologic disorder (7); cerebrovascular disease (7); obstructive sleep apnea (7); 
fibromyalgia (7); gynecologic disorder (6); embolism, pulmonary or venous (5); ophthalmic disorder (2); 
hypertriglyceridemia (1); endocrine (1); substance abuse 
disorder (1); dermatologic disorder (1); genetic disorder (1). 

¶ All listed chronic conditions, including other chronic disease, were marked as not present. 

Figure 4 - The table with results in the CDC report (borrowed from CDC Covid 19 Response 

Team, 2020) 
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translator specialized in the academic-scientific field, and all corrections were promptly 

applied to the target texts. With the translation phase complete, the content of the 

documents was copied to two separate .txt files (one for language) in preparation for 

dataset cleaning. As a matter of fact, it is essential to ensure the highest level of quality 

in experimental datasets, since NMT models tend to be extremely sensitive to noise in 

training data (Chen et al. 2016; Koehn & Knowles 2017). The following subsection will 

briefly address how noise filtering was carried out, alongside dataset division for the 

experiments of this dissertation. 

 

3.3.3. Dataset cleaning and splitting 

Once both texts were reviewed, it was essential to remove all sources of noise. Based on 

different classifications (Contarino, 2021; Gupta et al., 2019; Khayrallah & Koehn, 2018), 

the most widespread types of noise observed in the documents were short sentences 

(mostly section titles and text in tables), non-alphabetical segments34 (numbers reported 

in tables) and “do-not-translate terms” (DNTs; Gupta et al., 2019, p. 145)35. Upon closer 

observation of the TICO-19 benchmark, it was soon discovered that, for text of the 

scientific-academic subdomain, no segment was shorter than 5 words (mostly titles for 

each section of the text). Besides, elements such as bibliographic references, 

acknowledgements, headers, in text-citations and everything concerning tables were 

consistently omitted. All these noisy elements were removed manually since they were 

easily identifiable. Hyphenated words, when signaling word splitting and not an acronym, 

were reverted to their full form. Out of the original 1377 sentence pairs, the cleaned 

dataset contained 339 segments for each language. 

After that, the data set has to be split into test, tuning and training sets, as is typical 

in machine learning experimental frameworks (Zafar et al., 2018). All sentences were 

aligned into a .tsv file, following the data format implemented for the TICO-19 

benchmark. The subset building was achieved via a Python script: as a first step, sentences 

 

34 The expression refers to text fragments composed primarily of punctuation, digits, or whitespaces, which 

may be unhelpful or even detrimental to system performance (Gupta et al., 2019). Such segments are 

typically filtered out if they contain only non-alphabetical elements, exceed a predefined ratio of non-

alphabetic to alphabetic characters, or display a significant imbalance between source and target sides 

(Riekters, 2018) 
35 Among other things, DNTs mostly involve “email addresses, URLs, numbers with two or more digits 

(without comma and dot), and any combination of number (at least two digits) and English characters” 

(Gupta et al., 2019) 
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shorter than 5 words and those longer than 8036 would be discarded entirely from the 

selection. From the 338 sentences that were processed, a test set of 100 segments was 

built by selecting one sentence every three for the test set, until reaching the desired 

number. With the remaining sentences, a tuning set of 50 sentences was obtained by 

picking one segment every four. The other 188 translation pairs that did not end up in 

either of the former sets would be used for training the systems. For the adaptation with 

the MT system, the training set was used to create a small translation memory via LF 

Aligner37. In the case of the chosen LLM, sentences of the training set would be used to 

craft examples for prompting. With the resources ready for use, it became crucial to 

understand how to make the best out of them. The following Section will discuss the 

systems and methods used for adaptation to the target domain. 

 

3.4. Domain Adaptation 

3.4.1. Neural Machine Translation - Modern MT 

ModernMT (Bertoldi et al., 2018) was first launched in 2017 as an open-source project 

through the collaboration of four prominent European institutions: Translated.net, the 

University of Edinburgh (UEDIN), Fondazione Bruno Kessler (FBK) and TAUS. The 

system currently supports more than 200 languages, is accessible via API and can be 

integrated in other systems for Computer Assisted Translation (CAT) tools. 

The reason why ModernMT stands out from most MT systems lies in the approach 

it was developed on, namely instance-based adaptation (Farajian et al., 2017). Basically, 

from a pool of parallel data, the NMT model retrieves a set of translation segments similar 

to a given untranslated sentence. Model parameters are then fine-tuned locally by using 

the recalled translation pairs. Upon translating a segment, parameters are reset to their 

original values. From the CAT-tool perspective, the sentence retrieval operates within the 

translation memory provided by the translator. The model also keeps track of human post-

editing in real-time, adding the corrected sentences to the pool of parallel data for future 

translations. The same process can be repeated for document-level adaptation, where the 

model generates a translation based on the content on the whole text. Overall, these 

 

36 If either segment in a translation pair did not meet the required length criteria, the entire pair was 

excluded from the selection. 
37 Software available for download at: https://sourceforge.net/projects/aligner/ [Last accessed 14/02/2025] 

https://sourceforge.net/projects/aligner/
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integrations allow for adapting the MT output to the terminology and style of the user. 

Several studies have illustrated promising improvements of output quality through 

instance-based adaptation, especially with regards to terminology translation (Farajian et 

al., 2017; Nayak et al., 2023) and even speech-to-text translation (Di Gangi, 2022). These 

recent results, combined with ModernMT’s ability to fine-tune the model on the fly 

without additional costs, eventually lead to the choice of ModernMT for the work 

described in this dissertation. 

Domain adaptation with ModernMT is relatively straight-forward and can be 

carried out on MateCat (Federico et al., 2014), a CAT tool which incorporates ModernMT 

as its main MT engine. The platform was also used for the experiments of this thesis for 

NMT domain adaptation. To ensure an optimal workflow, both documents with the tuning 

and test set sentences are uploaded into a dedicated project, thereby ensuring that the 

tuning set is the first to be translated. It is also crucial to add the translation memory 

obtained from the training set to the project, for better sentence retrieval. After the 

automated translation takes place, the segments in the tuning set are post-edited (where 

needed) and marked as accepted translations. At his point, thanks to the TM previously 

uploaded and the PE of sentences in the tuning set, the MT engine has been adapted to 

the style and terminology of our documents. We then proceed to submit sentences in the 

test set, which are only processed by the MT engine without further post editing nor 

segment status confirmation. 

Before delving on the adopted methodology for replicating domain adaptive MT 

with language models, the upcoming subsection will introduce the LLM chosen for this 

experimental framework. 

 

3.4.2. Large Language Model  – LLaMa 3.2.  

LLaMa 3.2.38, developed by Meta AI and released in late September 2024, introduced 

multimodal capabilities in its 11B and 90B parameter versions, enabling both text and 

image processing. This enhancement improves document-level understanding and visual 

grounding tasks, positioning these models as vision-language systems. To integrate image 

reasoning, LLaMa 3.2. vision models incorporate weights that connect a pre-trained 

 

38 Official release announcement available at: https://ai.meta.com/blog/llama-3-2-connect-2024-vision-

edge-mobile-devices/ [Last accessed 13/02/2025] 

https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
https://ai.meta.com/blog/llama-3-2-connect-2024-vision-edge-mobile-devices/
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image encoder with the language model. Notably, only the image encoder parameters 

were updated, preserving the model’s text-based capabilities.  

The training process for these multimodal LLMs followed a multi-stage approach: 

pre-trained LLaMa 3.1 text models were used as baseline, with the addition of image 

adapters. Pre-training is carried out on large-scale image-text datasets. Beside fine-tuning, 

post-training involved rejection sampling (H. Xu et al., 2024), in which the LLM is asked 

to generate a large number of outputs. Responses that do not align with desired standards 

or safety guidelines are later filtered out. Finally, synthetic data generation was 

implemented to enhance alignment and safety of the final vision models. 

Smaller, text-only instances of LLaMa 3.2 (1B and 3B parameters) are also 

available, featuring a 128K-token context window and strong multilingual text generation 

and tool-calling capabilities. To make these models more efficient, Meta AI employed 

pruning (Ziheng Wang et al., 2020) and knowledge distillation (Hinton et al., 2015). 

Pruning aims at reducing the number of model parameters (or its components, such as 

neurons in the neural network) while preserving as much knowledge and performance as 

possible. In the case of the lightweight LLaMa 3.2. models, the same pruning process for 

LLaMa 3.1 8B (Grattafiori et al., 2024) was adopted.  

As for knowledge distillation, smaller models are trained on outputs from larger 

ones, so that the lightweight model captures knowledge and retains performance despite 

reduced size and computational resources. In this sense, the text-based LLaMa 3.2. 

models were refined by leveraging the output values from the small- and medium sized 

instances of LLaMa 3.1 (that is, 8B and 70B). 

Post-training followed a similar approach to LLaMa 3.1, incorporating supervised 

fine-tuning, rejection sampling, and direct preference optimization (Rafailov et al., 2024), 

where the model is fine-tuned to align output with human preference data. Synthetic data 

generation was also employed for better optimization. Moreover, Meta AI collaborated 

with prominent tech companies such as Qualcomm, Mediatek, and Arm to increase on-

device performance for its new lightweight models. 

Currently, LLaMa models are downloadable via HuggingFace39 and 

LLaMa.com4041. However, they can also be accessed via a special platform provided by 

 

39 https://www.llama.com/ [Last accessed 13/02/2025] 
40 https://huggingface.co/meta-llama [Last accessed 13/02/2025] 
41 Inference code is also available at: https://github.com/meta-llama/llama [last accessed 13/02/2025]. 

https://www.llama.com/
https://huggingface.co/meta-llama
https://github.com/meta-llama/llama
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GroQ.com42, which allows fast inference of the latest AI models upon a free subscription. 

Based on promising results obtained by its predecessor LLaMa 2 (Aycock et al., 

2023; Eschbach-Dymanus, 2024; D. Zhu, 2024), and in the hope that a larger model size 

would deliver better translation output, LLaMa 3.2. 90B was chosen as the LLM for our 

experiments. Details on how the LLM was leveraged for domain adaptive translation will 

be addressed in the upcoming subsection. 

 

3.4.3. Implementing Adaptive MT with LLMs 

Moslem (2023a) provided the most recent and complete example of applying real-time, 

domain adaptive MT to LLMs. Leveraging in-context learning capabilities of LLMs, the 

study explores the performance of different language models in zero-shot MT and MT 

with fuzzy matches43. Figure 5 and Figure 6 provide a simplified representation for each 

of the two tasks. 

 

 

 

 

 

42 https://groq.com/ [Last accessed 17/02/2025] 
43 i.e., previously translated sentence pairs similar to a given untranslated source sentence 

Figure 5 - Example of zero-shot translation (borrowed from 

Moslem et al., 2023a) 

Figure 6 - Example of adaptive MT with fuzzy matches 

(borrowed from Moslem et al., 2023a) 

https://groq.com/
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 Among other things, the study examines also MT post-editing and MT-constrained 

terminology. Results suggest that LLM adaptive MT with fuzzy matches outperforms 

traditional MT models in high-resource languages. As regards fuzzy matches, these can 

be easily implemented as examples for few-shot prompting, and the study has reported 

that this method can yield promising results even for low-resourced languages. 

 For the scope of this dissertation, the workflow for LLM-based adaptive MT takes 

inspiration from the method adopted by Moslem et al. (ibid.) The baseline translation is 

obtained by prompting LLaMa 3.2. with the zero-shot setting illustrated in Figure 5. As 

regards the adaptation process, we implement the two-shot setting with fuzzy matches 

shown in Figure 6. We wrote a Python script to retrieve the top two matches from the 

training and tuning set for each English segment from the test set. Sentences are 

Specifically, the code compares sentences based on semantic similarity scores, which 

were computed with All-Mini-LM-L6-v2, a pre-trained SentenceTransformer model 

(Reimers & Gurevych, 2019). Given the limited size of our dataset, no minimum 

similarity score threshold was applied. Although Moslem et al. (ibid.) state that the order 

of fuzzy matches in the prompt does not impact translation quality, the matches in this 

framework were arranged with the highest similarity pair listed first. 

Upon inference, some preliminary attempts revealed that LLaMa 3.2. tends to 

produce verbose outputs if not given necessary specifications. A viable solution to avoid 

any possible source of verbosity is to insert a system message, a strategy which is 

typically used by AI developers to guide the models into how to interpret conversations 

with the end users. Since the GroQ inference platform allows for inputting a system 

message, the following guideline was given to the LLM: 

“You need to translate sentences from English to Italian from two scientific 

articles on Covid-19, for each we will provide some examples of the style and 

terminology used, and a translation provided by a machine translation system 

(MT), which might contain errors. Please provide only your best translation in 

Italian, with no other explanation, comment or field.” 

 

3.5. Assessing Translation Quality  

After adapting both systems, a rigorous evaluation framework was implemented to assess 

translation quality, since evaluation metrics offer an important indication of system 
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performance. This section will discuss how MT quality has been evaluated, both in terms 

of automatic and manual assessment. 

 

3.5.1. Automated metrics 

As anticipated in 2.2.3., automatic evaluation metrics provide a quantitative assessment 

of translation quality by comparing MT output with human references. After completing 

the adaptation process for both systems, quality improvement is measured through three 

automatic evaluation metrics: BLEU, chrF3 and COMET. The implementation of BLEU 

is motivated by its widespread use as standard metric in MT research and industry, despite 

limitations described in Section 2.2.3. and elsewhere (Kocmi et al., 2021; Marie et al., 

2021). 

Following provisions by Kocmi et al. (2021), chrF3, a more refined version of 

chrF, is also adopted for better generalization and due to higher correlation of character-

based metrics to human assessments. Both BLEU and chrF3 were computed via the 

SacreBLEU tool (Post, 2018)44. 

Lastly, we chose COMET as our third metric, as well as the only one based on a 

pre-trained framework. Specifically, the version used for this work corresponds to 

COMET-22 (Rei et al., 2022)45. As mentioned in Section 2.2.3., COMET has also 

displayed high correlation with human judgements in comparison with most metrics 

(Freitag et al., 2021; Kocmi et al. 2021). However, manual evaluation is crucial for a 

comprehensive, fine-grained analysis of system performance, and this framework, as it 

will be explained in the following subsection, is no exception. 

 

3.5.2. Manual evaluation 

To further test the results of automated scores, translation output is evaluated manually 

for both systems and for each sentence in the test set. The adopted method of choice is 

Direct Assessment (DA; Graham et al., 2013), in which one or more MT systems are 

evaluated at sentence level through a score in a continuous range of 0-100. Historically, 

two instances of DA have been used during evaluation campaigns. The first one assesses 

 

44 Documentation available at https://github.com/mjpost/sacrebleu [Last accessed 12/02/2025] 
45 Model download at https://huggingface.co/Unbabel/wmt22-comet-da [Last accessed 25/02/2025] 

https://github.com/mjpost/sacrebleu
https://huggingface.co/Unbabel/wmt22-comet-da
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adequacy and is also referred to as DA-src, through which translations are scored based 

on similarity to the source text. Fluency can be instead evaluated through DA-ref, where 

the score is assigned to the target sentence by comparison with a reference translation. 

However, this latter instance of DA has been at the centre of discussions regarding 

reference bias, which can manifest by: 

“giving an implicit boost to candidate translations which are very similar (e.g., in 

syntax or lexical choice) to the corresponding reference text, or by penalizing 

good translations because of translation errors affecting the reference itself.” 

(Bentivogli et al., 2018, p. 62). 

 Studies on reference bias (Bentivogli et al., 2018; Fomicheva & Specia, 2016; 

Graham et al., 2016;) indicated that DA-ref had indeed lower correlation with other 

automated metrics and PE, with DA-src proving to be significantly more reliable instead. 

It should also be noted that DA has been improved more recently by integrating it into 

more sophisticated evaluation frameworks, like the Scalar Quality Metric (SQM; Kocmi 

et al., 2022). First implemented at WMT22, this revisitation involves giving both a DA 

on the translation quality, together with a judgement on a discrete scale in the range 0-6. 

Nevertheless, DA alone may be more viable for translators at any level, since it is simple 

and fast to apply. For all the above reasons, it was decided to implement DA-src alone to 

avoid any possible source of bias, and as a consequence, fluency has not been assessed in 

this setting.  

 

3.6. Summing up 

With the experimental framework now fully outlined, the groundwork has been laid for a 

detailed evaluation of the domain adaptation strategies implemented. This Chapter 

described the research hypothesis and questions, dataset selection, preprocessing steps, 

and the methodologies used to adapt and assess both the NMT and LLM systems. The 

strategies applied to improve domain adaptation for each system, along with the 

evaluation metrics chosen to measure translation quality. By structuring the methodology 

in this way, the study ensures a rigorous and replicable approach to comparing the two 

translation technologies. In the next Chapter, the results of these experiments will be 

presented and analysed, offering insights into the effectiveness of domain adaptation for 

Crisis Translation. Additionally, this evaluation provides a first indicative score for the 
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English-Italian translation direction within the TICO-19 benchmark, contributing to a 

broader understanding of system performance in the academic-scientific subdomain. 
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4. Results 

4.1. Introduction 

This Chapter presents the evaluation results of the adapted neural machine 

translation (NMT) system and the large language model (LLM) used for this dissertation. 

The analysis is divided into two main sections: an automatic evaluation (4.2.), where 

system performance is assessed using BLEU, chrF3, and COMET scores, and a manual 

evaluation (4.3.), where human DA-src provides a more fine-grained comparison of 

translation quality. The findings highlight both the strengths and limitations of domain-

adaptive MT and LLM-driven translation, contributing to the broader discussion on their 

suitability for crisis translation scenarios. Finally, the Chapter reflects on key limitations 

of this work, considering aspects such as dataset size, quality assurance constraints, and 

computational limitations of the platform used for model inference (4.4.). 

 

4.2. Automatic evaluation 

As already explained in 2.3.4., it is standard practice in MT research and industry to 

evaluate system performance through both automated metrics and manual assessment. 

Having completed the domain adaptation for both examined systems, our TICO-19 test 

set  of 100 aligned sentences first underwent an automated evaluation, with BLEU, chrF3 

and COMET (see 3.4.1. for more) as our adopted metrics. All three can be expressed in a 

range 0-100, with the score being directly proportional to the system performance. 

Namely, the higher the evaluation, the better the quality of the output should be. 

Breakdown of results for both systems, before and after the adaptation, is provided in 

Table 5, and the translation direction tested is English-Italian. All scores are to be 

interpreted on a quantitative basis, meaning that they assess system performance on the 

whole test set, and not at sentence level. 
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System BLEU chrF3 COMET 

ModernMT (base) 50.50 73.20 90.3 

ModernMT (adapted) 50.77 73.85 91.1 

LLaMa 3.2 90B (base) 47.60 71.14 89.9 

LLaMa 3.2. 90B (2-shot) 48.60 72.39 90.7 

Table 5 - Results of automatic evaluation 

 

 Based on the results illustrated above, domain adaptation appears to deliver a 

slight improvement over the baseline performance for both systems, with ModernMT 

consistently emerging as the best system. In addition, both BLEU scores obtained by 

ModernMT on our English-Italian dataset are currently the highest reported for the TICO-

19 PubMed subdomain (Anastasopoulos et al., 2020), outperforming all previously 

recorded results (ibid.). Generally, however, this appears to stand in contrast with the 

experiments carried out by Moslem et al. (2023a), where traditional MT encoder-decoder 

models were outperformed by few-shot LLM adaptive MT for high-resourced languages. 

Looking at values yielded by string-based metrics, ModernMT also seems to show less 

performance increase after adaptation when compared to LLaMa 3.2 90B. A possible 

interpretation of this result might be that our chosen language model adjusts its output 

more swiftly than commercial systems for adaptive MT. However, as BLEU penalizes 

differences in word order between reference and hypothesis, it might just be that the 

model tends to produce translations with higher similarity to the reference text in terms 

of sentence constituents order. 

 On the other hand, both systems register the same +0.8 increase in COMET scores 

post-adaptation, suggesting that the process may make impacts on translation output to 

some degree, even with a small dataset. Still, it is important not to over rely on automated 

scores results for determining the best system. As recently occurred at the WMT24 

(Kocmi et al., 2024b), the system ranking first in the automatic evaluation might not be 

declared the outright winner after human evaluation has taken place. The next section will 

illustrate results of the manual evaluation in detail and will provide more fine-grained 

observations on the translations provided by the systems. 
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4.3. Manual evaluation 

Manual evaluation was adopted to further assess which system provided better translation 

results. The evaluation framework of choice for manual scoring was Direct Assessment 

(DA) in its source-based instance (DA-src; see 3.4.2 for more), which is expressed in a 

range of 0-100. In the same fashion as the implemented automatic metrics, higher scores 

typically indicate higher translation quality, with reported scores referring to performance 

at test set level. Although by a small margin, the adapted ModernMT emerged as the 

better-performing system, scoring 94.33 compared to 93.98 obtained by the adapted 

LLaMa 3.2 90B in 2-shot setting. Overall, such scores hint at very good performance of 

both systems, except for some inconsistencies and nuances.  

Regarding a more fine-grained analysis of the results, the challenges in document 

translation described in Section 3.3.2 also had an impact on the adaptation outcomes. 

Particularly evident was the case for the word “condition” and the associated term 

“underlying health conditions”. As displayed in Table 6, both systems do not provide one 

single solution consistently46.  

 

 Sentence DA-src 

Src 
Reports from China and Italy suggest that risk factors for severe 

disease include older age and the presence of at least one of several 

underlying health conditions. 

 

MMT 

Rapporti provenienti da Cina e Italia suggeriscono che i fattori di 

rischio per la forma grave della malattia includono l'età avanzata e 

la presenza di almeno una delle numerose condizioni di salute 

sottostanti. 

85 

LLM 
Rapporti provenienti dalla Cina e dall'Italia suggeriscono che i 

fattori di rischio per la malattia grave includono l'età avanzata e la 

presenza di almeno una delle varie patologie pregresse. 

90 

Src 

These preliminary findings suggest that in the United States, persons 

with underlying health conditions or other recognized risk factors 

for severe outcomes from respiratory infections appear to be at a 

higher risk for severe disease from COVID-19 than are persons 

without these conditions. 

 

MMT 

Questi risultati preliminari suggeriscono che negli Stati Uniti le 

persone con patologie pregresse o altri fattori di rischio riconosciuti 

per esiti gravi da infezioni respiratorie sembrano essere a più alto 

rischio di contrarre la malattia grave da COVID-19 rispetto alle 

persone senza queste patologie. 

90 

 

46 All examples will also include single sentence scores for the sake of completeness and transparency. 
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LLM 

Questi risultati preliminari suggeriscono che negli Stati Uniti, le 

persone con patologie pregresse o altri fattori di rischio riconosciuti 

per esiti gravi da infezioni respiratorie sembrano essere a maggior 

rischio di forme gravi di malattia da COVID-19 rispetto a coloro che 

non presentano queste condizioni. 

85 

Src 

Among all COVID-19 patients with complete information on 

underlying conditions or risk factors, 184 deaths occurred (all 

among patients aged ≥19 years); 173 deaths (94%) were reported 

among patients with at least one underlying condition. 

 

NMT 

Tra tutti i pazienti affetti da COVID-19 con informazioni complete 

sulle condizioni di base o sui fattori di rischio, si sono verificati 184 

decessi (tutti tra i pazienti di età ≥19 anni); sono stati segnalati 173 

decessi (94%) tra i pazienti con almeno una condizione di base. 

79 

LLM 

Tra tutti i pazienti con COVID-19 con informazioni complete sulle 

patologie pregresse o sui fattori di rischio, si sono verificati 184 

decessi (tutti tra pazienti di età ≥19 anni); 173 decessi (94%) sono 

stati segnalati tra pazienti con almeno una patologia pregressa. 

92 

Src 

Strategies to protect all persons and especially those with 

underlying health conditions, including social distancing and 

handwashing, should be implemented by all communities and all 

persons to help slow the spread of COVID-19. 

 

NMT 

Tutte le comunità e tutte le persone dovrebbero attuare strategie per 

proteggere tutte le persone, in particolare quelle con problemi di 

salute preesistenti, tra cui il distanziamento sociale e il lavaggio 

delle mani, per contribuire a rallentare la diffusione del COVID-19. 

85 

LLM 

Le strategie per proteggere tutte le persone e in particolare quelle 

con patologie pregresse, tra cui il distanziamento sociale e il 

lavaggio delle mani, dovrebbero essere implementate da tutte le 

comunità e da tutte le persone per aiutare a rallentare la diffusione 

del COVID-19. 

90 

Table 6 - Some instances of the translation of "underlying health condition" across adapted 

systems 

 

In this specific case, two-shot LLaMa 3.2. 90B seems to deliver greater 

consistency compared to NMT, but displays major adherence to the source segment 

overall, as it can be inferred from the last example illustrated.  

Another significant setback during manual translation was represented by the 

grammatical gender used in Italian to address COVID-19. Table 7 illustrates some 

instances of the output for both systems. 
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 Sentence DA-src 

Src All persons should take steps to protect themselves from COVID-19 

and to protect others. 
 

MMT Tutti dovrebbero adottare misure per proteggersi dal COVID-19 e 

per proteggere gli altri. 
95 

LLM Tutte le persone dovrebbero adottare misure per proteggersi dal 

COVID-19 e per proteggere gli altri. 
94 

Src According to demographic studies so far, COVID-19 seems to have 

different epidemiological features from SARS. 
 

MMT Secondo gli studi demografici condotti finora, il COVID-19 sembra 

presentare caratteristiche epidemiologiche diverse dalla SARS. 
100 

LLM Secondo gli studi demografici finora condotti, il COVID-19 sembra 

avere caratteristiche epidemiologiche diverse dalla SARS 
100 

Src As a novel disease, COVID-19 has just started to manifest its full 

clinical course throughout thousands of patients. 
 

NMT Essendo una malattia nuova, il COVID-19 ha appena iniziato a 

manifestare il suo pieno decorso clinico in migliaia di pazienti. 
100 

LLM Come malattia nuova, la COVID-19 sta iniziando a manifestare il 

suo intero decorso clinico in migliaia di pazienti. 
94 

Src Paul Hunter, et al., estimated that COVID-19, which seems 

substantially more infectious than SARS, will not end in 2020. 
 

NMT Paul Hunter et al. hanno stimato che il COVID-19, che sembra 

notevolmente più contagioso della SARS, non scomparirà nel 2020. 
94 

LLM 

Paul Hunter e altri hanno stimato che la COVID-19, che sembra 

essere sostanzialmente più infettiva della SARS, non terminerà nel 

2020. 

 

86 

Table 7 - Case translation regarding the grammatical genders used for "COVID-19" 

 

 As explained in 3.3.2, either gender is considered correct when addressing the 

disease, but efforts to maintain consistency do not seem to be very effective. Although 

the adapted ModernMT showed strong coherence in using the masculine gender, the same 

could not apply to the two-shot LLaMa 3.2. 90B. Since all instances of “COVID-19” in 

our dataset were all addressed with the masculine gender, two possible explanations 

emerge: either the model incorporated patterns from the fuzzy matches contained in the 

shots, where all other diseases are assigned the feminine gender, or the translations could 

reflect the grammatical gender for “COVID-19” that was more frequent in the pre-

training textual corpus for LLaMa 3.2 90B. This latter hypothesis, however, is virtually 

impossible to ascertain, as Meta AI has not (yet) disclosed the pre-training datasets for its 

more recent LLaMa models. Further cases of incorrect terminology involve single 
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instances of other terms, as illustrated in Table 8. 

 

 Sentence DA-src 

Src 

On February 14, 2020, the Feng Zhang group described a protocol of using 

the CRISPR-based SHERLOCK technique to detect SARS-CoV-2, which 

detects synthetic SARS-CoV-2 RNA fragments at 20 × 10-18 mol/L to 200 

× 10-18 mol/L (10-100 copies per microliter of input) using a dipstick in 

less than an hour without requiring elaborate instrumentation. 

 

MMT 

Il 14 febbraio 2020, il gruppo di Feng Zhang ha descritto un protocollo di 

utilizzo della tecnica SHERLOCK basata su CRISPR per rilevare il SARS-

CoV-2, che rileva frammenti di RNA sintetici del SARS-CoV-2 da 20 × 

10-18 mol/L a 200 × 10-18 mol/L (10-100 copie per microlitro di input) 

utilizzando un'astina di livello in meno di un'ora senza richiedere una 

strumentazione elaborata. 

 

80 

LLM 

Il 14 febbraio 2020, il gruppo di Feng Zhang ha descritto un protocollo che 

utilizza la tecnica SHERLOCK basata su CRISPR per rilevare il SARS-

CoV-2, che rileva frammenti di RNA sintetico del SARS-CoV-2 a 

concentrazioni di 20 × 10-18 mol/L a 200 × 10-18 mol/L (10-100 copie per 

microlitro di campione) utilizzando un dipstick in meno di un'ora senza 

richiedere strumentazione elaborata. 

 

88 

Src 
It is possible, similar to SARS-CoV, that SARS-CoV-2 might become 

weaker in infectivity and eventually die down or become a less pathogenic 

virus co-existent with humans. 

 

MMT 

È possibile che, analogamente a quanto accaduto con la SARS-CoV, la 

SARS-CoV-2 possa perdere intensità infettiva e col tempo estinguersi o 

trasformarsi in un virus meno patogeno in grado di coesistere con gli esseri 

umani. 

89 

LLM 
È possibile, analogamente a quanto avvenuto per il SARS-CoV, che il 

SARS-CoV-2 possa diventare meno infettivo e alla fine attenuarsi o 

trasformarsi in un virus meno patogeno che coesiste con gli esseri umani. 

97 

Table 8 - Further terminological inconsistencies found during the manual evaluation 

 

In the case for the word “dipstick”, the translation provided by ModernMT is not accurate, 

since “astina” designates an eyeglasses temple (Vocabolario Treccani, 2025). LlaMa 3.2. 

90 B does not provide an equivalent in the target language, thus making “dipstick” a loan 

word in the target sentence. In this context, it is highly likely that the noun refers to a strip 

of paper use to identify one or more constituents in body fluids (Merriam-Webster 

Dictionary, 2025)47. A potential solution, which was also featured in the manual 

translation, might thus be offered by “striscia reattiva”. Generally speaking, this type of 

 

47 In particular, the dictionary entry describes the word “dipstick” in relation to urine tests, but the 

SHERLOCK protocol for identifying Sars-Cov-2 detects presence of the virus in a similar fashion 

through human saliva. (F. Zhang et al., 2020) 
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error may be attributed to the low frequency of the word in the experimental dataset, and 

could be easily solvable by using a larger corpus. On the other hand, addressing SARS-

CoVs with the feminine gender is clearly incorrect, since the word “virus” is masculine 

in Italian. Similarly to the inconsistencies displayed with the term “COVID-19”, this other 

case might also be caused by integrating patterns of the training data to the final output. 

In a previous work on NMT adaptation, Contarino (2021) observed that such 

inconsistencies, especially when translating specialized terminology through MT, might 

also be linked to how instance-based, domain adaptive MT operates. As outlined in 3.4.1, 

domain adaptation takes place by dynamically selecting sentences with source text similar 

to the segment being translated. However, its effectiveness can be significantly hindered 

when only a limited amount of parallel data is available, and no sufficient translation 

examples can be retrieved. 

 

4.4. Discussion 

To better contextualize the results of this work, we provide a recap of the hypothesis and 

research questions presented in 3.2.: 

 

Hypothesis: Domain adapted, LLM-driven translation can achieve equal or better 

translation results than a NMT system that has, in its turn, undergone a domain 

adaptation process. 

 

Research Question 1: “Do LLMs deliver better quantitative results both before 

and after domain adaptation?” 

 

Research Question 2: “Does domain adaptation yield such an impact on the 

output to be necessary for future development of translation technologies in crisis 

scenarios?”. 

 

 Given the scores presented in Sections 4.2. and 4.3., our hypothesis might have to 

be rejected for the time being. Consequently, the answer to our first research question also 

appears to be negative, as ModernMT proved to be the better system among those 

examined both pre- and post-adaptation. On a practical note, having to factor in 
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environmental, ethical and financial issues described in 2.3.3, NMT systems (both in their 

baseline and adaptive instances) may still represent the best system to implement in crisis 

management, as their development and deployment is comparatively swifter and easier. 

Nevertheless, manual assessments seem to align with COMET scores, suggesting that the 

performance gap between the two systems may be narrower than expected. The situation 

is not as clear-cut in for our second research question. Based on automatic scores, adapted 

systems do indeed perform better than a raw NMT system or a pre-trained LLM, which 

might advocate for integrating domain adaptation strategies during the development of 

Crisis Translation technologies. On the other hand, the margin between pre- and post-

adaptation is still slim, with baseline performance for both systems seemingly on par with 

other high-resource languages examined in the TICO-19 benchmark. This latter finding 

also suggests that the English-Italian translation direction may be already well-supported 

in both specialized and emergency datasets, reducing the need for further fine-tuning. 

However, this assumption still needs further validation, as we did not assess baseline 

translation results through manual evaluation. 

 While results may seem promising at first glance, their interpretation must 

consider several important limitations. Firstly, our translation quality assurance (QA) 

workflow did not follow the one outlined by TICO-19 authors (Anastasopoulos et al., 

2020), mainly due to time constraints and limited allocation of resources. As already 

explained in 1.3.4., authors of the original TICO-19 benchmark encourage potential 

contributors to adopt the following plan: translation by expert translators or Language 

Service Providers (LSP), a first review by medical experts (if available for the target 

language), a second review for high priority data, refinement of translations until a 

satisfactory quality rating is achieved, and a thorough annotation and classification of 

errors (ibid.). On the other hand, the translation workflow applied to the two documents 

in this study was limited to the first two stages. Since no quality rating was performed on 

the translated segments used for this thesis, they may score below the 95% threshold set 

by the TICO-19 authors (ibid.). Consequently, reported scores might not objective about 

the performance of both systems. It is also important to note that the TICO-19 authors do 

not provide a detailed description of the quality ranking framework adopted before dataset 

release (ibid.). Even with optimal time and resource availability, replicating the full 

process for the dataset used in this study would have been challenging. 

 Secondly, the results presented in this thesis are significantly limited by small 
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sample size. Since each individual assessment has a greater impact on the final scores, 

overall evaluations may be further distorted, leading to overgeneralized conclusions. 

Similarly, a reduced sample size diminishes the impact of statistical significance tests. 

Although such tests are highly recommended to further examine system performance 

(Kocmi et al., 2021), their outcome would not be generalizable in such a case. For this 

reason, statistical inference testing was not conducted in the present thesis. Additionally, 

the dataset size also limits the number of examples that can be used as shots in prompting. 

Although inconsistencies found during the manual evaluation for LLaMa 3.2. 90B 

suggest otherwise, small datasets with a low degree of sample diversification could lead 

to model overfitting. This means that given model memorizes the training set, developing 

poor generalization capabilities as a consequence.  

 Thirdly, this thesis represents the first known use of the DA-src score for human 

assessment within the Department of Translation at the University of Bologna. Previous 

dissertations on NMT and AI have primarily relied on Likert scales for manual evaluation 

(Falsone, 2024; Mainardi, 2024; Marvulli, 2023). As a result, DA judgments in this study 

may be biased toward higher scores. 

 Fourthly, manual evaluation was not conducted on the baseline systems. While 

this additional analysis would have delivered a comprehensive answer to the second 

research question, time constraints prevented its implementation. 

 Lastly, a set of practical restrictions affects the process of domain adaptation with 

LLMs. The GroQ platform for model inference imposes token limits per minute and per 

day, depending on the queried model. As a result, completing adaptation with LLMs may 

become a lengthy process. Moreover, the platform deletes all user input data upon session 

closure. While this is a commendable privacy measure, it presents a limitation in terms of 

result retention and reproducibility, as there is no way to retrieve outputs once the session 

is ended by the user. We therefore advise ensuring results are stored elsewhere before 

closing the platform. It is also strongly recommended to keep the working session open 

for the entire duration of the experiment(s).   
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Conclusions 

This dissertation set out to explore the comparative performance of an adaptive Neural 

Machine Translation (NMT) system and a Large Language Model (LLM) within the 

domain of crisis translation. The study was motivated by recent advancements in artificial 

intelligence and their potential integration into multilingual crisis communication. While 

NMT systems have long been deployed for real-time translation in humanitarian 

emergencies, LLMs have emerged as an interesting alternative, offering context-aware 

translation through in-context learning. However, the extent to which these models can 

effectively replace (or complement) NMT systems in domain-specific scenarios remains 

an open question.  

To address this, the dissertation formulated the following hypothesis: “Domain-

adapted, LLM-driven translation can achieve equal or better translation results than an 

NMT system that has, in its turn, undergone a domain adaptation process.” This 

hypothesis was examined through two research questions: “Do LLMs deliver better 

results both before and after domain adaptation?”, and “Does domain adaptation yield 

such an impact on the output to be necessary for the future development of translation 

technologies in crisis scenarios?” The methodology adopted to test these questions 

involved evaluating ModernMT (a domain-adaptive NMT system) and LLaMa 3.2 90B 

(a domain-adapted LLM) on a set of specialized COVID-19 texts from the TICO-19 

benchmark. Given the absence of an Italian version of this dataset, an initial step in the 

research involved creating a high-quality human reference translation, ensuring an 

accurate basis for evaluation. The performance of both systems was assessed through a 

combination of automatic metrics (BLEU, COMET, chrF3) and manual evaluation 

through source-based Direct Assessment, providing a multi-faceted analysis of translation 

quality. 

Our findings indicate that the initial hypothesis could not hold: the domain-

adapted NMT system outperformed the LLM both before and after adaptation. However, 

the gap between the two systems was narrower than expected, particularly when 

considering COMET scores and manual assessment. This suggests that while adapted 

NMT could be the most effective solution for crisis translation, LLMs might still play a 

supporting role in certain applications. From a practical standpoint, this dissertation 

highlights several factors that must be considered when developing crisis translation 
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technologies. As illustrated in Chapter 2, both NMT engines and LLMs require extensive 

computational resources. Additionally, the ethical and environmental costs associated 

with training, particularly for LLMs, pose a significant challenge for their large-scale 

adoption in crisis management. However, the primary focus of language technology 

development should remain on what enables its success in the first place: high-quality, 

in-domain parallel language data. This involves either creating new language resources 

or curating existing ones, including parallel corpora, translation memories, and 

terminologies. As discussed in Chapter 1, the management and long-term storage of 

parallel datasets are essential to ensuring optimal performance of automated systems. 

Moreover, with the contemporary world facing a growing number of local and global 

crises, we emphasize once again that proactively creating and managing language 

resources can bolster crisis preparedness and provide a crucial advantage when a new 

emergency arises 

Building on this and the limitations posed by our corpus’ size, the most immediate 

development for this dissertation could involve expanding the experimental dataset on 

crisis-related content. Multiple solutions are available in this sense, like providing more 

translations from the TICO-19 benchmark, or leverage existing corpora through parallel 

sentence mining. Potential downstream impacts of this development are countless: better 

generalization on systems’ performance and learning capabilities, further evaluation with 

statistical inference testing and more insight on the impact of repeated fuzzy matches in 

instance-based adaptation, and a resource that can be leveraged to reach linguistic 

minorities in Italy by relying on Italian as a pivot language. Specifically, shall dataset 

expansion be achieved through additional translations of TICO-19 documents, we 

recommend, time and resources allowing, to carry out a thorough QA procedure before 

carrying out experiments on the material. Future analyses could also take advantage from 

integrating other NMT systems and, most importantly different LLMs, like the 

lightweight LLaMa 3.2 1B and 3B and/or the latest instance of LLaMa, the 3.3 version. 

On a geneal note, a possible evolution of the present dissertation may regard the metrics 

used for automated evaluation. Specifically, a recent study by Zouhar et al. (2024) has 

raised concerns about training bias, different software versions, and influences of 

translationese on scores displayed by the COMET framework. Also based on recent 

recommendations by Kocmi et al (2024a), future works could 1) use COMET-kiwi, a 
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reference free instance of COMET, as a main metric48 2) using a metric of a different 

type, preferably BLUERT49 (Sellam et al., 2020) 3) discard BLEU and chrF to evaluate 

unrelated systems. As for manual evaluation, future works could also consider keeping 

up the use of DA judgements or switching to DA-SQM (Kocmi et al., 2022) for more 

fine-grained analyses. 

All in all, these results contribute to the broader discussion on how AI-driven 

translation technologies can be integrated into multilingual crisis response strategies. 

While NMT continues to offer the most efficient and reliable solution for specialized 

translation, LLMs may serve as a complementary tool, particularly when domain 

adaptation is not feasible due to time or data constraints.  

  

 

48 or alternatively compute COMET via the SacreCOMET tool, available at: 

https://github.com/PinzhenChen/sacrecomet [Last accessed 25/02/2025] 
49 Documentation available at: https://github.com/google-research/bleurt?tab=readme-ov-file [Last access 

25/02/2025] 

https://github.com/PinzhenChen/sacrecomet
https://github.com/google-research/bleurt?tab=readme-ov-file
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