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Introduction

This master thesis deals with a geometric problem through the methods of Variational

Analysis: the central topic of it is the Birkhoff’s Theorem, an existence result for

geodesics. The statement of the theorem is the following:

“On any compact surface S in R3 which is C3-diffeomorphic to the unit sphere S2

there exists a non-constant closed geodesic.”

Geodesics are largely studied in the calculus of variation, since the concept itself of

geodesic curve is closely linked to a variational problem. Particularly, Birkhoff’s Theorem

is an application to geometry of the variational non-direct methods, useful to show the

existence of stationary points, given a functional satisfying certain hypotheses. In detail,

the method used to show the existence of the critical point in the proof of the theorem is

the so called Minimax principle, whose easiest version of the statement is the following:

“Let f be a C1 real-valued function defined on a Banach space B. Let A be a family

of subsets of B that is invariant with respect to any semi-flow η : [0,+∞)×B −→ B such

that:

1. η(0, x) = x,∀x ∈ B,

2. f(η(t, x)) is non-increasing in t, ∀x ∈ B.

Put

c := inf
A∈A

sup
x∈A

f(x).

If c ∈ R and f satisfies the Palais-Smale condition at level c, then there exists x0 ∈ B
such that f(x0) = c and dx0f = 0 (i.e. c is a critical value for f)”.

Thus, some topics we need from analysis are the differentiable calculus on an arbitrary

Banach space (in particular the Fréchet and Gâteaux differentials) and the important
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notion of Palais-Smale condition for a function f : we say that a function f ∈ C1(B,R)

satisfies the Palais-Smale condition at level c if any sequence {xn}n∈N ⊂ B such that

1. f(xn)
n→∞−→ c,

2. ∥dxnf∥B∗
n→∞−→ 0,

contains a strongly convergent subsequence. This is a compactness condition that yields

us to the Deformation lemma, on which the Minimax scheme is based. We will also see

a more general version of the Minimax principle for differentiable manifold modeled on

Banach spaces and endowed with a Finsler structure.

This latter is the variational part, that allows us to prove the existence of closed

geodesics, provided these are stationary points of some functional satisfying all the hy-

potheses of the Minimax principle.

However, before starting with the variational methods, the first chapter of the thesis

is more geometric and it is dedicated to the introduction of geodesics on Riemannian

manifolds. Indeed, in order to have a proper and general definition of geodesics, we need

to work on a differentiable manifold equipped with a Riemannian metric. Informally,

when one thinks at geodesics, generally one imagines a curve that minimizes the distance

between two nearby points (for example a geodesic in the euclidean plane is a straight

line, while a geodesic on a sphere is an arc of great circle). Here geodesics are defined as

curves with zero acceleration (then one can show that such curves are locally minimum

distance paths).

An important notion we need, towards geodesics, is the one of affine connection,

which is possible to give on a generic differentiable manifold. Then, provided we have

an affine connection ∇ on a differentiable manifold M and a curve γ : I −→M , we can

define a unique correspondence that associates to each vector field V along γ another

vector field ∇γ̇V along γ satisfying certain properties in some way similar to those of

the derivative operator defined on functions of one real variable. The vector field ∇γ̇V

is known as the covariant derivative of V. Working on a Riemannian manifold, it turns

out that there exists a “special” connection. Indeed, if we have a Riemannian manifold

M with metric ⟨ , ⟩, we can require that a connection is compatible with the metric ⟨ , ⟩
and that it is symmetric; the Levi-Civita Theorem, which is the fundamental theorem of
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Riemannian geometry, tells us: “If M is a Riemannian manifold, there exists a unique

affine connection ∇, called the Levi-Civita connection, which is either compatible with

the metric, either symmetric.”

Now, considering a Riemannian manifold M with its Levi-Civita connection ∇, we

can give a proper definition of geodesic: we say that a smooth curve γ : I −→ M is a

geodesic on M if ∇γ̇ γ̇(t) = 0 for all t ∈ I. From this we can see some consequences: it

turns out that geodesics have some important minimizing properties. Indeed, given a

piecewise smooth curve γ : [a, b] −→M on a Riemannian manifold, we can consider the

lenght functional defined as:

ℓ(γ) =

∫ b

a

∥γ̇(t)∥γ(t) dt =

∫ b

a

√
⟨γ̇(t), γ̇(t)⟩γ(t) dt.

Then a geodesic passing through two points P,Q ∈ M is locally a solution of the mini-

mizing problem:

min{ℓ(γ) | γ : [a, b] −→M, γ(a) = P, γ(b) = Q}.

We can see that, if t : [c, d] −→ [a, b] is a C1-diffeomorphism and γ̃(τ) := γ(t(τ)), then

ℓ(γ̃) = ℓ(γ), meaning that ℓ is invariant under reparametrization. Another functional

we will introduce is the energy functional : given a curve γ as before, it is defined by the

following integral:

E(γ) =
1

2

∫ b

a

∥γ̇(t)∥2γ(t) dt.

This second functional is not invariant under diffeomorphism, unlike the previous one;

however, it turns out that, if we choose a parametrization for which the velocity of the

curve has constant module, then we obtain the relation ℓ(γ) =
√

2(b− a)E(γ). Hence,

among these curves parameterized with constant velocity module, looking for a minimizer

of ℓ is equivalent to looking for a minimizer of E. Since the minimizer for E is unique

(due to the strict convexity of the functional), then it follows that the minimizer for ℓ

is unique (up to reparametrization of the curve). It is more convenient to work with E,

instead of ℓ, because E has certain properties of regularity that facilitate the proof of

the existence of critical points.

Finally, in the last chapter of this thesis, we will see that for a surface S the space

of closed curves on S with finite energy has a structure of Finsler manifold and we will



prove the Birkhoff’s Theorem; we can see here the most important steps in which the

proof is organized:

1. Definition of the energy on the space of closed curves u : S1 −→ S :

E(u) =
1

2

∫ 2π

0

∥u̇(t)∥2u(t) dt,

and definition of the space of closed curves with finite energy:

H1,2(S1;S) := {u : R −→ R3 : u|(0,2π) ∈ H1,2((0, 2π);R3),

u(t) = u(t+ 2π), u(t) ∈ S a.e.t ∈ R}.

2. Reduction of the problem to searching for critical points of E.

3. Proving that the functional E satisfies the Palais-smale condition.

4. Construction of a flow-invariant family F as in the statement of the Minimax

principle.

5. Proving that the minimax value for E, defined by

β = inf
p∈F

sup
u∈p

E(u),

is strictly positive (hence the closed geodesic corresponding to it is not constant).

This result by Birkhoff dates back to 1917 and, with a later extension to sphere of

arbitrary dimensions, mark the beginning of the calculus of variations in the large. Later,

in 1929 Lusternik-Schnirelmann will prove the existence of three geometrically distinct

closed geodesics free of self-intersections on the 2-dimensional sphere, with an arbitrary

Riemannian metric.
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Chapter 1

Geodesics on Riemannian manifolds

In this chapter, we will introduce the notion of geodesic curves. In order to do

that, we need to work with differentiable manifolds equipped with Riemannian metrics.

We will start with some basic definitions and propositions of Riemannian geometry,

including the notion of affine connection and the Levi-Civita Theorem, which is known

as the Fundamental Theorem of Riemannian geometry and immediately precedes the

definition of geodesic. Then we will define the exponential map (on a subset of the

tangent bundle of a differentiable manifold) and see important minimizing properties of

geodesics. Finally, besides the length functional, we will introduce the energy functional

E and give a characterization of geodesics curves as critical points of this functional.

1.1 Riemannian manifolds and curves

Definition 1.1. Given a differentiable manifold M , a Riemannian metric (or Rie-

mannian structure) on M is a correspondence which associates to each point p ∈
M an inner product ⟨ , ⟩p (symmetric, bilinear, positive-definite form) on the tangent

space of M at p TpM such that p 7−→ ⟨ , ⟩p is differentiable in the following sense: if

x : U ⊂ Rn −→ M is a system of coordinates around p, with x(x1, . . . , xn) = q ∈ x(U)

and ∂
∂xi (q) := dxq(0, . . . , 1︸︷︷︸

i−th

, . . . , 0), then ⟨ ∂
∂xi (q),

∂
∂xj (q)⟩q = gij(x

1, . . . , xn) is a differ-

entiable function on U . The function gij(= gji) is called the local representation of the

Riemannian metric in the coordinate system x : U ⊂ Rn −→M .

1



2 1. Geodesics on Riemannian manifolds

Remark 1.2. The previous definition does not depend on the choice of the coordinate

system.

Notation 1.3. When we work with a system of coordinates x : U ⊂ Rn −→ M , we

denote by (x1, . . . , xn) the local coordinates for x(U) (variables on U) and we define
∂
∂xi (q) := dxq(0, . . . , 1︸︷︷︸

i−th

, . . . , 0) for q ∈ x(U) as in Definition 1.1.

Definition 1.4. A Riemannian manifold is a differentiable manifold with a Rieman-

nian metric defined on it.

Example 1.5. The most trivial example of a Riemannian manifold is M = Rn with ⟨ , ⟩p
standard scalar product for all p ∈ Rn.

Notation 1.6. If M is a Riemannian manifold, p ∈ M and v ∈ TpM , we denote the

norm of v by ∥v∥p :=
√

⟨v, v⟩p.

Definition 1.7. If M and N are two Riemannian manifolds and f : M −→ N is a

diffeomorphism, then we say that f is an isometry if the following condition is satisfied:

⟨u, v⟩p = ⟨dfp(u), dfp(v)⟩f(p), ∀p ∈M,∀u, v ∈ TpM,

where dfp : TpM −→ Tf(p)N is the differential map of f at p. If f : M −→ N is a

differentiable map, we say that it is a local isometry at p ∈ M if there exists an open

neighborhood U ⊂M of p such that f : U −→ f(U) is an isometry.

Now, we are interested in curves: we will focus on vector fields along curves, partic-

ularly the velocity field of a curve.

Definition 1.8. A vector field X on a differentiable manifold M is a correspondence

X : M −→ TM such that X(p) ∈ TpM for any p ∈ M . The field is said to be

differentiable if the corresponding mapping is differentiable. If x : U ⊂ Rn −→ M is a

system of coordinates around p ∈M , then we can write

X(p) =
n∑

i=1

ai(x−1(p))
∂

∂xi
(p), (1.1)

where ai : U −→ R.
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Remark 1.9. Another way to express the differentiability of the Riemannian metric is

to require that V ∋ p 7−→ ⟨X(p), Y (p)⟩p is a differentiable mapping for any open neigh-

borhood V of M and for any couple of vector fields X and Y that are differentiable on

V .

Remark 1.10. If D is the set of all smooth functions on M and F is the set of all functions

on M , by (1.1), we can think at a vector field X as a mapping X : D −→ F given by

Xf(p) :=
n∑

i=1

ai(x−1(p))
∂(f ◦ x)

∂xi
(x−1(p)), ∀f ∈ D.

Hence, we can interpret vector fields as differential operators.

Lemma 1.11. Let X, Y be differentiable vector fields on a differentiable manifold M .

Then there exists a unique vector field Z on M such that Zf = (XY − Y X)f for any

f ∈ D. Z is usually denoted by [X, Y ] and it is called the commutator (or bracket) of X

and Y .

For a proof of the previous lemma see Lemma 5.2 on Chapter 0 of [2].

Definition 1.12. Let M be a differentiable manifold; a vector field V along a curve

c : I −→ M is a smooth mapping V : I −→ TM such that V (t) ∈ Tc(t)M for any t ∈ I.

If x : U ⊂ Rn −→M is a system of coordinates around c(t), then we can write

V (t) =
n∑

i=1

ai
(
x−1(c(t))

) ∂

∂xi
(c(t)),

where ai : U −→ R are smooth functions. As before, we can interpret V as a differential

operator:

V f(c(t)) :=
n∑

i=1

ai
(
x−1(c(t))

) ∂(f ◦ x)

∂xi
(
x−1(c(t))

)
,

where f is a smooth function on M .

Remark 1.13. If V is a vector field along a curve c : I −→M , then the map t 7−→ V f(c(t))

is smooth on I for any f ∈ D.

The following one is the vector field we will work with from now on.
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Definition 1.14. Let c : I −→ M be a smooth curve in a differentiable manifold. For

t0 ∈ I we can consider the differential map dct0 : Tt0I −→ Tc(t0)M . The velocity field of

c at t0 is defined by ċ(t0) := dct0(
d
dt

(t0)) and it acts on any smooth function f on M in

the following way:

ċf(c(t)) =
d(f ◦ c)

dt
(t).

Sometimes we may use the notation dc
dt

(t) for the velocity field of c (it is a more prac-

tical notation especially when the curve c is given by the composition of a curve and a

mapping).

Remark 1.15. If X is a vector field on a differentiable manifold M , f : M −→ R is a

smooth function and p ∈M , then

Xf(p) =
d

dt
(f ◦ γ(t))

∣∣∣∣
t=0

,

where γ : (−ε, ε) −→ M is an arbitrary smooth curve such that γ(0) = p and γ̇(0) =

X(p).

The advantage of having a Riemannian structure is that we can measure the “length”

of a segment of a curve.

Definition 1.16. A segment is the restriction of a curve c : I −→M to a closed interval

[a, b] ⊂ I. If M has a Riemannian structure and c is smooth, then we can define the

length of the segment by:

ℓba(c) :=

∫ b

a

∥ċ(t)∥c(t) dt =

∫ b

a

⟨ċ(t), ċ(t)⟩1/2c(t) dt.

Sometimes we will omit the two endpoints of the interval of definition of the segment (or

curve), writing just ℓ(c) in place of ℓba(c).

Remark 1.17. Let M be a Riemannian manifold and γ : [a, b] −→ M a segment of a

smooth curve. Consider a reparametrization of γ given by γ̃ : [c, d] −→M (i.e γ̃ = γ ◦φ,

where φ : [c, d] −→ [a, b] is a C1-diffeomorphism). Then ℓba(γ) = ℓdc(γ̃).

Definition 1.18. c : [a, b] −→ M is an admissible curve if it is a continuous mapping

and there exists a partition {a = t0 < t1 < . . . < tn−1 < tn = b} of [a, b] such that

c|[tk−1,tk] is smooth for any k = 1, . . . , n.
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If M has a Riemannian structure, then we can define the length of c:

ℓba(c) :=
n∑

k=1

ℓtktk−1
(c|[tk−1,tk]) =

n∑
k=1

∫ tk

tk−1

⟨ċ(t), ċ(t)⟩1/2c(t) dt.

We say that c joins the points c(a) and c(b).

Definition 1.19. We say that c : [a, b] −→M is a unit speed admissible curve if it is an

admissible curve and ∥ċ(t)∥c(t) = 1 for all t where ċ(t) exists.

Remark 1.20. Any admissible curve admits a unit speed parametrization.

We also have “piecewise smooth” vector fields along curves.

Definition 1.21. Let M be a differentiable manifold, c : [a, b] −→ M an admissible

curve and V : [a, b] −→ TM a continuous mapping such that V (t) ∈ Tc(t)M for any

t ∈ [a, b]. We say that V is a piecewise smooth vector field along c if there exists a finite

subdivision {a = ã0 < . . . < ãm = b} such that V |[ãk−1,ãk] is smooth for any k = 1, . . . ,m.

Remark 1.22. If M is a connected differentiable manifold, then for any couple of points

p and q there exists at least one admissible curve joining p and q.

Definition 1.23. If M is a connected Riemannian manifold and p, q is a couple of points

in M , then we can define the distance between p and q by

d(p, q) := inf{ℓ(c) : c is an admissible curve joining p and q}.

By the previous remark, d(p, q) ∈ R for any couple of points p and q.

Proposition 1.24. The quantity d introduced in the previous definition is actually a

distance and (M,d) is a metric space. Moreover, any Riemannian metric on M defines

a distance that induces on M the same topology as the manifold topology.

For a proof of Proposition 1.24 see Lemma 6.2 on Chapter 6 of [6].

1.2 Affine and Riemannian connections

We denote by X (M) the set of all smooth vector fields on M and by D(M) the ring

of all smooth real-valued functions defined on M .
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Definition 1.25. An affine connection ∇ on a differentiable manifold M is a map

∇ : X (M) ×X (M) −→ X (M)

(X, Y ) 7−→ ∇XY

such that:

1. ∇fX+gYZ = f∇XZ + g∇YZ,

2. ∇X(Y + Z) = ∇XY + ∇XZ,

3. ∇X(fY ) = f∇XY +X(f)Y ,

for all X, Y, Z ∈ X (M) and f, g ∈ D(M).

Proposition 1.26. Let M be a differentiable manifold with an affine connection ∇.

Given a smooth curve c : I −→ M , there exists a unique correspondence that associates

to each vector field V along c another vector field DtV along c such that:

1. Dt(V +W ) = DtV +DtW for any vector fields V,W along c;

2. Dt(fV ) = df
dt
V + fDtV for any vector field V along c and for any smooth function

f on I;

3. if V is induced by a vector field Y ∈ X (M) (i.e. V (t) = Y (c(t))), then

DtV = ∇ċY,

where ∇ċY (t) := ∇XY (c(t)), with X ∈ X (M) such that X(c(t)) = ċ(t).

Remark 1.27. We need to check that, if X, X̃, Y ∈ X (M), p ∈ M and X(p) = X̃(p),

then ∇XY (p) = ∇X̃Y (p) (from this the term ∇ċY in 3 is meaningful).

Indeed, let x : U ⊂ Rn −→M be a system of coordinates about p and set Xi := ∂
∂xi .

Then we can write

X =
∑
i

(ai ◦ x−1)Xi, X̃ =
∑
i

(ãi ◦ x−1)Xi, Y =
∑
j

(bj ◦ x−1)Xj,
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where ai, ãi, bj : U −→ R are smooth functions. We have

∇XY =
∑
i

(ai ◦ x−1)∇Xi

(∑
j

(bj ◦ x−1)Xj

)
=

=
∑
i,j

(ai ◦ x−1)(bj ◦ x−1)∇Xi
Xj +

∑
i,j

(ai ◦ x−1)Xi(b
j ◦ x−1)Xj

Setting ∇Xi
Xj =

∑
k Γk

ijXk, then Γk
ij are smooth function on U and

∇XY =
∑
k

(∑
i,j

(ai ◦ x−1)(bj ◦ x−1)Γk
ij +X(bk ◦ x−1)

)
Xk.

Similarly

∇X̃Y =
∑
k

(∑
i,j

(ãi ◦ x−1)(bj ◦ x−1)Γk
ij + X̃(bk ◦ x−1)

)
Xk.

SinceX(p) = X̃(p), then (ai◦x−1)(p) = (ãi◦x−1)(p) andX(bk◦x−1)(p) = X̃(bk◦x−1)(p).1

Thus, ∇XY (p) = ∇X̃Y (p).

Proof. Let us assume there exists a correspondence that associates to each vector field

V along a curve c : I −→ M another vector field DtV along the same curve satisfying

1, 2 and 3. Let x : U ⊂ Rn −→ M be a parametrization such that c(I) ∩ x(U) ̸= ∅, let

(c1(t), . . . , cn(t)) be the local expression of c(t), t ∈ I, and set Xi := ∂
∂xi . Hence, we can

express locally

V =
∑
j

vjXj, , j = 1, . . . , n,

where vj = vj(t) and Xj = Xj(c(t)). By 1 and 2, we have

DtV (t) =
∑
j

dvj(t)

dt
Xj(c(t)) +

∑
j

vj(t)Dt(Xj ◦ c)(t).

Let X ∈ X (M), locally X =
∑

i(a
i ◦ x−1)Xi, such that X(c(t)) = ċ(t); by 3, we have

Dt(Xj ◦ c)(t) = ∇ċXj(t) = ∇XXj(c(t)) =
∑
i

dci(t)

dt
∇Xi

Xj(c(t)), j = 1, . . . , n.

1X(bk ◦ x−1)(p) =
∑

i(a
i ◦ x−1)(p)∂b

k

∂xi (x
−1(p)) =

∑
i(ã

i ◦ x−1)(p)∂b
k

∂xi (x
−1(p)) = X̃(bk ◦ x−1)(p).
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All together,

DtV =
∑
j

dvj

dt
Xj +

∑
i,j

dci

dt
vj∇Xi

Xj, (1.2)

therefore we have the uniqueness.

To show the existence, we define DtV in x(U) as in (1.2); then it is quite obvious it

satisfies the desired properties. If y(W ) is another coordinate neighbourhood such that

x(U)∩y(W ) ̸= ∅ and we define DtV in y(W ) as for x(U), then the two definitions have

to agree in x(U)∩y(W ) by the uniqueness of DtV in x(U); therefore we can extend the

definition of DtV all over M .

Γk
ij in the proof of the previous theorem are the so called Christoffel’s symbols. Since

we will use them several times, we fix the following notation.

Notation 1.28. Let M be a differentiable manifold with an affine connection ∇. When

we work in a system of coordinates x : U ⊂ Rn −→ M , if Xi := ∂
∂xi , we denote by Γk

ij

the smooth functions on U such that

∇Xi
Xj =

∑
k

Γk
ijXk.

Definition 1.29. If M is a differentiable manifold with an affine connection ∇, c is a

smooth curve in M and V is a vector field along c, then the vector field ∇ċV = DtV ,

introduced in the Proposition 1.26, is called the covariant derivative of V along c.

We can give a notion of parallelism.

Definition 1.30. Let M be a differentiable manifold equipped with an affine connection

∇ and c : I −→ M a smooth curve in M . If V is a vector field along c, then V is said

to be parallel if ∇ċV (t) = 0 for any t ∈ I.

From now on, since we will have several sums, we will use the Einstein summation

convention.

Proposition 1.31. Let M be a differentiable manifold with an affine connection ∇,

c : I −→ M a smooth curve in M , t0 ∈ I and V0 ∈ Tc(t0)M . Then there exists a unique

parallel vector field V along c such that V (t0) = V0; this vector field V is called the

parallel transport of V (t0) along c.
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Proof. We first assume that c(I) is contained in a coordinate neighborhood x(U), where

x : U ⊂ Rn −→ M is a system of coordinates. Let (c1(t), . . . , cn(t)) be the local

expression for c(t) and let V0 =
∑

j v0
jXj(c(t0)), where Xj := ∂

∂xj . We assume that there

exists a vector field V along c which is parallel and such that V (t0) = V0. We have that

V =
∑

j v
jXj (where vj = vj(t) and Xj = Xj(c(t))) satisfies

0 = ∇ċV =
dvj

dt
Xj +

dci

dt
vj∇Xi

Xj =
dvj

dt
Xj +

dci

dt
vjΓk

ijXk.

Replacing j with k in the first sum, we obtain

∇ċV =
∑
k

(
dvk

dt
+

dci

dt
vjΓk

ij

)
Xk = 0.

If we consider the following system of n differential first-order equations in vk

0 =
dvk

dt
+

dci

dt
vjΓk

ij, k = 1, . . . , n, (1.3)

with an initial condition vk(t0) = v0
k for any k = 1, . . . , n, then it has a unique solution.

Hence, V exists, it is unique and it is defined for all t ∈ I, since the system is linear.

Finally, if c(I) is not contained in a local coordinate neighborhood, by compactness,

for any t1 ∈ I, the segment c([t0, t1]) ⊂M can be covered by a finite number of coordinate

neighborhoods, in each of which V exists and it is unique, as we have seen before. By

the uniqueness, the definitions have to coincide when the intersections are not empty

and we can define V along all of [t0, t1] (therefore we can extend V along all over I).

Definition 1.32. Let M be a Riemannian manifold with the metric ⟨ , ⟩. An affine

connection is said to be compatible with the metric ⟨ , ⟩ if ⟨P (·), P ′(·)⟩c(·) is constant for

any smooth curve c in M and for any pair of parallel vector fields P and P ′ along c.

We have the following characterization.

Proposition 1.33. Let M be a Riemannian manifold. A connection ∇ on M is com-

patible with the metric if and only if

d

dt
⟨V (t),W (t)⟩c(t) = ⟨∇ċV (t),W (t)⟩c(t) + ⟨V (t),∇ċW (t)⟩c(t) , (1.4)

for any smooth curve c : I −→M and for any vector fields V and W along c.
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Proof. It is obvious that if (1.4) holds, then ∇ is compatible with the metric ⟨ , ⟩.
Let us prove the converse. Let us fix t0 ∈ I and let {P1(t0), . . . , Pn(t0)} be an or-

thonormal basis for Tc(t0)M . By Proposition 1.31, we can extend each element Pi(t0)

to a parallel vector field Pi along c. Since ∇ is compatible with the metric, then

{P1(t), . . . , Pn(t)} is an orthonormal basis for Tc(t)M for any t ∈ I. If V and W are

vector fields along c, then we can write

V = viPi, W = wiPi,

where vi, wi are smooth functions on I. Since ∇ċPi = 0, we have

∇ċV =
dvi

dt
Pi, ∇ċW =

dwi

dt
Pi.

Therefore

⟨∇ċV (t),W (t)⟩c(t) + ⟨V (t),∇ċW (t)⟩c(t) =

n∑
i=1

(
dvi(t)

dt
wi(t) + vi(t)

dwi(t)

dt

)
=

d

dt

(
n∑

i=1

vi(t)wi(t)

)
=

d

dt
⟨V (t),W (t)⟩c(t) ,

which is exactly (1.4).

An immediate consequence is the following corollary.

Corollary 1.34. A connection ∇ on a Riemannian manifold M is compatible with the

metric if and only if

X⟨Y, Z⟩ = ⟨∇XY, Z⟩ + ⟨Y,∇XZ⟩, X, Y, Z ∈ X (M), (1.5)

meaning that

X ⟨Y (·), Z(·)⟩(·) (p) = ⟨∇XY (p), Z(p)⟩p + ⟨Y (p),∇XZ(p)⟩p

for all X, Y, Z ∈ X (M) and p ∈M .

Proof. Suppose that ∇ is compatible with the metric. Let p ∈ M and c be a smooth

curve such that c(0) = p and ċ(0) = X(p). Then

X ⟨Y (·), Z(·)⟩(·) (p) =
d

dt
⟨Y (c(t)), Z(c(t))⟩c(t)

∣∣∣∣
t=0

=

= ⟨∇ċ(Y ◦ c)(0), Z(p)⟩p + ⟨Y (p),∇ċ(Z ◦ c)(0)⟩p =

⟨∇XY (p), Z(p)⟩p + ⟨Y (p),∇XZ(p)⟩p .
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The converse is quite obvious: if c : I −→ M is a smooth curve and V,W are vector

fields along c, then ċ acts on ⟨V (·),W (·)⟩c(·) by ċ ⟨V (·),W (·)⟩c(·) (t) = d
dt
⟨V (t),W (t)⟩c(t),

which is the left hand side of (1.4) and, using the hypothesis, it coincides with the right

hand side of (1.4).

Definition 1.35. An affine connection ∇ on a differentiable manifold M is said to be

symmetric if

∇XY −∇YX = [X, Y ], ∀X, Y ∈ X (M). (1.6)

Remark 1.36. In a coordinate system x : U ⊂ Rn −→M , if Xi := ∂
∂xi , then the fact that

∇ is symmetric implies that

∇Xi
Xj −∇Xj

Xi = [Xi, Xj] = 0, for all i, j = 1, . . . , n, (1.7)

which justifies the terminology. We note that (1.7) is equivalent to the fact that Γk
ij = Γk

ji

for all i, j, k = 1, . . . , n.

Now, we can state and prove the Fundamental Theorem of Riemannian geometry.

Theorem 1.37 (Levi-Civita). Given a Riemannian manifold M , there exists a unique

affine connection ∇ on M such that it is either symmetric either compatible with the

Riemannian metric.

Proof. We assume that such ∇ exists and we show that it is the unique connection

satisfying both properties. Since ∇ is compatible with the metric, by Corollary 1.34, we

have

X⟨Y, Z⟩ = ⟨∇XY, Z⟩ + ⟨Y,∇XZ⟩, (1.8)

Y ⟨Z,X⟩ = ⟨∇YZ,X⟩ + ⟨Z,∇YX⟩, (1.9)

Z⟨X, Y ⟩ = ⟨∇ZX, Y ⟩ + ⟨X,∇ZY ⟩, (1.10)

for any X, Y, Z ∈ X (M).

If we add (1.8) and (1.9) and subract (1.10), using the fact that ∇ is symmetric, we

get

X⟨Y, Z⟩ + Y ⟨Z,X⟩ − Z⟨X, Y ⟩ =

= ⟨[X,Z], Y ⟩ + ⟨[Y, Z], X⟩ + ⟨[X, Y ], Z⟩ + 2 ⟨Z,∇YX⟩ .
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From this we obtain

⟨Z,∇YX⟩ =
1

2

{
X⟨Y, Z⟩ + Y ⟨Z,X⟩ − Z⟨X, Y ⟩+

− ⟨[X,Z], Y ⟩ − ⟨[Y, Z], X⟩ − ⟨[X, Y ], Z⟩
}
. (1.11)

The expression (1.11) shows that ∇ is uniquely determined by the metric. Hence, pro-

vided we have the existence, we have the uniqueness.

To show the existence, we define ∇ as in (1.11). Then with an easy computation we

can see that

X⟨Y, Z⟩ = ⟨∇XY, Z⟩ + ⟨Y,∇XZ⟩, ∀X, Y, Z ∈ X (M),

whence the connection is compatible with the metric by Corollary 1.34, and

⟨∇XY, Z⟩ − ⟨∇YX,Z⟩ = ⟨[X, Y ], Z⟩ , ∀X, Y, Z ∈ X (M),

whence the connection is symmetric.

Definition 1.38. If M is a Riemannian manifold, the connection ∇ whose existence and

uniqueness is guaranteed by the Theorem 1.37 is called the Levi-Civita connection (or

the Riemannian connection) of M .

We can see an important example.

Remark 1.39. If S is a regular orientable surface in R3 and N : S −→ R3 is a differentiable

unit-normal vector field on S (i.e N(p)⊥TPS, ∥N(p)∥ = 1 for any P ∈ S), then its Levi-

Civita connection is given by

∇XY (p) := Y ′
X(p)(p) −

〈
Y ′
X(p)(p), N(p)

〉
N(p), ∀X, Y ∈ X (S),∀p ∈ S,

where Y ′
X(p)(p) = d

dt
(Y ◦ γ(t))

∣∣
t=0

, for a curve γ : (−ε, ε) −→ S such that γ(0) = p

and γ̇(0) = X(p) (Y ′
X(p)(p) does not depend on the choice of the curve γ satisfying these

properties).

1.3 Introduction to geodesics

In this section and in the following ones of this chapter, M will be a n-dimensional

Riemannian manifold together with its Levi-Civita connection ∇.
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Definition 1.40. Let γ : I −→M be a smooth curve in M . We say that γ is a geodesic

if ∇γ̇ γ̇ (t) = 0 for all t ∈ I. If [a, b] ⊂ I and γ : I −→M is a geodesic, then the restriction

of γ to [a, b] is called a geodesic segment joining γ(a) to γ(b). Sometimes, with an abuse

of language, if a curve γ : I −→ M is a geodesic, we refer also to the imagine γ(I) as a

geodesic.

Remark 1.41. Let γ : I −→M be a geodesic. Then

d

dt
⟨γ̇(t), γ̇(t)⟩γ(t) = 2 ⟨∇γ̇ γ̇(t), γ̇(t)⟩γ(t) = 0,

meaning that the module of the tangent vector γ̇ is constant. From now on, we will only

consider geodesics γ such that ∥γ̇(t)∥γ(t) = c ̸= 0, i.e. geodesics which do not reduce to

points.

Definition 1.42. If γ : I −→M is a smooth curve in M , the arc length s of γ starting

from a fixed t0 ∈ I (i.e. s(t0) = 0) is

s(t) =

∫ t

t0

∥γ̇(τ)∥γ(τ) dτ.

Remark 1.43. If γ : I −→ M is a geodesic and ∥γ̇(t)∥γ(t) = c, then s(t) = c(t − t0).

Therefore the parameter of γ is proportional to arc length and we say that γ is normalized

if c = 1.

Now, we want to determine the local equation satisfied by a geodesic γ.

Proposition 1.44. Let γ : I −→M be a smooth curve in M, t0 ∈ I and consider x : U ⊂
Rn −→ M , a system of coordinates about the point γ(t0). Let γ(t) = (γ1(t), . . . , γn(t))

be the local expression of γ in U . Then γ is a geodesic in U if and only if

0 = γ̈k + Γk
ij γ̇

iγ̇j, ∀k = 1, . . . , n. (1.12)

Proof. Let Xi := ∂
∂xi . We have

γ̇ = γ̇kXk,

where Xk = Xk(γ(t)), and

∇γ̇ γ̇ = γ̈kXk + γ̇j∇γ̇Xj = γ̈kXk + γ̇j γ̇i∇Xi
Xj =

∑
k

(γ̈k + Γk
ij γ̇

iγ̇j)Xk.

Hence, γ is a geodesic in U if and only if the system (1.12) holds.
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Remark 1.45. If γ : I −→ M is a smooth curve in M , then we can consider the curve

t 7−→ (γ(t), γ̇(t)) in the tangent bundle TM . Hence, if x : U ⊂ Rn −→ M is a system

of coordinates and γ(t) = (γ1(t), . . . , γn(t)) is the local expression of γ in U , we have

that γ is a geodesic in U if and only if the curve t 7−→
(
γ1(t), . . . , γn(t), γ̇1(t), . . . , γ̇n(t))

satisfies the system γ̇k = ηk

η̇k = −Γk
ijη

iηj k = 1, . . . , n.
(1.13)

Therefore the second order system (1.12) on U and the first order system (1.13) on TU

are equivalent.

The following one is an important result of existence and uniqueness.

Theorem 1.46 (Existence and Uniqueness of Geodesics). Let p ∈ M , v ∈ TpM

and t0 ∈ R. Then there exist an open interval I ⊂ R containing t0 and a unique geodesic

γ : I −→ M satisfying γ(t0) = p and γ̇(t0) = v. Furthermore, if γ is a geodesic defined

on an open interval I containing t0 and γ̃ is a geodesic defined on another open interval

J containing t0, both satisfying the initial conditions, then γ = γ̃ on I ∩ J .

Proof. Let p ∈ M , v ∈ TpM , t0 ∈ R and let x : U ⊂ Rn −→ M be a system of

coordinates at p. We can consider the Cauchy problem given by

γ̇k = ηk,

η̇k = −Γk
ijη

iηj, k = 1, . . . , n,

(γ1(t0), . . . , γ
n(t0)) = x−1(p),

(η1(t0), . . . , η
n(t0)) = (dxp)

−1(v).

Applying the existence and uniqueness theorem for first-order ODEs, we conclude that

there exist an ε > 0 and a unique solution θ : (t0 − ε, t0 + ε) −→ U × Rn, let us denote

it by θ(t) = (γ1(t), . . . , γn(t), η1(t), . . . , ηn(t)), that is solution of our Cauchy problem.

Therefore (t0−ε, t0+ε) ∋ t 7−→ x(γ1(t), . . . , γn(t)) ∈ x(U) is the unique geodesic defined

on this interval and satisfying the initial conditions.

Finally, let γ : I −→ M and γ̃ : J −→ M be two geodesics defined on two open

intervals containing t0 and satisfying γ(t0) = γ̃(t0), γ̇(t0) = ˙̃γ(t0). We have that γ = γ̃
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in an open neighbourhood of t0. Defining β := sup{b ∈ I ∩ J : γ = γ̃ in [t0, b]}, it has

to be that β = sup I ∩ J . Indeed, if β < sup I ∩ J , then β ∈ I ∩ J and, by continuity,

γ(β) = γ̃(β), γ̇(β) = ˙̃γ(β). Hence, applying the local existence and uniqueness result

in a neighbourhood of β, we conclude that γ = γ̃ in an interval that is larger than

[t0, β]; this is in contradiction with the definition of β. Similarly, we can show that

inf{a ∈ I ∩ J : γ = γ̃ in [a, t0]} = inf I ∩ J . Therefore γ = γ̃ in I ∩ J .

Corollary 1.47. Let p ∈ M and v ∈ TpM . Then there exist a unique open interval I

containing 0 and a unique geodesic γ : I −→ M such that γ(0) = p, γ̇(0) = v and that

is maximal (it can’t be extended to a larger interval containing 0).

Proof. Let (Ij)j∈J be the set of all open intervals containing 0 where geodesics satisfying

the initial conditions are defined. For all j, let γ(j) be the geodesic defined on Ij; by

the previous theorem, we have that γ(j) = γ(k) in Ij ∩ Ik. Let I := ∪j∈JIj and define

γ : I −→ M by γ(t) := γ(j)(t) if t ∈ Ij. Then γ is well-defined and it is the geodesic we

are looking for.

Definition 1.48. For any p ∈M and v ∈ TpM we denote by γv the geodesic of Corollary

1.47 and we refer to it as the (maximal) geodesic with initial point p and initial velocity

v.

The following result will be useful in the next section.

Lemma 1.49 (Rescaling lemma). Let p ∈M and v ∈ TpM . Then

γcv(t) = γv(ct),

for all c, t ∈ R such that both sides are defined.

Proof. If c = 0, then the proof is trivial. Indeed, γv(0) = p by definition of γv and, since

γ̇0(0) = 0 and ∥γ̇0(t)∥γ0(t) is constant (because γ0 is a geodesic), we have that γ̇0(t) = 0

for all t, from which γ0(t) = p for all t.

So we can assume c ̸= 0. Let I ⊂ R be the interval of definition of the geodesic γv. We

define the curve γ̃v(t) := γv(ct) on the interval Ic := {t ∈ R : ct ∈ I}. We want to show

that γ̃v is a geodesic such that γ̃v(0) = p and ˙̃γv(0) = cv. It is immediate that γ̃v(0) = p.
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Let x : U ⊂ Rn −→M be a system of coordinates at p and let γv(t) = (γ1(t), . . . , γn(t))

and γ̃v(t) = (γ̃1(t), . . . , γ̃n(t)) = (γ1(ct), . . . , γn(ct)) be the local expression of γv and

γ̃v respectively. By the chain rule, d
dt

(γi(ct)) = cdγ
i

dt
(ct), whence ˙̃γv(0) = cv. Setting

Xk := ∂
∂xk , we have, as in the computation of Proposition 1.44,

∇ ˙̃γv

˙̃γv(t) =
∑
k

(
¨̃γk(t) + Γk

ij(γ̃v(t)) ˙̃γi(t) ˙̃γj(t)
)
Xk(γ̃v(t)) =

=
∑
k

(
c2γ̈k(ct) + c2γ̇i(ct)γ̇j(ct)Γk

ij(γv(ct))
)
Xk(γv(ct)) = c2∇γ̇v γ̇v(ct) = 0.

Thus, γ̃v is a geodesic. γ̃v is a maximal 2 geodesic such that γ̃v(0) = p and ˙̃γv(0) = cv,

whence γ̃ = γcv.

Before studying minimizing properties of geodesics, we aim to give a geometric in-

terpretation of geodesics on a surface in R3. We first recall the following fact from

differential geometry of surfaces.

Remark 1.50. Let S be a regular orientable surface in R3 and γ : (a, b) −→ S a smooth

curve on S, parameterized by arc length. If t⃗(s) is the tangent unit vector to γ at the

point γ(s) and N is a unit-normal vector field on S, then {t⃗(s), N(γ(s)), t⃗(s)∧N(γ(s))}
is an orthonormal basis for R3 and γ̈(s) ∈ span{N(γ(s)), t⃗(s) ∧N(γ(s))} for any s. If k

is the curvature of γ (i.e. k(s) = ∥γ̈(s)∥), then there exist two functions kn : (a, b) −→ R
and kg : (a, b) −→ R such that γ̈(s) = kn(s)N(γ(s)) + kg(s)

(
t⃗(s)∧N(γ(s))

)
and k(s)2 =

k2N(s) + k2g(s) for any s.

We can characterize geodesics on a surface as curves with acceleration orthogonal to

the surface itself at any point.

Lemma 1.51. Let σ : U −→ R3 be a parametrization of a regular orientable surface S

and let γ : (a, b) −→ σ(U) be a smooth curve parameterized by arc length. Then γ is a

geodesic if and only if γ̈(t)⊥Tγ(t)S for any t.

Proof. γ is a geodesic if and only if 0 = ∇γ̇ γ̇(t) = γ̈(t)−⟨γ̈(t), N(γ(t))⟩N(γ(t)) for any t.

Therefore γ is a geodesic if and only if γ̈(t) is parallel to N(γ(t)) for any t, equivalently

γ̈(t)⊥Tγ(t)S for any t (i.e. kg(t) = 0 for any t ∈ (a, b)).

2The maximality of γ̃v follows immediately from the maximality of γv
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1.4 The exponential map

In this section, we introduce the exponential map on a subset of TM .

Definition 1.52. Let

E := {(p, v) ∈ TM : γv is defined on an open interval containing [0, 1]}.

We define the exponential map exp : E −→M by

exp(p, v) := γv(1).

For all p ∈M , we denote by expp the restriction of exp to Ep := E ∩ TpM :

expp(v) := exp(p, v), ∀v ∈ Ep.

We recall some general results about vector fields, before studying the properties of

the exponential map.

Definition 1.53. Let X be a differentiable vector field on a differentiable manifold M .

We say that I ∋ t 7−→ γ(t) ∈M is an integral curve of X if γ̇(t) = X(γ(t)) for all t.

Proposition 1.54. Let X be a C∞ vector field on a differentiable manifold M and let

p ∈ M . Then there exists a unique interval I(p) = [α(p), β(p)] containing t = 0 and

having the following properties:

1. 1 there exists a C∞ integral curve of X, I(p) ∋ t 7−→ θp(t) =: θ(t, p), such that

θ(0, p) = p;

2. given any other integral curve G(t) with G(0) = p, then the domain of G is con-

tained in I(p) and G(t) = θ(t, p) on the domain of G.

We say that θp is the maximal integral curve of X starting at p.

For a proof of Proposition 1.54 see Theorem IV.4.3 of [1].

Proposition 1.55. For any C∞-vector field X the domain of θ(t, p) is open in R×M

and θ is a C∞ map onto M .
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For a proof of Proposition 1.55 see Theorem IV.4.5 of [1].

Proposition 1.56 (Properties of the exponential map). The map exp : E −→ M

satisfies the following properties:

1. E is an open subset of TM containing the zero section M × {0} and each set Ep is

star-shaped with respect to 03.

2. For each (p, v) ∈ TM the geodesic γv is given by

γv(t) = expp(tv),

for all t such that both sides are defined.

3. The exponential map is smooth.

Proof. For each (p, v) ∈ TM , by definition, expp(tv) = γtv(1) and, applying Lemma 1.49,

we conclude expp(tv) = γtv(1) = γv(t), whenever either side is defined. Therefore 2 is

proved. Furthermore, if v ∈ Ep and t ∈ [0, 1], again by Lemma 1.49,

expp(tv) = γtv(1) = γv(t)

is defined. Thus, tv ∈ Ep and this shows that Ep is star-shaped with respect to 0.

Given a system of coordinates for M , x : U ⊂ Rn −→ M , we also have a system

of coordinates for TM , dx : TU ∼= U × Rn −→ TM , where dx(x, ξ) = (x(x), dxx(ξ)).

Let (x1, . . . , xn, ξ1, . . . , ξn) be the local coordinates for π−1(x(U)) = dx(TU), where

π : TM −→ M is the canonical projection. We denote, as usual, Xi := ∂
∂xi , Ξi := ∂

∂ξi
,

Γk
ij the smooth functions on U such that ∇Xi

Xj = Γk
ijXk; then we consider the vector

field

G(p, v) = ξk(p, v)Xk(p, v) − ξi(p, v)ξj(p, v)Γk
ij(p) Ξk(p, v),

for (p, v) ∈ π−1(x(U)). Let t 7−→ (γ1(t), . . . , γn(t), η1(t), . . . , ηn(t)) be the local expression

of a curve in π−1(x(U)); then it is an integral curve of G if and only if it satisfies the

3If S is a subset of a vector space, then S is said to be star shaped with respect to x ∈ S if for any

y ∈ S the whole segment [x, y] := {(1− t)x+ ty : t ∈ [0, 1]} lies in S.
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system of ODEs γ̇k(t) = ηk(t),

η̇k(t) = −ηi(t)ηj(t)Γk
ij(γ(t)), ∀k = 1, . . . , n.

(1.14)

(1.14) is exactly the first-order system (1.13) equivalent to the geodesic equation, whence

t −→ Γ(t) is an integral curve of G if and only if its projection γ(t) := π(Γ(t)) is a

geodesic.

We want to show that G extends to a global vector field on TM which is called the

geodesic vector field. First, we see that G acts on any smooth function f : TM −→ R in

the following way:

Gf(p, v) =
d

dt

(
f(γv(t), γ̇v(t))

)∣∣∣∣
t=0

, ∀(p, v) ∈ π−1(x(U)).

Indeed, writing γv(t) = (γ1(t), . . . , γn(t)) and γ̇v(t) = (η1(t), . . . , ηn(t)) in local coordi-

nates, then

d

dt
(f(γv(t), γ̇v(t)))

∣∣∣∣
t=0

=

[
n∑

k=1

(
∂f

∂xk
(γv(t), γ̇v(t))γ̇

k(t) +
∂f

∂ξk
(γv(t), γ̇v(t))η̇

k(t)

)]
t=0

=

=
n∑

k=1

(
∂f

∂xk
(p, v)ξk(p, v) − ∂f

∂ξk
(p, v)ξi(p, v)ξj(p, v)Γk

ij(p)

)
= Gf(p, v),

where we have used that (γv, γ̇v) satisfies system (1.14) in the second line. Since the

formula that expresses the action of G on f is independent of coordinates, we can define

G on any coordinate neighbourhood of TM and the definitions have to agree when the

intersections are not empty. It follows that G extends to the whole tangent bundle TM .

By Proposition 1.54 and Proposition 1.55, there exist an open neighbourhood O
of {0} × TM in R × TM and a smooth map θ : O −→ TM such that each curve

θ(p,v)(t) := θ(t, (p, v)) is the maximal integral curve of G starting at (p, v), defined on an

open interval I((p, v)) containing 0. We also note that the maximal geodesic starting at

p with initial velocity v is the projection of the maximal integral curve of G starting at

(p, v), i.e. γv = π ◦ θ(p,v).
Now, let (p, v) ∈ E : this means that γv is defined on an open interval containing [0, 1]

and so is θ(p,v). Then (1, (p, v)) ∈ O that is open in R×TM , whence there exists an open
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Figure 1.1: The exponential map expx associates to a vector v ∈ TxM the second extreme

γ(1) of the geodesic starting at x with initial velocity v.

See https://it.wikipedia.org/wiki/Mappa_esponenziale.

neighbourhood of (1, (p, v)) in R × TM on which θ is defined. This implies that there

exists an open neighbourhood of (p, v) in TM , call it Z(p,v), such that θ(q,w) is defined

on [0, 1] for all (q, w) ∈ Z(p,v); therefore γw is defined on [0, 1] for any (q, w) ∈ Z(p,v),

meaning that Z(p,v) ⊂ E . This show that E is open. Moreover, for any p ∈ M the

maximal geodesic with initial point p and initial velocity 0 is nothing less than the point

p itself and it is defined for all t ∈ [0, 1]. Thus, M × {0} ⊂ E and the proof of 1 is

completed.

Finally,

exp(p, v) = γv(1) = π ◦ θ(p,v)(1) = π ◦ θ(1, (p, v)), ∀(p, v) ∈ E ,

from which exp is smooth, being the composition of smooth maps.

Lemma 1.57. For any p ∈ M there exist an open neighborhood V of 0 ∈ TpM and an

open neighbourhood U of p ∈M such that expp : V −→ U is a diffeomorphism.

Proof. We have expp : Ep ⊂ TpM −→ M and d(expp)0 : T0(TpM) −→ TpM . There is a

natural identification T0(TpM) ≡ TpM (because TpM is a vector space whose dimension

https://it.wikipedia.org/wiki/Mappa_esponenziale
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is the same as M), then we can consider d(expp)0 : TpM −→ TpM . For any v ∈ TpM ,

we have d(expp)0(v) = d
dt

(
expp ◦γ(t)

) ∣∣∣∣
t=0

, where γ : (−ε, ε) −→ TpM is a smooth curve

satisfying γ(0) = 0 and γ̇(0) = v. Choosing γ(t) = tv, we get

d(expp)o(v) =
d

dt

(
expp(tv)

) ∣∣∣∣
t=0

= γ̇v(t)
∣∣
t=0

= v,

whence d(expp)0 is the identity map on TpM and it is invertible. By the inverse function

theorem4, expp is a local diffeomorphism at 0.

Definition 1.58. Let p ∈M . A normal neighbourhood of p is an open neighbourhood U
of p that is the diffeomorphic image under expp of an open neighbourhood V of 0 ∈ TpM .

If ε > 0 is small enough such that, given Bε(0) := {v ∈ TpM : ||v||p < ε}, expp is a

diffeomorphism on Bε(0), we say that expp(Bε(0)) is a geodesic ball of radius ε in M . If

Bε(0) is contained in an open set V ⊂ TpM such that expp is a diffeomorphism on V ,

then we say that expp(Bε(0)) is a closed geodesic ball of radius ε and expp(∂Bε(0)) is a

geodesic sphere.

Definition 1.59. We define the injectivity radius of M at p ∈M by

injp(M) := sup{r > 0 : expp is a diffeomorphism onBr(0) ⊂ TpM},

and the injectivity radius of M by

inj(M) := inf{injp(M) : p ∈M}.

Definition 1.60. Let {Ei}i=1,...,n. be an orthonormal basis for TpM . Consider the iso-

morphism E : Rn −→ TpM given by E(x1, . . . , xn) =
∑n

i=1 x
iEi. Let U be a normal

neighbourhood of p, U := E−1 ◦ exp−1
p (U) and consider the system of coordinates about

p given by x := expp ◦E : U ⊂ Rn −→ M . We say that (x1, . . . , xn) are normal

coordinates centered at p.

4As a consequence of the inverse function theorem in Rn, there is a version for differentiable mapping

on differentiable manifolds: if φ : M1 −→ M2 is a differentiable mapping and p ∈ M1 such that

dφp : TpM1 −→ Tφ(p)M2 is an isomorphism, then φ is a local diffeomorphism at p.
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If x : U −→ M is a system of normal coordinates centered at p, we can define the

radial distance function r by

r(q) :=

( n∑
i=1

xi(q)2
)1/2

, q ∈ x(U),

and the unit radial vector field ∂/∂r by

∂

∂r
:=

n∑
i=1

xi

r

∂

∂xi
.

The normal coordinates satisfies the following properties.

Proposition 1.61. Let x : U ⊂ Rn −→ U ⊂ M be a system of normal coordinates

centered at p.

1. For any v =
∑n

i=1 v
i ∂
∂xi (p) ∈ TpM the maximal geodesic starting at p with initial

velocity v is represented in normal coordinates by

γv(t) = (tv1, . . . , tvn), (1.15)

for all t such that γv(t) ∈ U . Thus, radial paths in normal coordinates are exactly

the geodesics through p.

2. The coordinates of p are (0, . . . , 0).

3. gij(p) :=
〈

∂
∂xi (p),

∂
∂xj (p)

〉
p

= δij.

4. The partial derivatives of the map (x1, . . . , xn) −→ gij(x
1, . . . , xn) and the Christof-

fel’s symbols vanish at p.

Proof. There exists an orthonormal basis for TpM {Ei}i=1,...,n such that x = expp ◦E,

where E is the isomorphism between Rn and TpM of Definition 1.60. First of all, we

note that

∂

∂xi
(p) = d(expp ◦E)0(ei) =

(
d(expp)0︸ ︷︷ ︸
=idTpM

◦ dE0︸︷︷︸
=E

)
(ei) = E(ei) = Ei,

from which 3 is immediate.
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The maximal geodesic starting at p with initial velocity v is given by γv(t) := expp(tv),

as long as γv(t) ∈ U . If v =
∑n

i=1 v
iEi, then E−1 ◦ exp−1

p (γv(t)) = (tv1, . . . , tvn) for any

t such that γv(t) ∈ U and E−1 ◦ exp−1
p (p) = (0, . . . , 0). Hence, 1 and 2 are proved.

Let v ∈ TpM , v =
∑m

i=1 v
i ∂
∂xi (p) and let γv(t) = (tv1, . . . , tvn) be the local expression

of the maximal geodesic starting at p with initial velocity v; by the geodesic equation

for γv, we have that 0 = vivjΓk
ij(γv(t)) and, in particular, for t = 0 we get

0 = vivjΓk
ij(p), ∀k = 1, . . . , n.

This implies that Γk
ij(p) = 0 for any i, j, k. Finally, for any i, j, k

∂

∂xk

(
gij(x

1, . . . , xn)
) ∣∣∣∣

(x1,...,xn)=(0,...,0)

= Xk ⟨Xi(·), Xj(·)⟩(·) (p) =

= ⟨∇Xk
Xi(p), Xj(p)⟩p + ⟨Xi(p),∇Xk

Xj(p)⟩p = 0,

where we have used Corollary 1.34 and the fact that ∇Xk
Xi,∇Xk

Xj vanish at p, since

the Christoffel’s symbols vanish at p. Thus, the proof of 4 is completed.

Definition 1.62. Because of formula (1.15), if p ∈M , then geodesics starting at p and

lying in a normal neighbourhood of p are called radial geodesics.

Remark 1.63. If p ∈ M and q ∈ expp(Bρ(0)), where ρ < injp(M), then there exists a

unique radial geodesic from p to q lying in expp(Bρ(0)) (up to reparametrization).

Indeed, if v ∈ Bρ(0) ⊂ TpM such that q = expp(v), then γv(t) := expp(tv), where

t ∈ [0, 1], is a radial geodesic from p to q lying in expp(Bρ(0)). Now, let γ̃ : [a, b] −→
expp(Bρ(0)) be another radial geodesic from p to q lying in the same geodesic ball; then

˜̃γ : [0, b− a] −→ expp(Bρ(0)) given by ˜̃γ(t) := γ̃(t+ a) is still a radial geodesic from p to

q and ˜̃γ(t) = expp(tz), where z is the initial velocity vector of ˜̃γ. Furthermore, it has to

be expp ((b− a)z) = q = expp(v), whence (b − a)z = v. It follows that ˜̃γ(t) = γv(
1

b−a
t)

and γ̃(t) = ˜̃γ(t− a) = γv(
1

b−a
(t− a)), meaning that γ̃ is a reparametrization of γv.

Definition 1.64. Let p ∈ M , ρ < injp(M) and q ∈ expp(Bρ(0)). If v ∈ Bρ(0) such that

q = expp(v), by the previous remark, we refer to the curve [0, 1] ∋ t 7−→ expp(tv) as the

radial geodesic from p to q.
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Figure 1.2: Uniformly normal neighbourhood

See Figure 5.4 on [6].

Definition 1.65. An open set W ⊂M is called uniformly normal if there exists a value

δ > 0 such that for any p ∈ W there exists a geodesic ball of radius δ containing W .

Lemma 1.66. Let p ∈ M and let U be a neighbourhood of p. There exists a uniformly

normal neighbourhood W of p such that W ⊂ U .

For a proof of Lemma 1.66 see Lemma 5.12. on chapter 5 of [6].

1.5 Minimizing curves are geodesics

In this section, we aim to show that, if c is an admissible curve minimizing the arc

length, then it is a geodesic. We need some preliminary definitions and lemmas.

Definition 1.67. Let γ : [a, b] −→M be a segment of an admissible curve. We say that

γ is minimizing if ℓ(γ) ≤ ℓ(c) for any arbitrary admissible curve c joining γ(a) to γ(b).

Definition 1.68. An admissible family of curves is a continuous map Γ : (−ε, ε) ×
[a, b] −→M such that Γ is smooth on any rectangle of the form (−ε, ε)× [ai−1, ai], where
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{a0 = a < . . . < ak = b} is a finite subdivision, and such that Γs(t) := Γ(s, t) is an

admissible curve for each s ∈ (−ε, ε).
A vector field along Γ is a continuous mapping V : (−ε, ε) × [a, b] −→ TM such

that V (s, t) ∈ TΓ(s,t)M for each (s, t) and such that V |(−ε,ε)×[ãi−1,ãi] is smooth for a finite

subdivision {ã0 = a < . . . < ãm = b}.

Given ad admissible family of curves, the main curves are Γs(t) := Γ(s, t), defined

on [a, b], while the transverse curves are Γ(t)(s) := Γ(s, t), defined on (−ε, ε). We note

that the transverse curves are smooth on (−ε, ε) for each t, while the main curves are,

in general, only admissible curves.

Notation 1.69. If Γ is smooth, we denote by

∂tΓ(s, t) := Γ̇s(t),

the velocity field of the main curves and by

∂sΓ(s, t) := Γ̇(t)(s),

the velocity field of the transverse curves.

If V is a vector field along Γ, on any rectangle where Γ is smooth we can consider the

covariant derivatives of V either along the main curves or along the transverse curves:

we denote them respectively by DtV and DsV .

We have the following result.

Lemma 1.70 (Symmetry Lemma). Let Γ : (−ε, ε) × [a, b] −→ M be an admissible

family of curves. On any rectangle (−ε, ε) × (ai−1, ai) where Γ is smooth we have

Ds∂tΓ = Dt∂sΓ.

Proof. We fix one of such rectangle where Γ is smooth and consider a point (s0, t0) ∈
(−ε, ε) × (ai−1, ai). Let x : U ⊂ Rn −→ M be a system of coordinates about Γ(s0, t0).

Let Γ(s, t) = (Γ1(s, t), . . . ,Γn(s, t)) be the local expression of Γ, then

∂tΓ =
∂Γk

∂t
Xk, ∂sΓ =

∂Γk

∂s
Xk,
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Figure 1.3: Proper variation of a curve

See https://link.springer.com/chapter/10.1007/978-3-031-39838-4_2.

where Xk := ∂
∂xk and Xk = Xk(Γ(s, t)). By properties of covariant derivatives and

definition of Christoffel’s symbols, we have

Ds∂tΓ =
∂2Γk

∂s∂t
Xk +

∂Γk

∂t
DsXk =

n∑
k=1

(
∂2Γk

∂s∂t
+
∂Γi

∂t

∂Γj

∂s
Γk
ij

)
Xk,

and similarly

Dt∂sΓ =
n∑

k=1

(
∂2Γk

∂t∂s
+
∂Γi

∂s

∂Γj

∂t
Γk
ij

)
Xk.

By Remark 1.36, we know that Γk
ij = Γk

ji, whence the expression of Ds∂tΓ and Dt∂sΓ do

coincide.

Definition 1.71. Let γ : [a, b] −→ M be an admissible curve. A variation of γ is an

admissible family Γ : (−ε, ε) × [a, b] −→ M such that Γ0(t) := Γ(0, t) = γ(t) for all

t ∈ [a, b]. We say that Γ is a proper variation if Γs(a) = γ(a) and Γs(b) = γ(b) for all

s ∈ (−ε, ε). Furthermore, if Γ is a variation of γ, the variation field of Γ is the vector field

along γ given by V (t) := ∂sΓ(s, t)|s=0 and we say that V is proper if V (a) = V (b) = 0.

Remark 1.72. The variation field of a proper variation is proper.

Lemma 1.73. Let γ : [a, b] −→M be an admissible curve and let V be a vector field along

γ. Then there exists a variation Γ such that V is the variation field of Γ. Furthermore,

if V is proper, then we can take Γ to be proper as well.

Proof. Let us set Γ(s, t) := expγ(t)(sV (t)) = exp(γ(t), sV (t)). Since [a, b] is compact

(and then γ([a, b])) is compact), there exists a positive value ε such that Γ is defined on

https://link.springer.com/chapter/10.1007/978-3-031-39838-4_2
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(−ε, ε)×[a, b]. Γ is smooth on any (−ε, ε)×[ai−1, ai] for each subinterval [ai−1, ai] where V

is smooth and it is continuous on its whole domain. By the properties of the exponential

map, ∂sΓ(s, t)
∣∣
s=0

= ∂s(expγ(t)(sV (t)))
∣∣
s=0

= V (t). Moreover, if V (a) = V (b) = 0, then

Γs(a) := Γ(s, a) = γ(a) and Γs(b) := Γ(s, b) = γ(b), so Γ is a proper variation.

Proposition 1.74 (First variation formula for ℓ). Let γ : [a, b] −→ M be a unit

speed admissible curve. Let Γ : (−ε, ε) × [a, b] −→ M be a proper variation of γ and V

its variation field. Let {a0 = a < . . . < ak = b} be a subdivision of [a, b] such that Γ is

smooth on any rectangle of the form (−ε, ε)× [ai−1, ai] (as in the definition of admissible

family of curves). Then

d

ds
ℓba(Γs)

∣∣∣∣
s=0

= −
k∑

i=1

∫ ai

ai−1

⟨V (t),∇γ̇ γ̇(t)⟩γ(t) dt−
k−1∑
i=1

⟨V (ai),△iγ̇⟩γ(ai) , (1.16)

where △iγ̇ := γ̇(a+i ) − γ̇(a−i ) = limt→a+i
γ̇(t) − limt→a−i

γ̇(t) is the jump in the tangent

vector field γ̇ at ai.

Proof. We denote

T (s, t) := ∂tΓ(s, t), S(s, t) := ∂sΓ(s, t).

We have that

ℓaiai−1
(Γs|[ai−1,ai]) =

∫ ai

ai−1

∥T (s, t)∥Γ(s,t) dt =

∫ ai

ai−1

⟨T (s, t), T (s, t)⟩1/2Γ(s,t) dt,

for all i = 1, . . . , k. On any subinterval [ai−1, ai] the integrand in ℓaiai−1
(Γs|[ai−1,ai]) is

differentiable and the domain of integration is compact; hence, we can differentiate under

the integral sign:

d

ds
ℓaiai−1

(Γs|[ai−1, ai]) =

∫ ai

ai−1

∂

∂s
⟨T (s, t), T (s, t)⟩1/2Γ(s,t) dt =

=

∫ ai

ai−1

1

2
⟨T (s, t), T (s, t)⟩−1/2

Γ(s,t) 2 ⟨DsT (s, t), T (s, t)⟩Γ(s,t) dt =

=

∫ ai

ai−1

1

∥T (s, t)∥Γ(s,t)
⟨DtS(s, t), T (s, t)⟩Γ(s,t) dt,

where we have used Proposition 1.33 in the second line to differentiate ⟨T (s, t), T (s, t)⟩Γ(s,t)
and Lemma 1.70 in the last line to say that Ds∂tΓ(s, t) = Dt∂sΓ(s, t).
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In particular, S(0, t) = V (t) and T (0, t) = γ̇(t), whence,

d

ds
ℓaiai−1

(Γs|[ai−1, ai])

∣∣∣∣
s=0

=

∫ ai

ai−1

1

∥γ̇(t)∥γ(t)︸ ︷︷ ︸
=1

⟨∇γ̇V (t), γ̇(t)⟩γ(t) dt =

=

∫ ai

ai−1

(
d

dt
⟨V (t), γ̇(t)⟩γ(t) − ⟨V (t),∇γ̇ γ̇(t)⟩γ(t)

)
dt =

=
〈
V (ai), γ̇(a−i )

〉
γ(ai)

−
〈
V (ai−1), γ̇(a+i−1)

〉
γ(ai−1)

−
∫ ai

ai−1

⟨V (t),∇γ̇ γ̇(t)⟩γ(t) dt.

Summing all over i = 1, . . . , k and using that V (a0) = V (a) = 0, V (ak) = V (b) = 0, as

the variation Γ is proper by hypothesis, we obtain (1.16).

Remark 1.75. We have seen that any admissible curve has a unit speed parametrization

and the length functional is independent of parametrization; therefore the requirement

that γ is unit speed in the above proposition is not restrictive.

The following result is crucial.

Theorem 1.76. Let γ : [a, b] −→ M be a unit speed admissible curve. Suppose that

ℓ(γ) ≤ ℓ(c) for any admissible curve c joining γ(a) and γ(b), i.e γ is a minimizing curve.

Then γ is a geodesic.

Proof. If Γ : (−ε, ε) × [a, b] −→ M is a proper variation of γ, then Γs(t) := Γ(s, t) is an

admissible curve joining γ(a) and γ(b) for all s, whence ℓ(Γ0) ≤ ℓ(Γs) for all s, because

γ minimizes the length functional among those curves joining γ(a) and γ(b): it follows

that (−ε, ε) ∋ s 7→ ℓ(Γs) is differentiable5 and it has a minimum at s = 0, whence
d
ds
ℓ(Γs)

∣∣
s=0

= 0.

If V is a proper vector field along γ, by Lemma 1.73, there exists a proper variation

Γ such that V is the variation field of Γ. From what we have seen at the beginning of

this proof and Proposition 1.74, it follows that the left hand side in (1.16) vanishes.

Let {a0 = a < . . . < ak = b} be a subdivision such that γ is smooth on any

subinterval [ai−1, ai]: the first step is to show that ∇γ̇ γ̇ = 0 on any [ai−1, ai]. We

5Indeed, let {a0 = a < . . . < ak = b} be a subdivision such that Γ is smooth on any rectangle

(−ε, ε) × [ai−1, ai]. Then ℓ(Γs) =
∑m

i=1

∫ ai

ai−1
∥∂tΓ(s, t)∥Γ(s,t) dt and the map s 7→ ℓ(Γs) is given by

s 7→
∑m

i=1

∫ ai

ai−1
∥∂tΓ(s, t)∥Γ(s,t) dt, that is differentiable.
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consider a subinterval [ai−1, ai] and a bump function φ ∈ C∞(R) such that φ > 0 on

(ai−1, ai) and φ = 0 elsewhere. If we choose V = φ∇γ̇ γ̇, it is a proper vector field along

γ and (1.16) becomes

−
∫ ai

ai−1

φ(t)∥∇γ̇ γ̇(t)∥2γ(t) dt = 0.

The integrand is nonnegative, therefore ∇γ̇ γ̇ = 0 on [ai−1, ai].

Now, we need to show that △iγ̇ := γ̇(a+i ) − γ̇(a−i ) = 0 for all i = 0, . . . , k. For

i = 0, . . . , k, by using a bump function, it is possible to construct a proper vector field

V along γ such that V (ai) = △iγ̇ and V (aj) = 0 for j ̸= i6. Then (1.16) becomes

−∥△i γ̇∥2γ(ai) = 0,

meaning that γ̇(a+i ) = γ̇(a−i ). We have that γ|[ai−1,ai] and γ|[ai,ai+1] are two geodesics

passing through the point γ(ai) and having the same tangent vector. It follows by

Theorem 1.46 that the geodesic γ|[ai,ai+1] is the continuation of the geodesic γ|[ai−1,ai],

whence γ is smooth all over [a, b] and it is a geodesic.

From this Theorem we can see a characterization of geodesics as “critical points” of

the functional ℓ.

Definition 1.77. Let γ : [a, b] −→ M be an admissible curve. We say that γ is a

critical point of the length functional ℓ if for any proper variation Γ of γ we have that
d
ds
ℓ(Γs)

∣∣
s=0

= 0.

Theorem 1.78. Let γ : [a, b] −→ M be a unit speed admissible curve. Then γ is a

geodesic if and only if it is a critical point of the length functional.

Proof. If γ is a critical point of the length functional, then, by the same proof of Theorem

1.76, we can show that it is a geodesic.

Viceversa, assume that γ is a geodesic. Let Γ be a proper variation of γ, V its

variation field and {a0 = a < . . . ak = b} a subdivision such that Γ is smooth on any

6Let x : U ⊂ Rn −→ M be a system of coordinates about γ(ai), then dxγ(ai) : Rn −→ Tγ(ai)M is

a diffeomorphism and we have an identification △iγ̇ = (△iγ̇
(1), . . . ,△iγ̇

(n)). For any j = 1, . . . , n, we

define a positive bump function φj ∈ C∞(R) such that φj = △iγ̇
(j) in an open neighbourhood of ai

and φj(al) = 0 for l ̸= i. Setting φ = (φ1, . . . , φn), then we can define V (t) = dxγ(t) ◦ φ(t).
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rectangle (−ε, ε) × [ai−1, ai]. By (1.16), we have that

d

ds
ℓba(Γs)

∣∣∣∣
s=0

= −
k∑

i=1

∫ ai

ai−1

⟨V (t),∇γ̇ γ̇(t)⟩γ(t) dt−
k−1∑
i=1

⟨V (ai),△iγ̇⟩γ(ai) = 0,

because ∇γ̇ γ̇ = 0, being γ a geodesic, and △iγ̇ = 0, being γ smooth (so γ̇ has no

jumps).

1.6 Geodesics are locally minimizing

Our aim in this section is to show that geodesics have important minimizing proper-

ties.

Lemma 1.79 (The Gauss Lemma). Let p ∈M and (p, v) ∈ E (where E is the domain

of exp). Then for any w ∈ TpM ≡ Tv(TpM) we have〈
d(expp)v(v), d(expp)v(w)

〉
expp(v)

= ⟨v, w⟩p .

Proof. The proof is trivial if v = 0 or w = 0. Therefore we can assume v ̸= 0 and w ̸= 0.

We consider the decomposition w = wT + wN , where wT ∈ span(v) := {λv : λ ∈ R}
and wN ∈ v⊥ := {z ∈ TpM : ⟨z, v⟩p = 0}. Hence, by linearity, it is enough to prove the

thesis for w = v and w⊥v.

Let w = v and set γv(t) := expp(tv). To compute d(expp)v(v), we consider the curve

δ(t) = tv such that δ(1) = v and δ̇(1) = v; then we have

d(expp)v(v) =
d

dt
(expp(tv))

∣∣∣∣
t=1

= γ̇v(1).

Since γv is a geodesic, we have ∥γ̇v(1)∥γv(1) = ∥γ̇v(0)∥γv(0) and〈
d(expp)v(v), d(expp)v(v)

〉
expp(v)

= ⟨γ̇v(1), γ̇v(1)⟩γv(1) = ⟨γ̇v(0), γ̇v(0)⟩γv(0) = ⟨v, v⟩p .

This complete the proof in the case w = v.

Now, let w⊥v. In this case, we can find a smooth curve γ1 in the sphere ∂B||v||p(0) ⊂
TpM such that γ1(0) = v and γ̇1(0) = w. Since (p, v) = (p, γ1(0)) ∈ E , which is open,

and Ep is star-shaped with respect to 0, there exists ε > 0 such that (p, tγ1(s)) ∈ E for all
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0 < t < 1 and −ε < s < ε. Let A := {(t, s) : 0 < t < 1, −ε < s < ε} and consider the

smooth map f : A −→ M given by f(t, s) = expp(tγ1(s)). We denote by ft and fs the

velocity field of the curves (0, 1) ∋ t 7−→ f(t, s) and (−ε, ε) ∋ s 7−→ f(t, s) respectively.

We have

ft(1, 0) =
d

dt
(expp(tγ1(0)))

∣∣∣∣
t=1

=
d

dt
(expp(tv))

∣∣∣∣
t=1

= d(expp)v(v),

fs(1, 0) =
d

ds
(expp(γ1(s)))

∣∣∣∣
s=0

= d(expp)v(w),

thus, 〈
d(expp)v(v), d(expp)v(w)

〉
expp(v)

= ⟨ft(1, 0), fs(1, 0)⟩expp(v) .

Furthermore:

• t 7−→ f(t, s0) = expp(tγ1(s0)) is the geodesic starting at p with initial velocity

γ1(s0) and ft(t, s0) is its velocity field. Therefore Dtft = 0.

• Being the connection symmetric, Dsft −Dtfs = [fs, ft] = 07, i.e. Dsft = Dtfs.

• ft is the velocity field of the geodesic t 7−→ expp(tγ1(s)), whence ∥ft(t, s)∥f(t,s) is

constant.

As a consequence of these facts:

∂

∂t
⟨fs(t, s), ft(t, s)⟩f(t,s) = ⟨Dtfs(t, s), ft(t, s)⟩f(t,s) +

〈
fs(t, s), Dtft(t, s)︸ ︷︷ ︸

=0

〉
f(t,s)

=

= ⟨Dsft(t, s), ft(t, s)⟩f(t,s) =
1

2

∂

∂s
⟨ft(t, s), ft(t, s)⟩f(t,s) = 0,

whence ⟨fs(t, s), ft(t, s)⟩f(t,s) does not depend on t and

⟨ft(1, 0), fs(1, 0)⟩expp(v) = ⟨fs(t, 0), ft(t, 0)⟩expp(tv) , ∀t ∈ (0, 1). (1.17)

Since

lim
h→0

fs(h, 0) = lim
h→0

d

ds
(expp(hγ1(s)))

∣∣∣∣
s=0

= lim
h→0

d(expp)hv(hw) = 0,

7If g : M −→ R is a smooth function, then the action of ft on g at the point f(t, s) is given by

ftg(f(t, s)) =
∂
∂t (g(f(t, s)) and similarly fsg(f(t, s)) =

∂
∂s (g(f(t, s)), whence ft and fs do commute.
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Figure 1.4: The exponential map as a radial isometry

See https://en.wikipedia.org/wiki/Gauss%27s_lemma_(Riemannian_geometry).

taking the limit for t→ 0 in (1.17), we get〈
d(expp)v(v), d(expp)v(w)

〉
expp(v)

= ⟨ft(1, 0), fs(1, 0)⟩expp(v) =

= lim
t→0

⟨fs(t, 0), ft(t, 0)⟩expp(tv) = 0 = ⟨v, w⟩p .

The Gauss Lemma has the following geometric interpretation.

Corollary 1.80. Let p ∈ M and ρ < injp(M). For any q ∈ expp(∂Bρ(0)) the radial

geodesic from p to q is orthogonal to expp(∂Bρ(0)).

Proof. Let v ∈ ∂Bρ(0) ⊂ TpM such that q = expp(v). The radial geodesic from p to

q is γ(t) := expp(tv), where t ∈ [0, 1], and the tangent vector at q is given by γ̇(1) =

d(expp)v(v) ∈ Texpp(v)M .

Let z ∈ Tq(expp(∂Bρ(0))); we aim to show that
〈
z, d(expp)v(v)

〉
expp(v)

= 0. To see

this, we consider a smooth curve δ : (−ε, ε) −→ expp(∂Bρ(0)) such that δ(0) = q

and δ̇(0) = z. The curve η := exp−1
p ◦ δ : (−ε, ε) −→ ∂Bρ(0) satisfies η(0) = v

and η̇(0) = d(expp)
−1
q (z); this means that d(expp)

−1
q (z) ∈ Tv(∂Bρ(0)), from which〈

d(expp)
−1
q (z), v

〉
p

= 0. Finally, applying Gauss Lemma, we get the conclusion:

0 =
〈
d(expp)

−1
q (z), v

〉
p

=
〈
z, d(expp)v(v)

〉
expp(v)

.

https://en.wikipedia.org/wiki/Gauss%27s_lemma_(Riemannian_geometry)
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The following result is crucial in order to show later that geodesics minimizes the arc

length, at least locally.

Theorem 1.81. Let p ∈ M and ρ < injp(M). Then for any q ∈ expp(Bρ(0)) the radial

geodesic from p to q is the only admissible curve connecting p and q with length d(p, q)

(up to reparametrization).

Proof. The radial geodesic from p to q is [0, 1] ∋ t 7−→ γ(t) := expp(tv), where v ∈ Bρ(0)

such that q = expp(v). Let σ : [0, 1] −→M be an admissible curve such that σ(0) = p and

σ(1) = q. Assume that σ is parameterized with constant speed, whence ℓ10(σ) = ∥σ̇(t)∥σ(t)
for all t. By definition, we have ℓ10(σ) ≥ d(p, q) and we aim to show that ℓ10(σ) = d(p, q)

if and only if σ = γ. Without loss of generality, we may assume that p ̸∈ σ((0, 1])8.

First, we assume that σ((0, 1]) ⊂ expp(Bρ(0)). In this case, for t ∈ (0, 1] the curve σ

can be written uniquely as σ(t) = expp(r(t)w(t)), where (0, 1] ∋ t 7−→ r(t) ∈ (0, ρ) is a

piecewise smooth function and (0, 1] ∋ t 7−→ w(t) ∈ TpM is a smooth curve such that

∥ẇ(t)∥w(t) = 1 for all t ∈ (0, 1]. For all but a finite quantity of t ∈ (0, 1] we have

σ̇(t) = d(expp)r(t)w(t)(r
′(t)w(t) + r(t)ẇ(t)).

We note that ẇ(t) ∈ Tw(t)TpM ≡ TpM and, since ∥w(t)∥p = 1, it follows

0 =
d

dt
⟨w(t), w(t)⟩p = 2 ⟨ẇ(t), w(t)⟩p ,

i.e. w(t)⊥ẇ(t) for all t ∈ (0, 1]. By linearity and Gauss Lemma, we get

〈
d(expp)r(t)w(t)(r

′(t)w(t)), d(expp)r(t)w(t)(r(t)ẇ(t))
〉
expp(r(t)w(t))

=

= r′(t)
〈
d(expp)r(t)w(t)(r(t)w(t)), d(expp)r(t)w(t)(ẇ(t))

〉
expp(r(t)w(t))

=

= r′(t) ⟨r(t)w(t), ẇ(t)⟩p = r′(t)r(t) ⟨w(t), ẇ(t)⟩p = 0,

i.e d(expp)r(t)w(t)(r
′(t)w(t))⊥d(expp)r(t)w(t)(r(t)ẇ(t)). Thus, again by linearity and Gauss

8If p ∈ σ((0, 1]), set t0 := sup{t|σ(t) = p}, then p ̸∈ σ((t0, 1]) and we can consider σ|[t0,1].
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Lemma, we obtain:

∥σ̇(t)∥2σ(t) ≥
〈
d(expp)r(t)w(t)(r

′(t)w(t)), d(expp)r(t)w(t)(r
′(t)w(t))

〉
expp(r(t)w(t))

=

=
|r′(t)|2

r(t)

〈
d(expp)r(t)w(t)(r(t)w(t)), d(expp)r(t)w(t)(w(t))

〉
expp(r(t)w(t))

=

= |r′(t)|2
〈
d(expp)r(t)w(t)(w(t)), d(expp)r(t)w(t)(w(t))

〉
expp(r(t)w(t))︸ ︷︷ ︸

=⟨w(t),w(t)⟩p=1

= |r′(t)|2.

Note that, being expp continuous,

p = lim
t→0

σ(t) = lim
t→0

expp(r(t)w(t)) = expp(lim
t→0

r(t)w(t)),

whence, being expp injective around 0,

lim
t→0

r(t) = 0.

Finally, if {t0 = 0 < . . . tk = 1} is a subdivision such that σ and r are smooth on [ti−1, ti]

for all i = 1, . . . , k, we have

ℓ10(σ) =
k∑

i=1

∫ ti

ti−1

∥σ̇(t)∥σ(t) dt ≥
k∑

i=1

∫ ti

ti−1

|r′(t)| dt ≥

≥
k∑

i=1

∫ ti

ti−1

r′(t) dt = r(1) − lim
t→0

r(t) = r(1). (1.18)

We note that q = σ(1) = expp(r(1)w(1)), from which, being expp a diffeomorphism in

Bρ(0), it has to be r(1)w(1) = v and consequently |r(1)| = ∥v∥p = ℓ10(γ). By (1.18), it

follows that ℓ10(σ) ≥ ℓ10(γ). Furthermore, if ℓ10(σ) = ℓ10(γ), then in (1.18) all inequalities

are actually equalities and, in particular, |r′(t)| = ∥σ̇(t)∥σ(t) = ℓ10(σ) is constant and

ẇ = 0. This implies that σ is precisely the geodesic γ.

If σ((0, 1]) ̸⊂ expp(Bρ(0)), then let t1 ∈ (0, 1] be defined by

t1 := inf{t ∈ (0, 1]|σ(t) ∈ expp(∂Bρ(0))}.

Let z ∈ ∂Bρ(0) such that σ(t1) = expp(z) and consider τ(t) = expp(tz) for t ∈ [0, 1].

Then, by the previous step, we have the conclusion:

ℓ10(σ) ≥ ℓt10 (σ) ≥ ℓ10(τ) = ρ > ℓ10(γ).
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Definition 1.82. A curve γ : I −→M is locally minimizing if for any t0 ∈ I there exists

U ⊂ I such that γ|U is minimizing between each pair of its points.

Theorem 1.83. Every Riemannian geodesic is locally minimizing.

Proof. Let γ : I −→M be a geodesic, where we may assume that I is open. Let W be a

uniformly normal neighbourhood of γ(t0) (it exists by Lemma 1.66) and let U ⊂ I be the

connected component of γ−1(W) containing t0. If t1, t2 ∈ U and qi := γ(ti), there exists

a positive value δ such that q2 ∈ expq1(Bδ(0)). Let v ∈ Bδ(0) such that q2 = expq1(v);

then σ(t) = expq1(tv), t ∈ [0, 1], is the unique minimizing curve joining q1 and q2 (up to

reparametrization) by Theorem 1.81. The restriction γ|[t1,t2] is a radial geodesic from q1

to q2 lying in the same geodesic ball: by remark 1.63, it has to coincide with σ (up to

reparametrization).

Remark 1.84. Geodesics are only locally minimizing, not globally. For example, if we

consider a sphere S in R3, a great circe γ on S and two points p and q belonging to γ

such that the segment in R3 with extremes p and q is not a diameter, then there are two

arcs of great circle joining p and q: both of them are geodesics but only one of them has

a length equal to d(p, q).

1.7 The energy functional

So far, the only one functional we have seen is the energy functional ℓ, defined on

the class of admissible curves. We have seen a characterization of unit speed geodesics

as critical points of the functional ℓ. Now, we introduce the energy functional E; in this

section, we will see another characterization of geodesics as critical points of the energy

functional. The reason why we introduce this second functional is that E has more

properties of regularity than ℓ, thanks to which we will be able to apply the variational

methods to show the existence of critical points, as we will see in the next chapters.

Definition 1.85. Let γ : [a, b] −→ M be an admissible curve and let {a0 = a < . . . <

ak = b} be a subdivision such that γ is smooth on [ai−1, ai] for any i = 1, . . . , k. We
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define the energy of γ as

E(γ) =
1

2

k∑
i=1

∫ ai

ai−1

∥γ̇(t)∥2γ(t) dt.

Remark 1.86. Unlike the length functional, the energy functional E is not invariant under

reparametrization.

Lemma 1.87. If γ : [a, b] −→M is an admissible curve, then

2E(γ) ≥ ℓ(γ)2

b− a
.

Proof. If γ is a smooth curve, applying the Holder inequality,

ℓ(γ) =

∫ b

a

∥γ̇(t)∥γ(t) dt ≤
√
b− a

(∫ b

a

∥γ̇(t)∥2γ(t) dt

)1/2

=
√

2E(γ)(b− a),

from which

2E(γ) ≥ ℓ(γ)2

b− a
.

In the general case, let {a0 = a < . . . < ak = b} be a subdivision such that γ is smooth

on any [ai−1, ai]; then

ℓ(γ) =
k∑

i=1

ℓ(γ|[ti−1,ti]) ≤
k∑

i=1

√
2E(γ|[ti−1,ti])

√
ti − ti−1 ≤

≤
( k∑

i=1

2E(γ|[ti−1,ti])

)1/2( k∑
i=1

(ti − ti−1)

)1/2

=
√

2E(γ)
√
b− a,

where we have applied the Cauchy-Schwartz inequality in Rk in the step between the

first and the second line.

Remark 1.88. If γ : [a, b] −→M is an admissible curve with ∥γ̇(t)∥γ(t) constant, then

2E(γ) =
ℓ(γ)2

b− a
.

It follows that, among the class of admissible curves parameterized with constant speed

and joining two fixed points, a curve γ is a minimizer for the length functional if and

only if it is a minimizer for the energy functional.
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Corollary 1.89. If γ : [a, b] −→ M is an admissible curve such that E(γ) ≤ E(c) for

any unit speed admissible curve c joining γ(a) and γ(b), then γ is a geodesic.

Proof. By the previous remark, we know that ℓ(γ) ≤ ℓ(c) for any unit speed admissible

curve c joining γ(a) and γ(b). If δ is an admissible curve joining γ(a) and γ(b), there exists

a reparametrization c of δ such that ∥ċ∥c(t) = 1 for all t. Therefore ℓ(γ) ≤ ℓ(c) = ℓ(δ)

and we can apply Theorem 1.76.

Proposition 1.90 (First variation formula for E). Let γ : [a, b] −→ M be an

admissible curve, Γ : (−ε, ε) × [a, b] −→ M a proper variation of γ and V its variation

field. Let {a0 = a < . . . < ak = b} be a subdivision such that Γ is smooth on any rectangle

of the form (−ε, ε) × [ai−1, ai]. Then

d

ds
E(Γs)

∣∣∣∣
s=0

= −
k−1∑
i=1

⟨V (ai),△iγ̇⟩γ(ai) −
k∑

i=1

∫ ai

ai−1

⟨V (t),∇γ̇ γ̇(t)⟩γ(t) dt. (1.19)

Proof. We have the following computation:

d

ds
E(Γs) =

1

2

k∑
i=1

d

ds

∫ ai

ai−1

⟨∂tΓs(t), ∂tΓs(t)⟩Γs(t)
dt =

=
1

2

k∑
i=1

∫ ai

ai−1

∂

∂s
⟨∂tΓs(t), ∂tΓs(t)⟩Γs(t)

dt =
k∑

i=1

∫ ai

ai−1

⟨Ds∂tΓs(t), ∂tΓs(t)⟩Γs(t)
dt =

=
k∑

i=1

∫ ai

ai−1

⟨Dt∂sΓs(t), ∂tΓs(t)⟩Γs(t)
dt =

=
k∑

i=1

(∫ ai

ai−1

∂

∂t
⟨∂sΓs(t), ∂tΓs(t)⟩Γs(t)

dt−
∫ ai

ai−1

⟨∂sΓs(t), Dt∂tΓs(t)⟩Γs(t)
dt

)
=

=
k∑

i=1

(〈
∂sΓs(a

−
i ), ∂tΓs(a

−
i )
〉
Γs(ai)

−
〈
∂sΓs(a

+
i−1), ∂tΓs(a

+
i−1)
〉
Γs(ai−1)

)
+

−
k∑

i=1

∫ ai

ai−1

⟨∂sΓs(t), Dt∂tΓs(t)⟩Γs(t)
dt,

where we have applied Lemma 1.70 in the third line. Therefore for s = 0, being V (a0) =

V (ak) = 0, we have

d

ds
E(Γs)

∣∣∣∣
s=0

= −
k−1∑
i=1

〈
V (ai),△iγ̇

〉
γ(ai)

−
k∑

i=1

∫ ai

ai−1

〈
V (t),∇γ̇ γ̇(t)

〉
γ(t)

dt.
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Remark 1.91. The first variation formula for the energy functional E coincides with that

one for the length functional.

Therefore we have an analogous version of Theorem 1.76 for the energy functional.

Theorem 1.92. Let γ : [a, b] −→ M be an admissible curve and assume that E(γ) ≤
E(c) for any admissible curve c joining γ(a) and γ(b). Then γ is a geodesic.

Proof. The proof is exactly the same as Theorem 1.76.

Definition 1.93. We say that an admissible curve γ is a critical point for the functional

E if d
ds
E(Γs)

∣∣
s=0

= 0 for any proper variation Γ of γ.

We also have an analogous version of Theorem 1.78.

Theorem 1.94. Let γ : [a, b] −→M be an admissible curve. Then γ is a geodesic if and

only if it is a critical point for the energy functional E.

Proof. The proof is exactly the same as Theorem 1.78.

Remark 1.95. The energy functional is strictly convex: given two points p, q ∈ M , if a

minimizer exists in the class of admissible curve joining p and q, then it is unique.

In the next chapters, we will introduce some variational methods and then use them

to show the existence of critical points of the functional E (hence geodesics).



Chapter 2

A topological variational method:

the Minimax Principle

In this chapter, we will introduce the differential calculus on Banach spaces, including

the Fréchet differential and Gâteaux derivatives. We will also see the important notions

of Palais-Smale sequence and Palais-Smale condition for a function of class C1 defined

on a Banach space. Finally, we will see how the Palais-Smale condition yields to the

Deformation Lemma, whose one of the most important consequence is the Minimax

Principle.

2.1 The differential calculus on a Banach space

Remark 2.1. We recall that if X and Y are two Banach spaces, then

L(X, Y ) := {f : X −→ Y | f is linear and continuous} is a Banach space too, with

the operator norm given by

∥f∥L(X,Y ) := sup
x∈X
x ̸=0

∥f(x)∥Y
∥x∥X

= sup
∥x∥X=1

∥f(x)∥Y , f ∈ L(X, Y ).

Definition 2.2. Let X and Y be Banach spaces and f : X −→ Y . We say that f is

Fréchet differentiable at x0 ∈ X if there exists F ∈ L(X, Y ) such that

lim
h→0

f(x0 + h) − f(x0) − F (h)

∥h∥X
= 0. (2.1)

39
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In this case, we set dx0f := F and we say that F is the Fréchet differential of f at x0.

In particular, we say that f is Fréchet differentiable if it is Fréchet differentiable at x0

for any x0 ∈ X. Finally, if f is Fréchet differentiable and the map d(·)f : X −→ L(X, Y )

is continuous, we say that f ∈ C1(X;Y ).

Remark 2.3. Let f : X −→ Y and x0 ∈ X such that there exists F ∈ L(X, Y ) satisfying

(2.1). Then F is uniquely determined (hence dx0f is well defined). Indeed, for any

v ∈ X, we have

0 = lim
t→0

f(x0 + tv) − f(x0) − F (tv)

t∥v∥
= lim

t→0

f(x0 + tv) − f(x0)

t∥v∥
− F (v)

∥v∥
,

from which

F (v) = lim
t→0

f(x0 + tv) − f(x0)

t
.

Remark 2.4. Let X and Y be Banach spaces and f : X −→ Y a Fréchet differentiable

function. If d(·)f : X −→ L(X, Y ) is Fréchet differentiable at x ∈ X, we can consider

its Fréchet differential at x and denote it by d2
xf ∈ L(X,L(X, Y )): this is the second

order Fréchet differential of f at x. If d(·)f : X −→ L(X, Y ) is Fréchet differentiable and

d2
(·)f : X −→ L(X,L(X, Y )) is continuous, we say that f ∈ C2(X;Y ). Inductively, we

can define differentiable functions of any orders and function of class Ck for any k ≥ 1.

Definition 2.5. Let X and Y be Banach spaces. A function f : X −→ Y is said to be

Gâteaux differentiable at x0 ∈ X along h ∈ X if there exists the following limit:

lim
t→0

f(x0 + th) − f(x0)

t
∈ Y.

In this case, the value of the previous limit is called the Gâteaux derivative of f at x0

along h and we denote it by ∂hf(x).

Remark 2.6. Let X and Y be Banach spaces and f : X −→ Y a Fréchet differentiable

function at x0 ∈ X. Then there exists the Gâteaux derivative of f at x0 along h for any

h ∈ X and ∂hf(x0) = dx0f(h).

The following proposition gives a sufficient condition for a function to be Fréchet

differentiable.
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Proposition 2.7. Let f : X −→ Y be a Gâteaux differentiable function at x along h for

any x, h ∈ X. If ∂(·)f(x) ∈ L(X, Y ) for any x ∈ X and X ∋ x 7−→ ∂(·)f(x) ∈ L(X, Y ) is

continuous, then f is Fréchet differentiable and dxf(h) = ∂hf(x) for any x, h ∈ X. In

particular, f ∈ C1(X;Y ).

For a proof of Proposition 2.7 see for instance Proposition 4.1.7 on [3].

Lemma 2.8. Let X, Y, Z be Banach spaces, U ⊂ X open and V ⊂ Y open. Consider

two functions f : U −→ Y and g : V −→ Z such that f(U) ⊂ V . If f is Fréchet

differentiable at x ∈ U and g is Fréchet differentiable at f(x) ∈ V , then g ◦ f is Fréchet

differentiable at x and dx(g ◦ f) = (df(x)g) ◦ (dxf).

For a proof of Lemma 2.8 see for instance Proposition 4.1.12 on [3].

Definition 2.9. Let X be a Banach space, I ⊂ R an open interval and φ : I −→ X. If

there exists

lim
h→0

φ(t0 + h) − φ(t0)

h
∈ X,

for t0 ∈ I, we say that the value of this limit is the first derivative of φ at t0 and we denote

it by φ′(t0). Similarly, if I ⊂ R is an open interval, Ω ⊂ X is open, η : I × Ω −→ X and

there exists

lim
h→0

η(t0 + h, x0) − η(t0, x0)

h
∈ X,

for (t0, x0) ∈ I × Ω, we say that the value of this limit is the first partial derivative of η

with respect to the variable t at the point (t0, x0) and we denote it by ∂η
∂t

(t0, x0).

The following two theorems are classical results from Analysis.

Theorem 2.10 (Local existence and uniqueness). Let X be a Banach space, Ω ⊂ X

open, I ⊂ R an open interval, t0 ∈ I, x0 ∈ Ω and f : I × Ω −→ X a function that is

continuous and locally Lipschitz in x ∈ Ω, uniformly with respect to t ∈ I. Consider the

Cauchy problem x′(t) = f(t, x(t)),

x(t0) = x0.

Then there exists δ > 0 such that the Cauchy problem has a unique solution in the open

interval (t0 − δ, t0 + δ).
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Notation 2.11. In the same hypotheses of Theorem 2.10, we denote by x(·;x0) the

maximal solution of the Cauchy problemx′(t) = f(t, x(t)),

x(t0) = x0.

Theorem 2.12 (Continuous dependence on initial data). Let X be a Banach space,

Ω ⊂ X open, I ⊂ R an open interval and f : I × Ω −→ X a function that is continuous

and locally Lipschitz in x ∈ Ω, uniformly with respect to t ∈ I. For any K ⊂ I × Ω

compact there exist L, δ > 0 (depending only on K and f) such that

∥x(t;x0) − x(t; x̃0)∥ ≤ eL|t−t0|∥x0 − x̃0∥, ∀(t0, x0), (t0, x̃0) ∈ K, ∀t ∈ (t0 − δ, t0 + δ).

Notation 2.13. We fix the following notation for this chapter:

• H will be a separable Hilbert space with inner product
〈
,
〉
;

• B will be a separable Banach space with norm ∥.∥.

Remark 2.14. L(B,R) is nothing less than the topological dual space of B, which is

usually denoted by B∗. It is not true, in general, that L(B,R) is separable: for example

L1(Rn) is separable, but its dual space L∞(Rn) is not separable. However, if B is a

reflexive space (i.e (B∗)∗ = B), then L(B,R) is a separable space.

Definition 2.15. Let f : B −→ R be Fréchet differentiable. We say that x0 ∈ B is a

critical point for f if dx0f = 0, i.e dx0f(h) = 0 for any h ∈ B. In this case, we say that

f(x0) ∈ R is a critical value for f . If c ∈ R is not a critical value for f , we say that it is

a regular value.

Notation 2.16. Let f : B −→ R be a Fréchet differentiable function. We fix the

following notation:

• Crit(f) = {x ∈ B | dxf = 0}, that is the set of critical points for f ;

• Critc(f) = {x ∈ B | dxf = 0, f(x) = c}, that is the set of critical points for f at

level c;
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• Vcrit(f) = f
(
Crit(f)

)
, that is the set of critical values for f .

Definition 2.17. Let f : H −→ R be a Fréchet differentiable function. Applying

Riesz Representation theorem, for any x ∈ H there exists a unique v ∈ H such that

dxf(h) = ⟨v, h⟩ for any h ∈ H. We say that v is the gradient of f at x and we denote it

by ∇f(x).

Remark 2.18. In the situation of the previous proposition, we have ∥∇f(x)∥ = ∥dxf∥∗.

2.2 The Palais-Smale condition

This section is focused on the notion of Palais-Smale sequence and Palais-Smale

condition for a function f ∈ C1(B;R). We will see that this last one is a compactness

condition which will allow us to perform some kind of “deformation”.

Definition 2.19. Let f ∈ C1(B;R). We say that a sequence {xk}k∈N is a Palais-Smale

sequence for f at level c ∈ R if f(xk)
k→∞−→ c, inR,

dxk
f

k→∞−→ 0, inB∗.
(2.2)

Moreover, we say that a function f satisfies the Palais-Smale condition at level c if any

Palais-Smale sequence for f at level c has a converging subsequence.

Notation 2.20. If a function f ∈ C1(B;R) satisfies the Palais-Smale condition at level c,

we will write that f satisfies (PS)c. If a function f ∈ C1(B;R) satisfies the Palais-Smale

condition at level c for any c ∈ R, we will write that f satisfies (PS).

Remark 2.21. If f ∈ C1(H;R), the system (2.2) is equivalent tof(xk)
k→∞−→ c, inR,

∇f(xk)
k→∞−→ 0, inH.

Remark 2.22. The Palais-Smale condition is somehow a compactness condition. Indeed,

if f ∈ C1(B;R) satisfies the Palais-Smale condition at level c ∈ R, then Critc(f) is a

compact set.
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Let us see some examples:

Example 2.23. Consider the function f(x) = cos(x) defined on the real line.

We have that f satisfies the Palais-Smale condition at level c for any c ∈ R \ {−1, 1}.

Indeed, for any c ∈ R \ {−1, 1} there are no Palais-Smale sequences for f at level c,

whence (PS)c is trivially satisfied.

Let c = 1. In this case, the sequence {2kπ}k∈N is a Palais-Smale sequence for f at

level 1, but it is a diverging sequence and then it has no converging subsequences. Thus,

the condition (PS)1 is not satisfied. Similarly, we can see that (PS)−1 is not satisfied

too.

Example 2.24. Consider the function f(x) = e−x defined on the real line.

Let c = 0. In this case, the sequence {k}k∈N is a Palais-Smale sequence for f , but it

has no converging subsequences. Thus, (PS)0 is not satisfied.

As in the previous example, for any c ∈ R \ 0 there are no Palais-Smale sequences for

f at level c, therefore (PS)c is satisfied.

Example 2.25. Let f ∈ C1(Rn;R) be a coercive function (i.e. lim∥x∥→+∞ f(x) = +∞).

Then f satisfies (PS). Indeed, if {xk}k∈N ⊂ Rn is such thatf(xk)
k→∞−→ c,

∇f(xk)
k→∞−→ 0,

then {xk}k∈N has to be a bounded sequence (from which it is possibile to extract a con-

verging subsequence by Bolzano-Weierstrass theorem). To see that {xk}k∈N is bounded:

if it was not, then there would be a subsequence {xkj}j∈N such that ∥xkj∥
j→∞−→ +∞ and,

by coercivity, f(xkj)
j→∞−→ +∞, which is not possible.

However, it is not true, in general, that a coercive function defined on an infinite-

dimensional Banach space satisfies the Palais-Smale condition.

Example 2.26. Let g : R −→ R:

g(t) :=

0, t ∈ [−2, 2],

(|t| − 2)2, t ̸∈ [−2, 2],

and define f : B −→ R by f(x) := g(∥x∥), where dim(B) = +∞. We have that

lim∥x∥→+∞ f(x) = +∞, i.e. f is a coercive function. If we consider the unit sphere in B
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{x ∈ B ; ∥x∥ = 1}, then it is a subset of Crit0(f), but it is not compact1. Thus, f does

not satisfy (PS)0.

Lemma 2.27. Let f ∈ C1(B;R). If f satisfies (PS)c and c ̸∈ Vcrit(f), then there exists

r > 0 such that ∥dxf∥∗ ≥ r for any x ∈ f−1([c− r, c+ r]).

Proof. By contradiction, we assume that, fixed an arbitrary r > 0, there exists a value

x ∈ f−1([c − r, c + r]) such that ∥dxf∥∗ ≤ r. In particular, for any n ∈ N there exists

xn ∈ f−1([c− 1
n
, c+ 1

n
]) such that ∥dxnf∥∗ ≤ 1

n
. We havef(xn)

n→∞−→ c,

dxnf
n→∞−→ 0,

meaning that {xn}n∈N is a Palais-Smale sequence at level c. Thus, by (PS)c, there exists

a subsequence {xnk
}k∈N converging to some x0 ∈ B. It follows thatf(xnk

)
n→∞−→ f(x0) = c,

dxnk
f

n→∞−→ 0,

and, in particular, c ∈ Vcrit(f), against the hypothesis.

Example 2.28. Consider the function f(x) = e−x defined on the real line. In this case,

0 ̸∈ Vcrit(f), but, since f ′(x)
x→+∞−→ 0, the thesis of Lemma 2.27 does not hold: in fact f

does not satisfy (PS)0.

We recall the definition of compact map between Banach spaces.

Definition 2.29. Let K : B1 −→ B2 be a continuous map between Banach spaces. We

say that K is a compact map if one of the following equivalent conditions is satisfied:

• for any bounded subset V of B1, then K(V ) is relatively compact in B2 (i.e. the

closure of K(V ) in B2 is compact),

• for any bounded sequence {xk}k∈N in B1, then {K(xk)}k∈N admits a converging

subsequence.

1As a consequence of Riesz Lemma, if B is a Banach space, then the unit sphere in B is compact if

and only if dimB < ∞.
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Remark 2.30. The composition of a continuous and a compact map is a compact map.

Example 2.31. A continuous map f : Rn −→ R is always compact.

Lemma 2.32. Let f ∈ C1(B;R) and suppose that dxf = L(x) + K(x) for any x ∈ B,
where L : B −→ B∗ is a linear, continuous and invertible operator, and K : B −→ B∗

is a compact map. Then any bounded Palais-Smale sequence for f admits a converging

subsequence.

Proof. Let {xk}k∈N be a bounded Palais-Smale sequence for f at level c; this means thatf(xk)
k→∞−→ c,

dxk
f

k→∞−→ 0.

We have that dxk
f := L(xk) + K(xk). Then xk = −L−1(K(xk)) + L−1(dxk

f). Since

L−1 ◦K is a compact map, there exists a converging subsequence {L−1(K(xkj))}j∈N to

some x0 ∈ B. In particular, xkj = −L−1(K(xkj)) + L−1(dxkj
f) converges to −x0 ∈ B

(note that L−1 is both linear and continuous, being the inverse of a linear and continuous

map, hence L−1
(

dxkj
f
)

j→∞−→ 0 in B).

Corollary 2.33. Let f ∈ C1(H;R) and suppose that ∇f(x) = x+K(x) for any x ∈ H,

where K : H −→ H is a compact map. Then any bounded Palais-Smale sequence for f

admits a converging subsequence.

Proof. For any x, h ∈ H we have that dxf(h) = ⟨∇f(x), h⟩ =
〈
x, h
〉

+
〈
K(x), h

〉
. Let

L : H −→ H∗ be defined by L(x) := ⟨x, ·⟩ and K̃ : H −→ H∗ be defined by K̃(x) :=

⟨K(x), ·⟩; then dxf = L(x) + K̃(x) for any x ∈ H.

L is linear, it is continuous (∥L(x)∥∗ ≤ ∥x∥ for any x ∈ H) and it is a bijective map

by Riesz representation theorem.

K̃ is a compact map. Indeed, if {xk}k∈N ⊂ H is a bounded sequence, then {K(xk)}k∈N
admits a converging subsequence {K(xkj)}j∈N to some v ∈ H. Let φ ∈ H∗ be defined by

φ(·) =
〈
v, ·
〉
; we have

∥K̃(xkj) − φ∥∗ = sup
∥h∥H=1

〈
K(xkj) − v, h

〉
≤ ∥K(xkj) − v∥H

j→∞−→ 0,

hence K̃(xkj) converges to φ in H∗. Applying Lemma 2.32, we get the conclusion.
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2.3 The Deformation Lemma

The main object of this section is the “Deformation Lemma”. First, we will see an

easier version and then we will generalize it.

Definition 2.34. Let X be a topological space. We say that φ is a deformation in X

if it is homotopic to the identity map in X, i.e. there exists η ∈ C([0, 1] × X;X) such

that:

1. η(0, x) = x, ∀x ∈ X;

2. η(1, x) = φ(x).

Definition 2.35. If X is a topological space and f : X −→ R, for any c ∈ R we define

the sublevel set for f relating to c:

f c := {x ∈ X | f(x) ≤ c}.

When c varies, the number of the connected components and the topology of the

sublevel sets can vary too. Let’s see some examples.

Figure 2.1: Graph of the function f(x) = x3 − x

Example 2.36. Consider the function f(x) = x3 − x: it has a minimum at x1 =
√
3
3

, with

f(x1) = −2
√
3

9
, and a maximum at x2 = −

√
3
3

, with f(x2) = 2
√
3

9
. We have that:

• f c = (−∞, z0], where z0 satisfies f(z0) = c, for c < −2
√
3

9
;
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• f c = (−∞, z0] ∪ {−
√
3
3
}, where z0 satisfies f(z0) = c and z0 ̸= x2, for c = −2

√
3

9
;

• f c = (−∞, z0] ∪ [z1, z2], where zi satisfies f(zi) = c and z0 < z1 < z2, for
−2

√
3

9
< c < 2

√
3

9
;

• f c = (−∞, z0], where z0 satisfies f(z0) = c and z0 ̸= x1, for c = 2
√
3

9
;

• f c = (−∞, z0], where z0 satisfies f(z0) = c, for c > 2
√
3

9
.

In this case, if a variation in the number of the connected components of the sublevel

sets of f occurs, this means that we have crossed a critical value for f . We also note

that f satisfies (PS) (If {xn}n∈N is a Palais-Smale sequence for f at level c ∈ R, then

f ′(xn)
n→∞−→ 0, i.e. |xn|

n→∞−→ 1√
3
, from which {xn}n∈N is bounded and it contains a

converging subsequence by Bolzano-Weierstrass theorem).

Example 2.37. Consider the function f(x, y) = x2 − y2 defined on R2: its unique critical

point is (x0, y0) = (0, 0), with f(x0, y0) = 0.

• If c > 0, then the sublevel set f c = {(x, y) ∈ R2 : x2 − y2 ≤ c} has a unique

connected component: it is the region of R2 in between the two branches of the

hyperbola x2 − y2 = c.

• If c = 0, then the sublevel set f c = {(x, y) ∈ R2 : x2 − y2 ≤ 0} has a unique

connected component: it is the region of R2 in between the two straight lines

y = x and y = −x, containing the y-axes.

• If c < 0, then the sublevel set f c = {(x, y) ∈ R2 : x2 − y2 ≤ c} has two connected

components: they are the region of R2 delimited from below by the upper branch

of the hyperbola x2 − y2 = c and the region delimited from above by the lower

branch of the same hyperbola.
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Figure 2.2: Sublevel set for f(x, y) = x2 − y2 with c > 0

Figure 2.3: Sublevel set for f(x, y) = x2 − y2 with c = 0

Figure 2.4: Sublevel set for f(x, y) = x2 − y2 with c < 0

As in the previous example, if a variation in the number of the connected components

of the sublevel sets of f occurs, this means that we have crossed a critical value for f .
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Also in this case, f satisfies (PS) (if {(xn, yn)}n∈N is a Palais-Smale sequence for f at

level 0, then xn
n→∞−→ 0 and yn

n→∞−→ 0, from which {(xn, yn)}n∈N is bounded and it has a

converging subsequence by Bolzano-Weierstrass theorem: this means (PS)0 is satisfied.

On the other hand, (PS)c is trivially satisfied for any c ̸= 0).

Example 2.38. Consider the function f(x) = −e−x − 2x2

x2+1
+ 2. In this case:

• f c = (−∞, x0], where x0 is the unique value satisfying f(x0) = c, for c ≤ 0;

• f c = (−∞, x0]∪ [x1,+∞), where x0 and x1 satisfy f(x0) = f(x1) = c and x0 < x1,

for 0 < c < maxx∈R f ;

• f c = R for c ≥ maxx∈R f .

We have a variation in the number of the connected components of the sublevel sets of

f when we cross the value c = 0; however, 0 ̸∈ Vcrit(f). Note that f does not satisfy

(PS)0.

Figure 2.5: Graph of the function f(x) = e−x − 2x2

x2+1
+ 2

2.3.1 The Deformation Lemma for Banach spaces

The easiest version of the Deformation Lemma is for Hilbert spaces and functions of

class C2.

Theorem 2.39 (Deformation Lemma for Hilbert spaces). Let f ∈ C2(H;R) and

c ∈ R. If c ̸∈ Vcrit(f) and f satisfies (PS)c, then there exist ε > 0 and a deformation

φ ∈ C(H;H) such that:



2.3 The Deformation Lemma 51

1. φ(x) = x, ∀x ̸∈ f−1([c− 2ε, c+ 2ε]);

2. φ(f c+ε) ⊂ f c−ε.

Proof. Since f ∈ C2(H;H), then ∇f ∈ C1(H;H) and, in particular, ∇f ∈ Liploc(H;H).

By hypothesis, c ̸∈ Vcrit(f) and f satisfies (PS)c, therefore, by Lemma 2.27, there exists

ε > 0 such that

∥∇f(x)∥ ≥ 2ε, ∀x ∈ f−1([c− 2ε, c+ 2ε]) (⋆).

We define A := f−1([c− 2ε, c+ 2ε]), B := f−1([c− ε, c+ ε]) and ψ : H −→ R by

ψ(x) :=
dist(x,H \ A)

dist(x,H \ A) + dist(x,B)
.

ψ is well-defined (at least one between dist(x,B) and dist(x,H \ A) is not 0 for any

x ∈ H) and ψ ∈ Liploc(H;R). Moreover:

• 0 ≤ ψ(x) ≤ 1, ∀x ∈ H;

• ψ(x) = 0, ∀x ∈ H \ A;

• ψ(x) = 1, ∀x ∈ B.

We define another function Ψ : H −→ H by

Ψ(x) :=

ψ(x) ∇f(x)
∥∇f(x)∥ , x ∈ A,

0, x ∈ H \ A.

Ψ is well-defined by (⋆) and Ψ ∈ Liploc(H;H). We consider the following Cauchy problemη̇(t, x) = −Ψ(η(t, x)),

η(0, x) = x,
(2.3)

where we have denote η̇(t, x) := ∂η
∂t

(t, x). By the local existence and uniqueness theorem,

the Cauchy problem (2.3) admits a unique solution η(·, x) ∈ C1(R;H) for any x ∈ H (the

local solution extends to the whole real line, being the system autonomous). Moreover,

η ∈ C([0, 1] × H;H) by the continuous dependence on initial data theorem. We set

φ := η(1, ·).
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We have that φ ∈ C(H;H) and φ(x) = x for any x ∈ H \ A.2 So 1 is proved.

We have the following computation:

∂

∂t

(
f(η(t, x))

)
= ⟨∇f(η(t, x)), η̇(t, x)⟩ =−ψ(η(t, x))∥∇f(η(t, x))∥, η(t, x) ∈ A,

0, η(t, x) ∈ H \ A.

Thus,
∂

∂t

(
f(η(t, x))

)
≤ 0, ∀x ∈ H, ∀t ∈ [0, 1],

i.e. [0, 1] ∋ t −→ f(η(t, x)) is non-increasing for any x ∈ H.

Now, let x ∈ f c+ε. We claim there exists t ∈ [0, 1] such that f(η(t, x)) ≤ c − ε.

Indeed, if f(η(t, x)) ∈ (c − ε, c + ε] for any t ∈ [0, 1] (implying that η(t, x) ∈ B for any

t ∈ [0, 1]), then

f(φ(x)) = f(η(1, x)) = f(η(0, x)) +

∫ 1

0

∂

∂t

(
f(η(t, x))

)
dt =

f(x) −
∫ 1

0

∥∇f(η(t, x))∥︸ ︷︷ ︸
≥2ε

dt ≤ c+ ε− 2ε = c− ε,

which is in contradiction with our assumption.

So let t ∈ [0, 1] such that f(η(t, x)) ≤ c− ε; then

f(φ(x)) = f(η(1, x)) ≤ f(η(t, x)) ≤ c− ε,

i.e φ(x) ∈ f c−ε. This completes the proof of 2.

The next step is a generalization of the Deformation Lemma to Banach spaces and

functions of class C1. We need the notion of “pseudo-gradient”, which replaces the role

of the gradient in a Banach space.

Notation 2.40. If B is a Banach space and f ∈ C1(B;R), we denote the set of regular

points of f by Br := {x ∈ B | dxf ̸= 0}.

2If x ∈ H \ A, then, being Ψ(x) = 0, the function given by [0, 1] ∋ t 7→ µ(t, x) := x is a solution of

(2.3). The solution of (2.3) is unique, whence η(t, x) = µ(t, x) = x for any t ∈ [0, 1] and, in particular,

φ(x) = η(1, x) = x.
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Definition 2.41. Let f ∈ C1(B;R). A function V ∈ Liploc(Br;B) is said to be a

pseudo-gradient (PG) for f if

1. ∥V (x)∥ ≤ 2 min{∥dxf∥∗, 1},

2. dxf(V (x)) ≥ min{∥dxf∥∗, 1}∥dxf∥∗,

for any x ∈ Br.

We recall the following definition from topology.

Definition 2.42. A topological space X is said to be paracompact if for any open

covering A := {Aj, j ∈ J} (i.e Aj is open for any j ∈ J and X ⊂ ∪j∈JAj) there exists

B := {Bi, i ∈ I} such that:

• for any i ∈ I there exists j ∈ J such that Bi ⊂ Aj, Bi is open and X ⊂ ∪i∈IBi;

• for any x ∈ X there exists an open neighbourhood Ux of x such that

card({i ∈ I : Bi ∩ Ux ̸= ∅}) <∞.

The following theorem is a well-known topological result. For more details see [8].

Theorem 2.43 (Stone). Any metric space is paracompact.

Going back to the pseudo-gradient, we have the following result.

Lemma 2.44. Let f ∈ C1(B;R). Then there exists a pseudo-gradient for f .

Proof. Let x0 ∈ Br; there exists w = w(x0) ∈ B such that∥w∥ < 2 min{∥dx0f∥∗, 1},

dx0f(w) > min{∥dx0f∥∗, 1}∥dx0f∥∗.
(2.4)

To see that such w exists:

• If ∥dx0f∥∗ ≤ 1, then let v ∈ B, ∥v∥ = 1, such that dx0f(v) ≥ 2
3
∥dx0f∥∗ and set

w = 3
2
∥dx0f∥∗v;
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• If ∥dx0f∥∗ > 1, there must exist w ∈ B, ∥w∥ < 2, such that |dx0f(w)| > ∥dx0f∥∗.
To see this: if |dx0f(w)| ≤ ∥dx0f∥∗ for any ∥w∥ < 2, then

∥dx0f∥∗ = sup
∥w∥=1

|dx0f(w)| = sup
∥w∥= 3

2

|dx0f(w)|
∥w∥

≤ 2

3
∥dx0f∥∗,

which is not possible.

By continuity of d(·)f , for any x0 ∈ Br there exists an open neighbourhood W (x0) of x0

such that (2.4) holds with w = w(x0) for any x ∈ W (x0). Hence, {W (x0)}x0∈Br is an

open covering of Br and by Stone’s theorem there exists B = {Bi, i ∈ I} as in Definition

2.42. Hence, for any i ∈ I there exists vi ∈ B such that∥vi∥ < 2 min{∥dxf∥∗, 1},

dx0f(vi) > min{∥dxf∥∗, 1}∥dxf∥∗,
(2.5)

for any x ∈ Bi. Now let

ri : Br −→ R, ri(x) := dist(x,Br \Bi),

and set

ηi : Br −→ R, ηi(x) :=
ri(x)∑
j∈I rj(x)

.

ηi is well-defined because for any x ∈ Br we have that x ∈ Bj for only a positive finite

number of j′s, whence rj(x) ̸= 0 for only a positive finite number of j′s. For any i ∈ I

we have that ηi ∈ Liploc(Br;R) and
0 ≤ ηi(x) ≤ 1, ∀x ∈ B;

ηi(x) = 0, ∀x ∈ B \Bi;∑
i∈I ηi(x) = 1, ∀x ∈ B.

Finally, let

V : Br −→ R, V (x) :=
∑
i∈I

viηi(x).

V is well-defined: indeed, for any x ∈ Br, if I(x) := {i ∈ I | ηi(x) ̸= 0}, then I(x) is finite

and V (x) is a convex combination of {vi}i∈I(x). Let x ∈ Br; then, by triangle inequality

and linearity of dxf , we have:
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•
∥V (x)∥ = ∥

∑
i∈I(x)

viηi(x)∥ ≤
∑
i∈I(x)

∥vi∥ηi(x)
(2.5)
< 2 min{∥dxf∥∗, 1},

which is 1 in the definition of pseudo-gradient for f ;

•
dxf(V (x)) =

∑
i∈I(x)

ηi(x)dxf(vi)
(2.5)
> min{∥dxf∥∗, 1}∥dxf∥∗,

which is 2 in the definition of pseudo-gradient for f .

Remark 2.45. We have actually proved that, given a function f ∈ C1(B;R), there exists

a pseudo-gradient for f satisfying the strict version of the inequalities of Definition 2.41.

Before seeing a more general version of the Deformation Lemma, with Banach spaces

and functions of class C1, we fix some notations and see a preliminary result.

Notation 2.46. If f : B −→ R is a function of class C1, β ∈ R, δ > 0 and ρ > 0, we

denote:

• Nβ,δ := {x ∈ B : |f(x) − β| < δ, ∥dxf∥∗ < δ},

• Uβ,ρ := ∪x∈Critβ(f){y ∈ B : ∥y − x∥ < ρ}.

Lemma 2.47. Let f ∈ C1(B,R) and suppose that f satisfies (PS). For any β ∈ R we

have:

1. Critβ(f) is compact;

2. {Uβ,ρ}ρ>0 is a fundamental system of neighbourhoods of Critβ(f);

3. {Nβ,δ}δ>0 is a fundamental system of neighbourhoods of Critβ(f).

Proof. If {xn}n∈N is a sequence in Critβ(f), then it is a Palais-Smale sequence for f at

level β and, by (PS)β, it has a converging subsequence to some x0 ∈ B. Since f and

d(·)f are continuous maps, then f(x0) = β and dx0f = 0, meaning that x0 ∈ Critβ(f).

Hence, Critβ(f) is compact and 1 is proved.

If ρ > 0, then Uβ,ρ is a neighbourhood of Critβ(f). Let N be a neighbourhood of

Critβ(f). By contradiction, we assume that Uβ,ρ ̸⊂ N for any ρ > 0. Thus, we can find
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a sequence ρm → 0 and a sequence of points {xm}m∈N such that xm ∈ Uβ,ρm \ N for

any m. For any m ∈ N there exists ym ∈ Critβ(f) such that ∥xm − ym∥ < ρm. By the

compactness of Critβ(f), up to subsequence, we may assume that ym → y0 ∈ Critβ(f).

It follows that xm → y0 ∈ Critβ(f) ⊂ N , whence for m >> 1 we have xm ∈ N , which is

not possible. This means that, given a neighbourhood N of Critβ(f), there exists ρ > 0

such that Uβ,ρ ⊂ N . Therefore 2 is proved.

If δ > 0, then Nβ,δ is a neighbourhood of Critβ(f). Let N be a neighbourhood of

Critβ(f). By contradiction, we assume that Nβ,δ ̸⊂ N for any δ > 0. As before, there

exist a sequence δm → 0 and a sequence of points {xm}m∈N such that xm ∈ Nβ,δm \ N
for any m. It follows that f(xm)

m→∞−→ β,

∥dxmf∥∗
m→∞−→ 0,

i.e {xm}m∈N is a Palais-Smale sequence for f at level β. By (PS)β, up to subsequence,

{xm}m∈N converges to some x0 ∈ Critβ(f) ⊂ N , whence for m >> 1 we have xm ∈ N ,

which is not possible. Therefore for any neighbourhood N of Critβ(f) there exists δ > 0

such that Nβ,δ ⊂ N and the proof of 3 is completed.

Remark 2.48. In the previous lemma, if β ∈ R is fixed, we need only that f satisfies

(PS)β to show that 1, 2 and 3 hold.

Theorem 2.49 (Deformation lemma for Banach spaces). Let f ∈ C1(B;R) such

that f satisfies (PS). Let β ∈ R, ε > 0 and let N be a neighbourhood of Critβ(f). Then

there exists ε ∈]0, ε[ and a continuous 1-parameter family of homeomorphisms Φ(t, ·) of

B, 0 ≤ t <∞, with the properties:

1. Φ(t, x) = x, if t = 0, or dxf = 0, or |f(x) − β| ≥ ε;

2. f(Φ(t, x)) is non-increasing in t for any x ∈ B;

3. Φ(1, fβ+ε \N) ⊂ fβ−ε and Φ(1, fβ+ε) ⊂ fβ−ε ∪N .

Moreover, Φ : [0,∞[×B −→ B has the semi-group property, i.e Φ
(
t,Φ(s, ·)

)
= Φ(t+ s, ·)

for any t, s ≥ 0.



2.3 The Deformation Lemma 57

Proof. By Lemma 2.47, there exist δ, ρ > 0 such that:

N ⊃ Uβ,2ρ ⊃ Uβ,ρ ⊃ Nβ,δ,

where we may suppose δ, ρ ≤ 1. Let η ∈ Liploc(B;R) such that 0 ≤ η ≤ 1, η ≡ 1 in

B \Nβ,δ and η ≡ 0 in Nβ,δ/2. Also let φ ∈ Liploc(R;R) such that 0 ≤ φ ≤ 1, φ(s) = 0 if

|β − s| ≥ min{ε, δ/4}, φ(s) = 1 if |β − s| ≤ min{ε/2, δ/8}. Finally, let V : Br −→ B be

a pseudo-gradient for f (it exists by Lemma 2.44). We define

Ψ(x) :=

−η(x)φ(f(x))V (x), ifx ∈ Br,

0, elsewhere.

By definition of φ and η, it follows that Ψ vanishes (and therefore is Lipschitz) near

critical points of f 3, hence Ψ ∈ Liploc(B;B). Moreover, since ∥V ∥L(Br,B) ≤ 2, then

∥Ψ∥L(B,B) ≤ 2. We consider the Cauchy problem: ∂
∂t

Φ(t, x) = Ψ(Φ(t, x)),

Φ(0, x) = x.
(2.6)

By the local existence and uniqueness theorem, the Cauchy problem (2.6) has a unique

solution Φ(·, x) ∈ C1(R;B) for any x ∈ B (the system is autonomous, whence the solution

extends to R) and Φ is continuous in the variable x ∈ B by the continuous dependence

on initial data theorem. Moreover, Φ(t,Φ(s, ·)) = Φ(t+ s, ·) for any t, s ∈ R. From this,

Φ(t, ·) ◦ Φ(−t, ·) = IdB = Φ(−t, ·) ◦ Φ(t, ·), whence Φ(t, ·) is a homeomorphism of B for

any t ∈ R.

If t = 0, then Φ(t, x) = x for any x ∈ B by definition. If dxf = 0 or x ∈ Br but

|f(x) − β| ≥ ε (in this second case φ(f(x)) = 0), then Ψ(x) = 0 and the function

3Ψ ≡ 0 in Nβ,δ/2 because η ≡ 0 in Nβ,δ/2. If x0 ∈ Crit(f), by continuity of d(·)f , we have that

||dxf ||∗ < δ
2 for any x in an open neighbourhood of x0 Vx0 . Let x ∈ Vx0 ; if x ∈ Crit(f), then it is

immediate that Ψ(x) = 0, otherwise:

• if η(x) = 0, then Ψ(x) = 0;

• if η(x) ̸= 0, then x ̸∈ Nβ,δ/2. This implies that |f(x)−β| ≥ δ
2 ≥ min{ε, δ/4}, whence φ(f(x)) = 0

and Ψ(x) = 0.
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t 7−→ Φ̃(t, x) := x is a solution of (2.6), whence, by uniqueness, Φ(t, x) = Φ̃(t, x) = x for

all t ∈ R. Thus 1 is proved.

We see 2:

∂

∂t

(
f(Φ(t, x))

)
= dΦ(t,x)f

(
∂

∂t
(Φ(t, x))

)
= dΦ(t,x)f

(
Ψ(Φ(t, x))

)
=

=

−η(Φ(t, x))φ(f(Φ(t, x)))dΦ(t,x)f
(
V (Φ(t, x))

)
, if Φ(t, x) ∈ Br,

0, else,

≤

−η(Φ(t, x))φ(f(Φ(t, x))) min{∥dΦ(t,x)f∥∗, 1}∥dΦ(t,x)f∥∗, if Φ(t, x) ∈ Br,

0, else,

whence
∂

∂t

(
f(Φ(t, x))

)
≤ 0, ∀x ∈ B.

Let us prove 3. Let ε ≤ min{ε/2, δ/8} and x ∈ fβ+ε. If f(Φ(1, x)) > β − ε, then

from 2 it follows that

β + ε ≥ f(x) = f(Φ(0, x)) ≥ f(Φ(t, x)) ≥ f(Φ(1, x)) > β − ε, ∀t ∈ [0, 1],

whence |f(Φ(t, x)) − β| ≤ ε and consequently φ(f(Φ(t, x))) = 1 for all t ∈ [0, 1]. We

note that, if Φ(t, x) ̸∈ Nβ,δ, then Φ(t, x) ∈ Br.4

We have the following computation:

f(Φ(1, x)) = f(Φ(0, x)) +

∫ 1

0

∂

∂t

(
f(Φ(t, x))︸ ︷︷ ︸

≤0

)
dt ≤

≤ β + ε−
∫
{t∈[0,1] : Φ(t,x)̸∈Nβ,δ}

η(Φ(t, x))︸ ︷︷ ︸
=1

dΦ(t,x)f(V (Φ(t, x)))︸ ︷︷ ︸
≥min{∥dΦ(t,x)f∥∗,1}∥dΦ(t,x)f∥∗≥δ2

dt ≤

≤ β + ε− L1({t ∈ [0, 1] : Φ(t, x) ̸∈ Nβ,δ})δ2. (2.7)

We note that:

4If Φ(t, x) is a critical point for f , then ∥dΦ(t,x)f∥∗ = 0 < δ and |f(Φ(t, x)) − β| ≤ ε < δ, whence

Φ(t, x) ∈ Nβ,δ.
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• If x ̸∈ N , then Φ(t, x) ̸∈ Nδ for any 0 ≤ t < ρ
2
. Indeed, B \N and Nδ are separated

by the “annulus” Uβ,2ρ \ Uβ,ρ of width ρ, from which dist(B \N,Nδ) ≥ ρ and

∥Φ(t, x)−Φ(0, x)︸ ︷︷ ︸
=x

∥ =

∥∥∥∥∫ t

0

Ψ
(
Φ(s, x)

)
ds

∥∥∥∥ ≤
∫ t

0

∥Ψ
(
Φ(s, x)

)
∥︸ ︷︷ ︸

≤2

ds < ρ, ∀ 0 ≤ t <
ρ

2
.

This means that

[0, ρ/2[⊂ {t ∈ [0, 1] : Φ(t, x) ̸∈ Nβ,δ};

• similarly, if Φ(1, x) ̸∈ N , then Φ(t, x) ̸∈ Nδ for any t ∈](2 − ρ)/2, 1], because

∥Φ(1, x) − Φ(t, x)∥ ≤
∫ 1

t

∥Ψ(Φ(s, x))∥ds ≤ 2(1 − t) < ρ, ∀ 2 − ρ

2
< t ≤ 1.

Thus, we have

](2 − ρ)/2, 1] ⊂ {t ∈ [0, 1] : Φ(t, x) ̸∈ Nβ,δ}.

Therefore, if either x ̸∈ N or Φ(1, x) ̸∈ N , we have that

L1({t ∈ [0, 1] : Φ(t, x) ̸∈ Nβ,δ}) ≥ ρ

2
. (2.8)

Summarizing, let ε ≤ min{ε/2, δ/8, (δ2ρ)/4}. We have that, if x ∈ fβ+ε and x ̸∈ N or

Φ(1, x) ̸∈ N , then f(Φ(1, x)) ≤ β − ε. Indeed, if it was that f(Φ(1, x)) > β − ε, then,

combining (2.7) and (2.8), we would have that f(Φ(1, x)) ≤ β− ε, which is not possible.

This means that Φ(1, fβ+ε \N) ⊂ fβ−ε and Φ(1, fβ+ε) ⊂ fβ−ε∪N , completing the proof

of 3.

Remark 2.50. As in Lemma 2.47, if β ∈ R is fixed, we need only that f satisfies (PS)β

to show that the conclusion holds for that value of β.

2.3.2 The Deformation Lemma for Finsler manifold

We aim to generalize the Deformation Lemma to manifolds modeled on Banach

spaces.
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Definition 2.51. Let M be a Banach manifold of class Cp, p ≥ 05, called the base

space; let E be a topological space, called the total space; let π : E −→ M be a

surjective continuous map. Suppose that for any x ∈ M , the fiber Ex := π−1(x) has a

structure of Banach space. Let {Ui | i ∈ I} be an open cover of M and suppose that for

each i ∈ I there exist a Banach space Xi and a map τi

τi : π−1(Ui) −→ Ui ×Xi

satisfying the following properties:

• τi is a homeomorphism such that p1 ◦ τi = π, where p1 : Ui × Xi −→ Ui is the

projection on Ui, and such that

τix : Ex −→ Xi, τix := τi
∣∣
Ex

is an isomorphism for any x ∈ Ui.

• if Ui and Uj are two members of the open cover, then the map

Ui ∩ Uj −→  L(Xi, Xj)

x 7−→ τjx ◦ τ−1
ix

is a differentiable map of class Cp, where L(Xi, Xj) is the space of all continuous

linear maps from Xi to Xj.

The collection {(Ui, τi) | i ∈ I} is said to be a trivializing covering for π : E −→ M

and the maps τi are called trivializing maps. Two trivializing coverings are said to be

equivalent if their union satisfies again the two conditions above. An equivalence class

of such trivializing coverings is said to determine the structure of a Banach bundle on

π : E −→M . If all the spaces Xi are isomorphic as topological spaces, then they can be

assumed all to be equal to the same space X. In this case, we say that π : E −→ M is

a Banach bundle with fibre X.
5A Banach manifold M is a manifold modeled on Banach spaces; this means that M is a topological

space in which each point has a neighbourhood that is homeomorphic to an open set in a Banach space.

The manifold is of class Cp if the transition maps between open sets of an atlas of M are of class Cp.

As for the Euclidean case, if M has a differential structure, we have an analogous construction of the

tangent bundle TM and, given a differentiable map between Banach Manifolds f : M −→ N , we can

consider the differential map dfp : TpM −→ Tf(p)N , p ∈ M .
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Definition 2.52. Let π : F −→M be a Banach bundle over M . Let

∥.∥ : F −→ R

be a continuous map such that the restriction ∥.∥u of ∥.∥ to each fiber Fu := π−1(u)

is an admissible norm for Fu. Let us also assume that we have a trivializing covering

A := {(Ui, τi)}i∈I satisfying the following properties:

1. for any fixed u0 ∈M there exists a trivialization in A

τ : π−1(U) −→ U × Fu0 ,

such that ∥.∥u is a norm on Fu0 for any u ∈ U ;

2. for any k > 1
1

k
∥v∥u < ∥v∥u0 < k∥v∥u, ∀v ∈ Fu0 \ {0},

if u is in a small neighbourhood of u0 contained in U and depending on k.

Then we say that ∥.∥ is a Finsler structure for the bundle π : F −→M .

Remark 2.53. Let M be a differentiable (Banach or Euclidan) manifold equipped with

a Riemannian metric
〈
,
〉
. Then

∥ξ∥π(ξ) :=
√
⟨ξ, ξ⟩π(ξ), ∀ξ ∈ TM,

defines a natural Finsler structure for the bundle π : TM −→M .

Definition 2.54. A Finsler manifold of class Cr, r ≥ 1, is a regular6 Cr-Banach manifold

M , together with a Finsler structure ∥.∥ on the tangent bundle TM . Also the cotangent

bundle T ∗M carries a natural Finsler structure by defining

∥v∗∥ = sup{|v∗(v)| ; v ∈ TuM, ∥v∥u ≤ 1}, ∀u ∈M, ∀v∗ ∈ T ∗
uM.

6We recall that a topological space X is said to be regular if for any point x ∈ X and for any

neighbourhood U of x there exists a closed neighbourhood F of x such that F ⊂ U .
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Remark 2.55. Let M be a connected Finsler manifold M of class Cr, r ≥ 1, and denote

by ∥.∥ the Finsler structure on TM . Then ∥.∥ induces a metric on M :

d(u, v) = inf
p

∫ 1

0

∥ṗ(t)∥p(t) dt, (2.9)

where the infimum is taken all over C1 paths p : [0, 1] −→ M such that p(0) = u and

p(1) = v. We say that M is complete if (M,d) is a complete metric space. Moreover, the

topology on M induced by the distance (2.9) do coincide with the manifold topology.

The proof of Remark 2.55 is not trivial: for more details see p.201 − 202 on [7].

We can generalize the notion of pseudo-gradient to functions defined on Finsler man-

ifolds.

Definition 2.56. Let M be a C2-Finsler manifold and f ∈ C1(M). Let us denote

M̃ := {u ∈ M | duf ̸= 0}, the set of regular points of f . A pseudo-gradient vector field

for f is a Lipschitz continuous vector field v : M̃ −→ TM such that v(u) ∈ TuM and

1. ∥v(u)∥u ≤ 2∥duf∥2u,

2. duf(v(u)) ≥ ∥duf∥2u,

for all u ∈ M̃ , where ||.||u is the norm in the tangent space TuM .

Lemma 2.57. If M is a C2-Finsler manifold and f ∈ C1(M), then there exists a

pseudo-gradient vector field v : M̃ −→ TM for f .

For a proof of Lemma 2.57 see Lemma 3.2 and Lemma 3.3 on [7].

Remark 2.58. As for Banach spaces, by using the Finsler structure and the distance (2.9)

on M , we can define:

fβ := {u ∈M | f(u) ≤ β},

Crit(f) := {u ∈M | duf = 0},

Critβ(f) := {u ∈M | f(u) = β, duf = 0},

Nβ,δ := {u ∈M : |f(u) − β| < δ, ||duf ||u < δ},

Uβ,ρ := ∪u∈Critβ(f){v ∈M | d(u, v) < ρ},

where β ∈ R and δ, ρ > 0.
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We can extend the notion of Palais-Smale sequence and Palais-Smale condition to

functions defined on Finsler manifolds.

Definition 2.59. If M is a connected C1-Finsler manifold, f ∈ C1(M) and c ∈ R, we

say that {xn}n∈N ⊂M is a Palais-Smale sequence for f at level c iff(xn)
n→∞−→ c,

∥dxnf∥xn

n→∞−→ 0.

We say that f satisfies the Palais-Smale condition at level c and write (PS)c if any

Palais-Smale sequence for f at level c admits a converging subsequence (with respect to

the metric (2.9)). We write that f satisfies (PS) if it satisfies (PS)c for any c ∈ R.

Now, we give the statement of the Deformation Lemma for function on Finsler man-

ifolds. We will omit the proof of this theorem, since it is a very technical generalization

to that one seen for Banach spaces. However, it turns out we need to strengthen the

hypotheses on the function in the statement of the theorem.

Theorem 2.60 (Deformation Lemma for Finsler manifold). Let M be a connected

C2−Finsler manifold and f ∈ C1(M) such that f satisfies (PS). Let us also assume

that f satisfies the following hypotheses:

• f is bounded from below, i.e infu∈M f(u) ∈ R;

• the sublevel sets of f are all complete in M , with respect to the metric given by

(2.9).

Let β ̸∈ Vcrit(f). Then there exist an ε > 0 and a flow Φ : R ×M −→ M (i.e. Φ is

continuous and Φ(t, ·) ◦ Φ(s, ·) = Φ(t+ s, ·) for any t, s ∈ R) such that:

1. Φ(t, ·) is a homeomorphism of M for any t;

2. Φ(0, ·) = idM ;

3. t −→ f(Φ(t, u)) is non-increasing for any u ∈M ;

4. Φ(1, fβ+ε) ⊂ fβ−ε.
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See Theorem 4.6 on [7] for the proof of Theorem 2.60.

Remark 2.61. For a fixed β ∈ R it suffices that f satisfies (PS)β so that the conclusion

of Theorem 2.60 holds.

2.4 The Minimax Principle

In this section, we will state and prove the variational method we will use in the next

chapter to show the existence of closed geodesics on the sphere. As for the Deformation

Lemma, we will see two versions: one for Banach spaces and one for Finsler Manifolds.

Definition 2.62. Consider a Finsler manifold M (or equivalently a Banach space B)

and let Φ : [0,+∞[×M −→M be a semi-flow (i.e Φ is continuous and Φ(t, ·) ◦ Φ(s, ·) =

Φ(t+ s, ·) for all t, s ≥ 0). A family F of subsets of M is called (positively) Φ-invariant

if Φ(t, F ) ∈ F for any F ∈ F and t ≥ 0.

Theorem 2.63 (Minimax Principle for Banach spaces). Let f ∈ C1(B;R) such

that f satisfies (PS). Let F be a family of subsets of B which is invariant with respect to

any semi-flow Φ : [0,+∞[×B −→ B such that Φ(0, ·) = idB, Φ(t, ·) is a homeomorphism

of B for any t ≥ 0 and t 7−→ f(Φ(t, u)) is non-increasing for any u ∈ B. If

β := inf
F∈F

sup
u∈F

f(u) ∈ R,

then β is a critical value for f .

Proof. By contradiction, we assume that β is not a critical value for f . We fix

ε = 1 and N = ∅, which is a neighbourhood of Critβ(f) = ∅. Then let ε > 0 and

Φ : [0,+∞[×B −→ B as in Theorem 2.49. By definition of β, there exists F̃ ∈ F such

that

sup
u∈F̃

f(u) < β + ε,

i.e F̃ ⊂ fβ+ε. F is Φ-invariant (by 2 in Theorem 2.49, t 7−→ f(Φ(t, x)) is non-increasing

for any x ∈ B), hence, F1 := Φ(1, F̃ ) ∈ F and, by 3 in Theorem 2.49, being N = ∅, it

follows that F1 ⊂ fβ−ε. Therefore we have

β := inf
F∈F

sup
u∈F

f(u) ≤ sup
u∈F1

f(u) ≤ β − ε,
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which is not possible.

Remark 2.64. As in Theorem 2.49, we only need that f satisfies (PS)β.

We can see two easy applications of the the previous theorem.

Example 2.65. Let f ∈ C1(B;R) and let F = {B}, which is positively Φ-invariant with

respect to any semi-flow Φ satisfying the hypotheses of Theorem 2.63. If

β := inf
F∈F

sup
u∈F

f(u) = sup
u∈B

f(u)

is finite and f satisfies (PS)β, then β is a critical value for f . Thus, β is actually the

maximum of f on B: there exists u0 ∈ B such that f(u0) = β and du0f = 0.

Example 2.66. Let f ∈ C1(B;R) and let F = {{u} |u ∈ B}, which is positively Φ-

invariant with respect to any semi-flow Φ satisfying the hypotheses of Theorem 2.63.

If

β := inf
F∈F

sup
u∈F

f(u) = inf
u∈B

f(u)

is finite and f satisfies (PS)β, then β is a critical value for f . Thus, β is actually the

minimum of f on B: there exists u0 ∈ B such that f(u0) = β and du0f = 0.

Theorem 2.67 (Minimax Principle for Finsler manifold). Let M be a connected

C2−Finsler manifold and let f ∈ C1(M) such that f satisfies (PS). Let us also assume

that f is bounded from below and that the sublevel sets of f are all complete in M (with

respect to the Finsler distance on M). Let F be a family of subsets of M that is invariant

with respect to any semi-flow Φ : [0,+∞[×M −→ M such that Φ(0, ·) = idM , Φ(t, ·) is

a homeomorphism of M for any t ≥ 0 and t −→ f(Φ(t, u)) is non-increasing for any

u ∈M . If

β := inf
F∈F

sup
u∈F

f(u) ∈ R,

then β is a critical value for f .

Proof. By contradiction, we assume that β is not a critical value for f . Then there exist

an ε > 0 and flow ψ : R×M −→M as in Theorem 2.60. By definition of β, there exists

F̃ ∈ F such that

sup
u∈F̃

f(u) < β + ε.
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Then F1 := ψ(1, F̃ ) ∈ F and F1 ⊂ fβ−ε, whence

β := inf
F∈F

sup
u∈F

f(u) ≤ sup
u∈F1

f(u) ≤ β − ε,

which is not possible.

In the next chapter, we will see the Birkhoff’s theorem which is a very interesting

application of the Minimax Principle.



Chapter 3

Closed geodesics on the

2-dimensional sphere in R3

In this chapter, we will apply the Minimax Principle to solve a geometric problem:

the existence of non costant closed geodesics on a surface S diffeomorphic to the 2-

dimensional sphere. In the first section, we will recall some preliminary notions about

Sobolev spaces. Then in the second section, we will introduce the space of closed curves

with finite energy on a compact Riemannian manifold M and we will see a sketch of the

proof that it has a structure of Hilbert manifold. Finally, we will state and prove the

central theorem of this thesis: the Birkhoff’s theorem. The scheme of its proof will be

the following:

1. Introduction to the energy functional E and the manifold of closed curves on S

with finite energy;

2. Proof of the fact that the closed geodesics on S correspond exactly to the critical

points of E in the manifold previously introduced;

3. Proof of the fact that the functional E satisfies the Palais-Smale condition;

4. Construction of a flow invariant family F as in the statement of the Minimax

Principle;

5. Proof of the fact that the Minimax value is not 0.

67
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3.1 Some preliminary notions about Sobolev spaces

Definition 3.1. Let n ∈ N and Ω ⊂ Rn open. For k ∈ N and p ∈ R, 1 ≤ p < +∞, we

define

W k,p(Ω;R) := {u ∈ Lp(Ω;R) : ∂αu ∈ Lp(Ω;R), |α| ≤ k},

where α is a multi-index and ∂αu is the weak derivative of u, of order α. Defining

∥u∥Wk,p :=

(∑
|α|≤k

∥∂αu∥pLp

)1/p

, u ∈ W k,p(Ω;R),

then W k,p(Ω;R) becomes a separable Banach space and, in particular, W k,2(Ω;R) is

endowed with a structure of Hilbert space.

Definition 3.2. Let n, k ∈ N, Ω ⊂ Rn open and p ∈ R, 1 ≤ p < +∞. We define

Hk,p(Ω;R) = C∞(Ω;R) ∩W k,p(Ω;R)
∥.∥

Wk,p
.

When p is omitted, it is implied that p = 2.

The following results hold.

Theorem 3.3 (Meyers-Serrin). Let n, k ∈ N, Ω ⊂ Rn open, p ∈ R, with 1 ≤ p < +∞.

Then we have that

W k,p(Ω;R) = Hk,p(Ω;R).

For a proof of Theorem 3.3 see Theorem 7.9 on [4].

Theorem 3.4 (Sobolev-Rellich-Kondrakov embedding). Let n ∈ N, Ω ⊂ Rn open,

bounded and such that ∂Ω is Lipschitz. Let k ∈ N, p ∈ R, 1 ≤ p < +∞. We have three

cases:

1. If kp < n, we set p∗ = np
n−kp

; then

i : Hk,p(Ω;R) ↪→ Lq(Ω;R)

is continuous for any 1 ≤ q ≤ p∗. Moreover, i is compact if 1 ≤ q < p∗;
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2. If kp = n, then

i : Hk,p(Ω;R) ↪→ Lq(Ω;R)

is compact for any 1 ≤ q < +∞;

3. If kp > n, then

i : Hk,p(Ω;R) ↪→ Cr,α(Ω;R)

is continuous, where r = k − ⌊n
p
⌋ − 1 and

α =

⌊n
p
⌋ + 1 − n

p
, if n

p
̸∈ N,

any value in (0, 1), if n
p
∈ N.

Moreover, if α < ⌊n
p
⌋ + 1 − n

p
, then i is compact.

For a proof of Theorem 3.4 see Theorem 7.26 on [4].

Definition 3.5. Let n, k,m ∈ N, p ∈ R, 1 ≤ p < +∞ and Ω ⊂ Rn open. We define

W k,p(Ω;Rm) := {u ∈ Lp(Ω;Rm) : ∂αu = (∂αu1, . . . , ∂
αum) ∈ Lp(Ω;Rm), |α| ≤ k},

and

∥u∥Wk,p :=

(∑
|α|≤k

∥∂αu∥pLp

)1/p

, u ∈ W k,p(Ω;Rm).

Also in this case, W k,p(Ω;Rm) is a Banach space and, in particular, W k,2(Ω;Rm) is a

Hilbert space.

Moreover, we define

Hk,p(Ω;Rm) := W k,p(Ω;Rm) ∩ C∞(Ω;Rm)
∥.∥

Wk,p
.

Remark 3.6. The thesis of Theorem 3.3 still holds under the assumption of Definition

3.5.

We also have Sobolev spaces of periodic one-variable functions.

Definition 3.7. Let m ∈ N. We define the following spaces:

• for any 1 ≤ q < +∞,

Lq(S1;Rm) := {u : R −→ Rm : u|(0,2π) ∈ Lq((0, 2π);Rm), u(t) = u(t+2π) ∀t ∈ R};
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• for any k ∈ N and 1 ≤ p < +∞,

Hk,p(S1;Rm) := {u : R −→ Rm : u|(0,2π) ∈ Hk,p((0, 2π);Rm), u(t) = u(t+2π) ∀t ∈ R};

• for any r ≥ 0 and α ∈ [0, 1],

Cr,α(S1;Rm) := {u : R −→ R : u|(0,2π) ∈ Cr,α((0, 2π);Rm), u(t) = u(t+2π)∀t ∈ R}.

Remark 3.8. If k,m ∈ N, p ∈ R, 1 ≤ p < +∞, then Hk,p(S1;Rm) is a Banach space with

norm given by

∥u∥Hk,p := ∥u|(0,2π)∥Hk,p((0,2π);Rm),

and, in particular, it is a Hilbert space if p = 2.

Remark 3.9. There is an analogous version of Theorem 3.4 with the spaces introduced

in Definition 3.7.

3.2 The Manifold of closed curves on a compact Rie-

mannian manifold

Definition 3.10. A Hilbert Manifold M is a differentiable manifold with a countable

atlas such that each chart has its image in a Hilbert space; this means that M is a

separable Hausdorff space in which each point has a neighbourhood that is homeomorphic

to an open set in a Hilbert space. As for Euclidean manifold, there is associated to M the

tangent bundle of M and a projection τ = τM : TM −→M . Given an atlas (ϕα, Uα)α∈I

of M , we obtain an atlas (Tϕα, TUα)α∈I of TM , proceeding exactly as in the Euclidean

case.

Remark 3.11. If H is a Hilbert space, then it is a Hilbert manifold with a single global

chart given by (H, idH). Moreover, if ⟨ , ⟩H is the inner product on H, then H can be

endowed with a natural Riemannian metric ⟨ , ⟩ given by

⟨u, v⟩p := ⟨u, v⟩H, ∀p ∈ H,∀u, v ∈ TpH ∼= H.
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Remark 3.12. If E is a topological space and M is a Hilbert manifold, we can consider

Banach bundles π : E −→ M over M as in Definition 2.51. Then there is an atlas such

that for any chart (U, ϕ) we have a commutative diagram of morphisms

π−1(U) ϕ(U) × E

U ϕ(U)

Φ

π pr1

ϕ

with the following properties:

1. E is a Banach space, Φ is a homeomorphism and Φp := Φ|Ep , where Ep := π−1(p)

for any p ∈ U , is a topological linear isomorphism;

2. if

π−1(U ′) ϕ(U ′) × E′

U ′ ϕ′(U ′)

Φ′

π pr1

ϕ′

is a commutative diagram satisfying 1 for another chart (U ′, ϕ′), then the map

U ∩ U ′ −→ L(E,E′)

p 7−→ Φ
′

p ◦ Φ−1
p

is differentiable.

We say that (Φ, ϕ, U) is a local representation for the bundle π : E −→M .

Remark 3.13. If π : E −→M is a bundle as in Remark 3.12, where E has a differentiable

structure, and (Φ, ϕ, U) is a local representation of π : E −→ M , then we have a local

representation (TΦ,Φ, π−1(U)) for the tangent bundle τE : TE −→ E:

Tπ−1(U) ϕ(U) × E×H× E

π−1(U) ϕ(U) × E.

TΦ

τE pr1,2

Φ

We consider the following special induced bundle.
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Remark 3.14. Let π : E −→ M be a bundle. We denote S1 := [0, 2π]/{0, 2π} (that

is the interval [0, 2π] where the two extremes are identified, i.e the 1−dimensional unit

sphere) and let c : S1 −→ M be a differentiable map. We have an induced bundle

c∗π : c∗E −→ S1, with a commutative diagram

c∗E E

S1 M

π∗c

c∗π π

c

(3.1)

where c∗E := {(t, e) ∈ S1 × E : c(t) = π(e)}, c∗π is the projection on S1 and π∗c is the

projection on E.

From now on, when not specified, M will be a compact Euclidean Riemannian man-

ifold with a metric ⟨ , ⟩ and ∇ will be its Levi-Civita connection.

Definition 3.15. We define the space of closed curve on M with finite energy:

H1(S1;M) := {c : S1 −→M | c is absolute continuous and

∫ 2π

0

⟨ċ(t), ċ(t)⟩c(t) dt <∞}.

Remark 3.16. We have the following inclusion

C∞(S1;M) ⊂ H1(S1;M) ⊂ C0(S1;M),

where we can endow C0(S1;M) with the compact-open topology.

Definition 3.17. As in (3.1), if c ∈ C∞(S1;M), we can consider the following commu-

tative diagram:

c∗TM TM

S1 M

π∗
M c

c∗πM πM

c

We define H0(c∗TM) as the set of square-integrable sections ξ : S1 −→ c∗TM in the

bundle c∗πM ; setting

⟨ξ, ξ⟩0 :=

∫ 2π

0

⟨(π∗
Mc ◦ ξ)(t), (π∗

Mc ◦ ξ)(t)⟩c(t) dt <∞,

we endow H0(c∗TM) with a structure of Hilbert space.
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Then we define H1(c∗TM) as the set of those sections ξ ∈ H0(c∗TM) such that

∇ċ(π
∗
Mc ◦ ξ)(t) exists for almost every t ∈ S1 and

⟨ξ, ξ⟩1 :=

∫ 2π

0

⟨(π∗
Mc ◦ ξ)(t), (π∗

Mc ◦ ξ)(t)⟩c(t) dt+

+

∫ 2π

0

⟨∇ċ(π
∗
Mc ◦ ξ)(t),∇ċ(π

∗
Mc ◦ ξ)(t)⟩c(t) dt <∞.

Also H1(c∗TM) has a structure of Hilbert space with inner product given by ⟨ , ⟩1.

We recall the following lemma from Riemannian geometry.

Lemma 3.18. Let M be a compact Euclidean Riemannian manifold and τM : TM −→
M the canonical projection. For ε > 0 let

Oε := {ξ ∈ TM ; ∥ξ∥τM (ξ) < ε}.

Then there exists ε > 0 such that

(τM , exp) : Oε −→M ×M

ξ 7−→ (τM(ξ), exp(ξ))

is a diffeomorphism onto an open neighbourhood of M ×M.

For a proof of Lemma 3.18 see the first part of the proof of Lemma 5.12. on [6].

Lemma 3.19. Let M be a compact Euclidean Riemannian manifold, πM : TM −→ M

and O ≡ Oε as in Lemma 3.18. Let c ∈ C∞(S1;M) and Oc := π∗
Mc

−1(O) ⊂ c∗TM , that

is an open neighbourhood of the 0−section of c∗πM . We define

H1(Oc) := {ξ ∈ H1(c∗TM) ; ξ(t) ∈ Oc for all t ∈ S1}.

Then H1(Oc) is open in H1(c∗TM).

The previous lemma is a consequence of Proposition 1.2.3 on [5].

Definition 3.20. Under the same assumptions of Lemma 3.19, we can consider the

following map:

expc : H1(Oc) −→ H1(S1;M)

(t 7→ ξ(t)) 7−→ (t 7→ exp((π∗
Mc ◦ ξ)(t))) .
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This is an injective map and

expc(H
1(Oc)) = {e ∈ H1(S1;M) ; e(t) ∈ exp(O ∩ Tc(t)M)}.

We put U(c) = expc(H
1(Oc)).

Lemma 3.21. Let M be a compact Euclidean Riemannian manifold, π : TM −→ M

and O ≡ Oε as in Lemma 3.18. If c, d ∈ C∞(S1,M), then

exp−1
d ◦ expc : exp−1

c (U(c) ∩ U(d)) −→ exp−1
d (U(c) ∩ U(d))

is a diffeomorphism.

For a proof of Lemma 3.21 see Lemma 1.2.8 on [5].

Now, assuming the previous results, we can see that H1(S1;M) can be endowed with

a structure of Hilbert manifold.

Theorem 3.22. If M is a compact connected Euclidean Riemannian manifold, then

H1(S1;M) is a Hilbert manifold. The differentiable structure is given by the natural

atlas

(exp−1
c ,U(c))c∈C∞(S1;M).

Proof. 1. For any c ∈ C∞(S1;M) the corresponding chart has its image in the Hilbert

space H1(c∗TM).

2. If d ∈ H1(S1;M), then we can approximate it by c ∈ C∞(S1;M) in the metric

given by

d∞(c, c′) := sup
t∈S1

dM(c(t), c′(t)),

(where dM is the Riemannian distance on M of Definition 1.23) so that d ∈ U(c).

This shows that (U(c))c∈C∞(S1;M) is an open covering of H1(S1;M).

3. It follows from Lemma 3.21 that the natural atlas is of class C∞. We want to show

that the natural atlas has a countable subatlas.

To do this, for each integer l > 0 we define

H1(S1;M)l :=

{
c ∈ H1(S1;M) ;

∫ 2π

0

〈
ċ(t), ċ(t)

〉
c(t)

dt < 2l

}
.
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Let ε > 0 as in Lemma 3.18 and let m = m(l, ε) be an integer for which 4πl < mε2

9
.

Let e ∈ H1(S1;M)l and set ej := e(2π j
m

) for any j = 1, . . . ,m; then we have

dM(ej−1, ej)
2 ≤

(∫ 2π j
m

2π j−1
m

∥ė(t)∥e(t) dt

)2

≤ 2π

m

∫ 2π

0

∥ė(t)∥2e(t) dt <
4πl

m
<
ε2

9
.

It follows that e|[2π j−1
m

,2π j
m
] lies entirely in a ball or radius ε

3
contained in M . If

B(p, ε
3
) := {q ∈ M : dM(p, q) < ε

3
}, then {B(p, ε

3
)}p∈M is an open covering of

M and it admits a finite sub-covering: there exists a finite set P of points in

M such that {B(p, ε
3
)}p∈P covers M . In particular, there exists a finite sequence

{p1, . . . , pm} ⊂ P such that ej ∈ B(pj,
ε
3
) for any j = 1, . . . ,m. For each such

sequence of m elements (there exists a finite number of these sequences, since P

is finite) we can find c ∈ C∞(S1;M) ∩ H1(S1;M)l such that c(2π j
m

) = pj; then

e ∈ U(c) for one of these c′s.

Summarizing, for any integer l > 0 we can find a finite covering of H1(S1;M)l: the

union of all these coverings is a countable covering for H1(S1;M).

3.3 The Birkhoff’s Theorem

Theorem 3.23 (Birkhoff). On any compact surface S ⊂ R3 which is C3-diffeomorphic

to the 2-dimensional unit sphere there exists a non-constant closed geodesic.

Proof. Step 1: Introduction to the energy functional and the space of closed curve on S

with finite energy.

Let

H1,2(S1;S) := {u : R −→ R3 : u|(0,2π) ∈ H1,2((0, 2π);R3),

u(t) = u(t+ 2π), u(t) ∈ S for almost every t ∈ R}

be the space of closed curves on S with finite energy

E(u) :=
1

2

∫ 2π

0

|u̇|2 dt.
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For any t, s ∈ [0, 2π] we have

|u(s)−u(t)| ≤
∫ max{s,t}

min{s,t}
|u̇| dτ ≤

(
|t−s|

∫ max{s,t}

min{s,t}
|u̇|2 dτ

)1/2

≤ (2|t−s|E(u))1/2, (3.2)

where we have applied the Holder’s inequality, whence

sup
s,t∈[0,2π],

s ̸=t

|u(s) − u(t)|
|t− s|1/2

≤
√

2E(u). (3.3)

By (3.3), it follows that, if u ∈ H1,2(S1;S) with E(u) ≤ γ, then u ∈ C0, 1/2(S1;S) with

∥u∥C0, 1/2 ≤
√

2γ. By Theorem 3.22, H1,2(S1;S) is a connected1 C2−complete Hilbert

submanifold of the Hilbert space H1,2(S1;R3) and the tangent space is

TuH
1,2(S1;S) = {φ ∈ H1,2(S1;R3) ; φ(t) ∈ Tu(t)S ∼= R2},

for any u ∈ H1,2(S1;S).2 Moreover, H1,2(S1;S) has a structure of Finsler manifold.3 We

also have, by (3.2), that, if E(u) is small enough, then the image of u is covered by a

single coordinate chart of S and

TuH
1,2(S1;S) ∼= H1,2(S1;R2).

Step 2: E is a C1 functional on H1,2(S1;S) and its critical points are exactly the

closed geodesics on S.

E is a C1 functional on the Hilbert space H1,2(S1;R3): indeed, we can see that for

any u, φ ∈ H1,2(S1;R3) there exists the Gâteaux derivative

∂φE(u) =

∫ 2π

0

⟨u̇, φ̇⟩ dt,

1S is simply connected; in particular, if p ∈ S is fixed, we can contract each closed curve u ∈
H1,2(S1;S) to the constant curve uc(t) = p via a map Hu : R × [0, 1] −→ S such that H(·, 0) = u,

H(·, 1) = uc and H(·, s) ∈ H1,2(S1;S) for any s ∈ [0, 1].
2The elements of TuH

1,2(S1;S) are given by φ = d
dsΓ
∣∣
s=0

, where Γ : (−ε, ε) −→ H1,2(S1;S) is a

differentiable map such that Γ(0) = u. We can consider Γ̃ : (−ε, ε)×R −→ S given by Γ̃(s, t) = Γ(s)(t):

then we have that Γ̃(0, t) = u(t) and ∂
∂s (Γ̃(s, t))

∣∣
s=0

= φ(t), meaning that φ(t) ∈ Tu(t)S for any t.
3H1,2(S1;S) inherits a Riemannian structure from H1,2(S1;R3) (see Remark 3.11). Then the Rie-

mannian structure on H1,2(S1;S) defines a natural Finsler structure on TH1,2(S1;S) by Remark 2.53.
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the map ∂(·)E(u) ∈ L(H1,2(S1;R3),R) and the map u 7−→ ∂(·)E(u) is continuous on

H1,2(S1;R3), therefore we can apply Proposition 2.7. It follows that the restriction of E

to the submanifold H1,2(S1;S) is still of class C1.

We want to show that, if u ∈ H1,2(S1;S) is a critical point for E, then it is a geodesic.

If u ∈ C2(S1;S) is a critical point for E, upon integrating by parts, we have

0 =

∫ 2π

0

⟨u̇, φ̇⟩ dt = −
∫ 2π

0

⟨ü, φ⟩ dt, ∀φ ∈ TuH
1,2(S1;S). (3.4)

Since

L2(S1;R3) = TuH
1,2(S1;S) ⊕ (TuH

1,2(S1;S))⊥,

by (3.4), we have that ü ∈ (TuH
1,2(S1;S))⊥, whence ü(t)⊥Tu(t)S for all t, meaning that

u is a geodesic on S, parameterized by arc length. Now, let u ∈ H1,2(S1;S) be a critical

point for E and let n : S −→ R3 be one of the two (C2−)unit normal vector fields on S.

For any φ ∈ H1,2(S1;R3) we have

φ(t) − n(u(t)) ⟨n(u(t)), φ(t)⟩ ∈ Tu(t)S, ∀t ∈ R,

meaning that ψφ := φ− n(u) ⟨n(u), φ⟩ ∈ TuH
1,2(S1;S), and∫ 2π

0

⟨u̇, φ̇⟩ dt =

∫ 2π

0

〈
u̇, ψ̇φ

〉
dt︸ ︷︷ ︸

=0

+

∫ 2π

0

⟨u̇, ⟨n(u), φ⟩Dn(u) u̇⟩ dt+

+

∫ 2π

0

⟨u̇, (⟨Dn(u) u̇, φ⟩ + ⟨n(u), φ̇⟩) n(u)⟩ dt︸ ︷︷ ︸
=0

=

∫ 2π

0

⟨⟨u̇, Dn(u) u̇⟩ n(u), φ⟩ dt. (3.5)

By (3.5), we obtain

ü = −⟨u̇, Dn(u) u̇⟩ n(u). (3.6)

By (3.6) and (3.4), we get that u ∈ H2,2(S1;S) ↪→ C1(S1;S). Thus, by (3.6), we conclude

that u ∈ C2(S1;S) and it is a geodesic for the previous discussion.

Step 3: The functional E is bounded from below, its sublevel sets are all complete and

it satisfies the Palais-Smale condition on H1,2(S1;S).

Clearly E ≥ 0 and Ec := E−1((−∞, c]) = E−1([0, c]) is complete for any c ≥ 0, since

H1,2(S1;S) is complete.
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Let {um}m∈N ⊂ H1,2(S1;S) be a Palais-Smale sequence for E at level c:
E(um)

m→∞−→ c,

∥dumE∥ := supφ∈TumH1,2(S1;S)
∥φ∥H1,2≤1

∣∣∣∫ 2π

0
˙um φ̇ dt

∣∣∣ −→ 0;
(3.7)

we aim to show that it contains a strongly convergent subsequence.

Clearly there exists γ > 0 such that E(um) ≤ γ for any m, therefore by (3.2)

we have that {um}m∈N is equi-continuous. Moreover, for any m ∈ N we have that

supt∈S1 ∥um(t)∥ ≤ supx∈S ∥x∥ ∈ R, being S compact, whence {um}m∈N is equi-bounded.

By Ascoli-Arzelà theorem, we know there exists u ∈ C(S1;S) such that um −→ u uni-

formly (up to subsequence). In addition, {um}m∈N is bounded in H1,2(S1;R3)4, therefore,

up to subsequence, um ⇀ v weakly in H1,2(S1;R3) to some v ∈ H1,2(S1;R3). It follows

that v = u and u ∈ H1,2(S1;S). Via the unit normal vector field n we define the

projection

πv : H1,2(S1;R3) −→ TvH
1,2(S1;S)

φ 7−→ φ− n(v) ⟨n(v), φ⟩ .

Let φm := πum(um − u) ∈ TumH
1,2(S1;S): since {um}m∈N ⊂ H1,2(S1;R3) is bounded

and n is of class C2, then {φm}m∈N is bounded in H1,2. Thus, by the second equation of

(3.7), we have that dumE(φm)
m→∞−→ 0. Moreover, since um

m→∞−→ u uniformly and um ⇀ u

weakly in H1,2, then φm
m→∞−→ 0 uniformly and φm ⇀ 0 weakly in H1,2. Denoting by o(1)

a quantity that goes to 0 when m→ ∞, we have the following computation:

o(1) = dumE(φ) =

∫ 2π

0

⟨u̇m, φ̇m⟩ dt =

∫ 2π

0

⟨u̇m − u̇, φ̇m⟩ dt+

∫ 2π

0

⟨u̇, φ̇m⟩ dt︸ ︷︷ ︸
=o(1)

=

=

∫ 2π

0

(
∥u̇m − u̇∥2 −

〈
u̇m − u̇,

d

dt
[n(um) ⟨n(um), um − u⟩]

〉)
dt+ o(1) =

=

∫ 2π

0

∥u̇m − u̇∥2dt−
∫ 2π

0

⟨u̇m − u̇, Dn(um)u̇m⟩ ⟨n(um), um − u⟩ dt︸ ︷︷ ︸
=o(1)

+

4If it is not bounded, there exists {umk
}k∈N such that ∥umk

∥H1,2 =
√

∥umk
∥2L2 + ∥u̇mk

∥2L2

k→∞−→ +∞,

from which ∥u̇mk
∥2L2

k→∞−→ +∞, meaning that E(umk
)
k→∞−→ +∞, which is not possible.
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−
∫ 2π

0

⟨u̇m − u̇, n(um)⟩ ⟨Dn(um)u̇m, um − u⟩ dt︸ ︷︷ ︸
=o(1)

−
∫ 2π

0

⟨u̇m − u̇, n(um)⟩ ⟨n(um), u̇m − u̇⟩ dt+

+ o(1) =

∫ 2π

0

(
∥u̇m − u̇∥2 − |⟨u̇m − u̇, n(um)⟩|2 dt

)
+ o(1). (3.8)

Since

⟨n(um), u̇m⟩ = 0 = ⟨n(u), u̇⟩ ,

it follows that∫ 2π

0

|⟨u̇m − u̇, n(um)⟩|2 dt =

∫ 2π

0

|⟨u̇, n(um)⟩|2 dt =

∫ 2π

0

|⟨u̇, n(um) − n(u)⟩|2 dt ≤

≤
∫ 2π

0

∥u̇∥2 ∥n(um) − n(u)∥2 dt ≤ 2 sup
t∈[0,2π]

∥n(um(t)) − n(u(t))∥2E(u)
m→∞−→ 0.

Thus, (3.8) becomes ∫ 2π

0

∥u̇m − u̇∥2 dt = o(1),

whence um −→ u strongly in H1,2(S1;S).

Step 4: Construction of a family F of subsets of H1,2(S1;S) that is Φ−invariant with

respect to any semi-flow Φ satisfying the hypotheses of Theorem 2.67.

By hypothesis, there exists a C3−diffeomorphism Ψ : S −→ S2. Let us con-

sider p : [−π
2
, π
2
] −→ H1,2(S1;S), a 1-parameter family of closed curves u = p(θ) ∈

H1,2(S1;S) such that p(±π
2
) are constant curves. We have an identification between S2

and
(
(−π

2
, π
2
) × [0, 2π[

)
∪ {(−π

2
; 0), (π

2
; 0)}, via the continuous map

Γ :
((

−π
2
,
π

2

)
× [0, 2π[

)
∪
{(

−π
2

; 0
)
,
(π

2
; 0
)}

−→ S2

(θ, ϕ) 7−→


cos(θ) cos(ϕ)

cos(θ) sin(ϕ)

sin(θ)


We set p̃(θ, ϕ) := Ψ(p(θ)(ϕ)) and define

P :=
{
p ∈ C0

([
−π

2
,
π

2

]
;H1,2(S1;S)

)
; p
(
±π

2

)
≡ const ∈ S

}
,

F :=
{
{p(θ)}θ∈[−π

2
,π
2
], p ∈ P, p̃ ◦ Γ−1 is homotopic to id|S2

}
.
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Figure 3.1: An element of F is as a collection of closed curves on S {p(θ)}θ∈[−π
2
,π
2
]; in

particular, the two curves corresponding to the values θ = ±π
2

reduces to points.

See Fig. 4.1 on [9].

F is not empty5. We also note that P ∋ p 7−→ p̃ ∈ C0([−π
2
, π
2
] × [0, 2π[;S2) is a

continuous map.

Moreover, if {p(θ)}θ∈[−π
2
,π
2
] ∈ F and Φ is a homeomorphism of H1,2(S1;S) homotopic

to the identity and mapping constant maps to constant maps, then {Φ(p(θ))}θ∈[−π
2
,π
2
] ∈

F6

Now, if Φ(s, ·), s ≥ 0, is a family of homeomorphisms of H1,2(S1;S) such that

Φ(0, ·) = id|H1,2(S1;S) and s 7−→ E(Φ(s, u)) is non-increasing for any u ∈ H1,2(S1;S),

then each Φ(s, ·) maps constant maps to constant maps. Indeed, if u ∈ H1,2(S1;S) is a

5For any θ ∈ [−π
2 ,

π
2 ] let γθ : R −→ S2 given by γθ(ϕ) :=

(
cos(θ) cos(ϕ)
cos(θ) sin(ϕ)

sin(θ)

)
and p(θ)(ϕ) :=

Ψ−1(γθ(ϕ)); then p ∈ C0
(
[−π

2 ,
π
2 ];H

1,2(S1;S)
)
, p(±π

2 ) are constant curves and p̃ ◦ Γ−1 = id|S2 , whence
{p(θ)}θ∈[−π

2 ,π2 ] ∈ F .
6Consider a continuous map δ : [0, 1] × H1,2(S1;S) −→ H1,2(S1;S) such that δ(0, u) = u and

δ(1, u) = Φ(u) for any u ∈ H1,2(S1;S). Clearly Φ ◦ p ∈ C0([−π
2 ,

π
2 ];H

1,2(S1;S)) and (Φ ◦ p)(±π
2 ) is a

constant map; moreover, if Γ−1(v) = (Γ−1
1 (v),Γ−1

2 (v)) for v ∈ S2, then

η̃ : [0, 1]× S2 −→ S2,

given by

η̃(t, v) = Ψ
(
δ(t, p(Γ−1

1 (v)))(Γ−1
2 (v))

)
,

is a continuous map such that η̃(0, ·) = p̃◦Γ−1 and η̃(1, ·) = (̃Φ ◦ p)◦Γ−1, i.e. (̃Φ ◦ p)◦Γ−1 is homotopic

to p̃ ◦ Γ−1 that is homotopic to id|S2 .
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constant map, then for any s ≥ 0

0 ≤ E(Φ(s, u)) ≤ E(Φ(0, u)) = E(u) = 0,

from which Φ(s, u) is a constant curve on S, being its energy 0. It follows that F is

Φ−invariant with respect to any semi-flow Φ as in Theorem 2.67.

Step 5: Application to the Minimax Principle and proof of the fact that the Minimax

value is not 0.

Let

β := inf
{p(θ)}θ∈[−π

2 , π2 ]∈F
sup

θ∈[−π
2
,π
2
]

E(p(θ)),

then β ∈ R (since F is not empty and supθ E(p(θ)) is actually maxθ E(p(θ)) for any

{p(θ)}θ ∈ F). By Theorem 2.67, we know that β is a critical value for E, i.e. there

exists u ∈ H1,2(S1;S) such that E(u) = β and duE = 0, meaning that u is a closed

geodesic. We need to check that β > 0 to rule out the possibility that u is a constant

curve.

There exists δ > 0 such that for any x ∈ Fδ := {x ∈ R3; dist(x, S) ≤ δ} there is a

unique π(x) ∈ S satisfying

∥π(x) − x∥ = inf
y∈S

∥x− y∥,

and π : Fδ −→ S is of class C2 (because the unit-normal vector field to S is of class C2).

We have

diam(u) := sup
0≤ϕ,ϕ′≤2π

∥u(ϕ) − u(ϕ′)∥
(3.2)

≤ sup
0≤ϕ,ϕ′≤2π

(2|ϕ− ϕ′|E(u))1/2 ≤ δ, (3.9)

for any u ∈ H1,2(S1;S) such that E(u) ≤ γ := δ2

4π
. We aim to show that β ≥ γ.

By contradiction, we assume β < γ. We can choose an element {p(θ)}θ∈[−π
2
,π
2
] ∈ F

such that E(p(θ)) ≤ γ for any θ ∈ [−π
2
, π
2
].7 Let ϕ0 ∈ [0, 2π] be fixed and define

ρθ : [0, 1] × [0, 2π] −→ Fδ by

ρθ(s, ϕ) := (1 − s)p(θ)(ϕ) + sp(θ)(ϕ0).

7If {p(θ)}θ∈[−π
2 ,π2 ] ∈ F such that E(p(θ̃)) > γ for some θ̃ ∈ [−π

2 ,
π
2 ], let M := supθ∈[−π

2 ,π2 ] E(p(θ)).

Then {
√

γ
M p(θ)}θ∈[−π

2 ,π2 ] ∈ F (because the multiplication for a positive constant is a homeomor-

phism of H1,2(S1;S) homotopic to the identity and which maps constant maps to constant maps)

and E
(√

γ
M p(θ)

)
≤ γ for any θ ∈ [−π

2 ,
π
2 ].
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We note that the image of ρθ is actually contained in Fδ: for any (s, ϕ) ∈ [0, 1] × [0, 2π]

we have

dist(ρθ(s, ϕ), S) ≤ ∥ρθ(s, ϕ) − p(θ)(ϕ)︸ ︷︷ ︸
∈S

∥ = |s| ∥p(θ)(ϕ) − p(θ)(ϕ0)∥
(3.9)

≤ δ.

Since ρθ(0, ·) = p(θ)(·) and ρθ(1, ·) = p(θ)(ϕ0), we have an homotopy between the curve

p(θ)(·) and the constant curve p(θ)(ϕ0). If we compose it with π and consider

µ(s, θ, ϕ) := π(ρθ(s, ϕ)), s ∈ [0, 1], θ ∈ [−π
2
,
π

2
], ϕ ∈ [0, 2π],

we have an homotopy between the map [−π
2
, π
2
] ∋ θ 7−→ µ(0, θ, ·) = p(θ) and the map

[−π
2
, π
2
] ∋ θ −→ µ(1, θ, ·) =: p1(θ), where p1(θ)(ϕ) := p(θ)(ϕ0) for any ϕ ∈ [0, 2π]. Hence,

p, p1 ∈ P are homotopic. Furthermore, considering the composition

σ(s, θ, ϕ) := Ψ(µ(s, θ, ϕ)) = Ψ
(
π(ρθ(s, ϕ))

)
, s ∈ [0, 1], θ ∈ [−π

2
,
π

2
], ϕ ∈ [0, 2π],

we have an homotopy between the map p̃ = σ(0, ·, ·) and p̃1 = σ(1, ·, ·). Therefore p̃1◦Γ−1

is homotopic to p̃ ◦ Γ−1 that is homotopic to id|S2 . Finally, defining

τ(r, θ, ϕ) := p̃1(rθ, ϕ) = Ψ(p1(rθ)(ϕ)) = Ψ(p(rθ)(ϕ0)), r ∈ [0, 1], θ ∈ [−π
2
,
π

2
], ϕ ∈ [0, 2π],

we have an homotopy between p̃1 = τ(1, ·, ·) and the constant map τ(0, ·, ·). It follows

that p̃1 ◦ Γ−1 is homotopic to a constant map, whence id|S2 is homotopic to a constant

map, which is not possible.
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