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Abstract

In this thesis, Silicon Photomultipliers (SiPMs) have been characterized for potential
implementation in the future ALICE 3 experiment at the Large Hadron Collider (LHC),
which will replace the current ALICE detector. ALICE 3 is an innovative experiment
with a key focus on minimizing the material budget, as it will consist entirely of silicon,
resulting in a highly lightweight structure. SiPM sensors are being studied for use in
the outer Time Of Flight layer, where radiation levels are lower, and a time resolution
of 20 ps is required. However, SiPMs are also excellent photon detectors, and their
characterization involved both photon beam tests from a laser source and charged
particle beam tests at CERN’s Proton Synchrotron.

The preliminary analysis includes an estimation of the Dark Count Rate (DCR) and
measurements of current and capacitance as a function of voltage. Time resolution
was assessed using both a laser photon source in the laboratory and charged particles
at CERN’s beam facilities at different beam energies. Additionally, an initial attempt to
integrate the sensors into the full electronic readout chain, comprising the LiROC (Lidar
ReadOut Chip) front-end ASIC and picoTDC, is presented.

The analyzed sensors differed in the thickness of the resin cover (3 mm, 1.5 mm,
1 mm, or no resin) and the presence of a thin metal layer in the trenches isolating the
Single-Photon Avalanche Diodes (SPADs) (NUV-HD standard vs. NUV-HD-MT). While
the metal layer was expected to improve isolation, no significant reduction in DCR was
observed, and the time resolution appeared to worsen compared to standard sensors.
The time resolution obtained with the laser source was approximately 120 ps, while
values as low as 40 ps were achieved with charged particles beams.
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Introduction

ALICE 3 is the next-generation detector meant to replace the current ALICE experi-
ment at the LHC in 2032, advancing the study of heavy-ion collisions. The primary
goal of ALICE 3 is to build a nearly-massless detector, made from cylindrical silicon
layers mounted on ultra-thin curved wafers. The use of Monolithic Active Pixel Sen-
sors (MAPS) technology enables a low material budget (0.05% X0 per layer) and the
placement of ultra-thin particle sensors directly within the beam pipe. This approach
dramatically improves vertexing and tracking capabilities, allowing the sensors to be
positioned as close as 5 mm from the beam pipe, which enhances secondary vertex
detection and the tracking of low transverse momentum charged particles. Additionally,
ALICE 3 can handle the higher luminosities expected in Ar-Ar, Kr-Kr, and Pb-Pb colli-
sions, outperforming the current generation of detectors in managing these conditions.
This capability, combined with advanced photon and electron identification, allows for
precise measurements of particles with extremely low transverse momentum, including
those carrying charm and bottom quarks.

A crucial aspect of ALICE 3’s design is its ability to identify charged particles over a
large range of transverse momenta. TThe Time-Of-Flight (TOF) system plays a key role
in this respect. The system foresees a barrel detector and forward disks, with the barrel
detector divided in a inner and an outer layer. However, the physics objectives of the
experiment and its compact size demand a time resolution for the TOF system of about
20 ps which is beyond the state-of-art of current silicon-based sensor technologies.

In this context, Silicon Photomultipliers (SiPMs) emerge as promising candidates for
the outer TOF layer. Operating in Geiger mode, SiPMs have high internal gains, mak-
ing them sensitive to single photons and highly effective as photodetectors. Moreover,
thanks to a protective resin coating, these sensors can also detect charged particles
through the Cherenkov photons emitted as the particles pass through the resin. How-
ever, they are unsuitable for use in the inner TOF layer due to their limited radiation
tolerance. Their main drawback is the high Dark Count Rate (DCR), which worsens
after irradiation, although this does not significantly degrade their time resolution. In
this thesis work, measurements of the time resolution by means of a laser and with
beams of charged particles of different types of SiPMs manufactured by FBK will be
presented.
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1. The ALICE 3 experiment at the LHC

Chapter 1

The ALICE 3 experiment at the LHC

1.1 QGP formation and evolution

The goal of this section is to describe head-on collisions between two ultra-relativistic
nuclei; each incident nucleus is a Lorentz contract disc which contains many coloured
quarks and antiquarks, which are in turn sources of strong fields carrying colour charges.
In high-energy heavy-ion collisions, the system has the maximum energy density as
soon as the interaction occurs, leading the system far from equilibrium conditions. As
a result, a system with a large energy density and entropy is obtained, in which quarks
and gluons are so strongly coupled to each other that such a system behaves as a
collective medium; it expands and flows as relativistic hydrodynamic fluid with a very
low viscosity to entropy density ratio η/s. This state of matter is called Quark Gluon
Plasma (QGP) ([1]-[3]) and its formation as a consequence of the collision is evident in
picture 1.1.

Figure 1.1: A schematic of heavy-ion collisions at different time, where blue and grey spheres are the
hadrons colliding while the red ones indicate QGP. The hottest region are found at high rapidity value
and the red lines indicate the regions of rapidity y = 0, y = 1, and y = 6, respectively.

The system continuous to expand, driven by a pressure gradient, acquiring a trans-
verse velocity up to half the speed of light; while the system is cooling, partons sep-
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1.1. QGP formation and evolution

arate. The inelastic interaction stops at the chemical freeze-out temperature Tchemical,
when compositions are fixed; the only possible interaction remains elastic scattering
until the kinetic freeze-out temperature Tkin is reached, which fixes the particles mo-
menta. The result is a particle production mechanism involving the creation of an
intermediate state of matter in which quarks and gluons are deconfined and highly in-
teracting; such state is described by two parameters: the critical temperature Tc and the
baryochemical potential µB = ∂

∂nB
E where nB = n(B)−n(B̄) is the net baryon number.

In reality, not all nuclei participate to the collision (nuclei do not collide are called spec-
tators) and the not-central (peripheral) collisions are responsible for deviations from
circular symmetry in the initial stage of GQP, together with fluctuations of incident nu-
clei: as a consequence, anisotropies in the pressure of the hydrodynamic fluid emerge,
resulting in anisotropies in the expansion velocity and thus in the azimuthal momentum
distributions of final products.

To conclude, it is worth to underline the importance of hard collisions between two
partons in the incident nuclei carrying an high transverse momentum; high-energy par-
tons are produced, evolve and then radiate, producing in turn jet of hadrons, heavy q̄q
pairs, but also high energetic photons and leptons; they are able to cross the QGP dur-
ing its evolution phase, carrying in this way a lot of information on how partons interact
with the medium.

1.1.1 Why do we study ultrarelativistic heavy-ion collisions?

The overarching answer is that studying ultrarelativistic heavy-ion collisions is a pre-
cious tool to deeply understand the particle productions in high-energy collisions in
QCD. In the following, several reasons are presented, going beyond the mere under-
standing of collision dynamics.

Figure 1.2: In the left picture are reported the lQCD calculations of the pressure p, the energy density ε
and the entropy density s of the hot QCD medium at thermal equilibrium at temperature T . On the right
picture, our current knowledge of the expected features of the phase diagram of QCD as a function of
temperature and baryon doping, parametrized by the chemical potential µB .

1. QCD in cosmology: heavy-ion collisions are an effective tool to recreate the
universe just after the Big Bang. At that time, the matter has a temperature above
ΛQCD

1 and every hadrons could be formed, so primordial matter existing at those
temperatures should be of a different kind. One of the primary purposes of these

1the fundamental energy scale in QCD of the order of a few hundred MeV
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collisions then is to recreate droplets of Big Bang matter in laboratory where we
can learn about its material properties and its phase diagram in ways that we
will never be able to do through observations made with telescopes or satellites.
In picture 1.2 the rise in ε

T
and s

T 3 is a manifestation of the transition between
an hadron gas to QGP which has more degrees of freedom since partons are
deconfined; it is also evident a continuous cross over [4], [5] at T ≈ 150 MeV
from a hadron resonance gas (HRG) at lower temperatures to QGP at higher
temperatures.

2. Phase diagram in QCD: is represented as a function of baryon doping 2 and
temperature (see picture 1.2); the baryon doping is parameterized by µB. At this
point we set µB = 0, meaning that our system as an equal number of quarks and
antiquarks. This approximation works very well at RICH and LHC and represents
well the early universe conditions; in all cases, hadronic matter is formed from
the QGP expansion and cooling.

3. Emergence of complex quantum number: the QGP was the first complex form
of matter that populates the primordial universe; however, at earlier times and
at hotter temperature, the universe was filled by a weakly coupled plasma of
quark and gluons. The liquid QGP can also be considered the simplest form
of complex matter that gets closer to the fundamental lows governing matter in
the universe. From that, it seems naturally explained the strongest motivation
to develop experimental techniques to investigate the structure of liquid QGP at
different scale.

1.2 Observables in heavy-ion collisions

Figure 1.3: Different stages of evolution of the state created in heavy-ion collisions.

There are three main phases that needs to be investigated (see picture 1.3): the
initial state (appendix), the QGP phase and the final hadronic phase (appendix); each

2or net baryon number density, the excess of quarks over antiquarks in the hot matter.
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1.2. Observables in heavy-ion collisions

of them is characterized by different quantities. The Lorentz-invariant differential yield
of final states3 is, however, a fundamental quantity common to all the phases:

E
d3N

dp3 = 1
2πpT

d2N

dpT dy
(1.2.1)

Different physical processes occur depending on the momentum range considered; we
can therefore distinguish between low momentum where pT <

∼
2 GeV/c, intermediate

momentum for 2 <
∼

pT <
∼

8 GeV/c and high momentum for pT >
∼

8 GeV/c.

1.2.1 QGP phase

The radial and anisotropic flow are sensible to the collective behaviour exhibited by the
system; at low momenta, radial flow boosts massive particles to higher pT so mea-
suring the transverse momentum offers an idea of the amount of the radial flow in the
system. The anisotropic flow indeed is analyzed via the azimuthal angular dependence
of the transverse momentum vector:

dN

dφ
∝ 1 + 2

∞∑
i=1

νn · cos(φ − Ψn) (1.2.2)

where νn are the anisotropic flow coefficients and are determined experimentally;
the subscript "n" indicates the order of the anisotropic flow and Ψn is the angular direc-
tion of the anisotropic flow at the order of interest. For the major part of cases the νn

of produced hadrons are different from zero indicating an hydrodynamic response of
QGP.

Another useful tool is the nuclear modification factor RAA which investigates hard
probes produced in the earlier stages of the collisions. It is sensitive in changes in
dynamics of hard processes in heavy-ion collisions when compared to elementary pp
collisions. It is defined as:

RAA = 1
〈TAA〉

· dNAA(pT )/dpT

dσP P (pT )/dpT

(1.2.3)

where 〈TAA〉 is the average nuclear overlap function obtained by dividing the aver-
age number of colliding particle in the collision Ncoll by the inelastic nucleon-nucleon
cross section. If RAA = 1 the production from heavy-ion collisions is considered an
overlapping of many nucleon-nucleon collisions, assuming QGP does not form in pp
collisions; every deviation from 1 indicates the presence of processes different from
the pp case. In particular, RAA < 1 is expected for inclusive hadrons at high pT coming
from partons undergoing energy loss. Jets are a very helpful tool in heavy-ion colli-
sions as well, in particular for the angle-ordering phenomenon whereby hadrons with
higher pT in the shower are on average more aligned with the axis of the nominal jet. A
fundamental parameter is the "jet radius" R, i.e. the size of the aperture by means the
shower is seen; the measured jet yields is a way to determine RAA while the depen-
dence of the latter on R is a way to gain information about the medium modifications
of the quark and gluon radiation patterns. Moreover, measuring νn at high pT provides
an insight on the path length dependence of the energy loss; high pT partons lose less
energy in the Ψn directions where the path is smaller, resulting in a larger abundance
of hadrons in that direction and, in turn, non-zero values of νn. Differential measure-
ments of RAA and νn of heavy quarks gives access to different QGP features, since
their corresponding hadrons are associated with the earliest stages. In particular:

3the number density of the particle three-momentum scaled by the particle energy E
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• νn at low pT represents the degree to which heavy quarks participate to the col-
lective motions and approach thermalization;

• RAA at high pT gives information on the energy loss by heavy quarks, which is
smaller for light quarks and gluons;

• for quarkonia, RAA and νn allow to investigate suppression and regeneration pro-
cesses, with the latter being favoured at low momenta due to larger quark mul-
teplicity in the kinematic range.

1.3 An insight on QGP

1.3.1 Hydrodynamic properties

The QGP expands hydrodynamically and undergoes an hadronic rescattering phase
which is proven by the flattering of transverse momentum distribution with increasing
mass, especially at low pT . In this region there is the overlapping between the thermal
motion, which depends on the decoupling temperature, and of the collective flow, which
pushes particles with a common velocity field so they acquire an additional transverse
momentum proportional to their masses.

Figure 1.4: Transverse momentum distribution of π+, K+, p, K0
s , Λ and φ in the centrality ranges of

0-5% and 80-90% in Pb-Pb collisions at
√

sNN = 2.76 TeV (left). The kinetic freeze-out temperature
Tkin as a function of the radial flow velocity βT according to Blast-Wave model. The values extracted
take into account simultaneous fits to π, K and p spectra and ν2 in Pb-Pb collisions (right).

The pT spectra shown in figure 1.4 (left) are centrality dependent, with the maximum
located at higher momenta for central collision; furthermore, the flattering of spectra in
the low pT region is more pronounced for more massive particle, which is in agreement
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with the prediction of increasing radial flow with the collision centrality. The hadron
spectra are studied throughout the Boltzmann-Gibbs Blast-Wave (BG-BW) parameter-
isation: particles are produced thermally in a medium which expands radially and is
subject to an instantaneous kinetic freeze-out at Tkin. More complex approaches are
taken into account to include the short-lived hadronic resonances that dominates the
momentum range (BW FastReso) together with the anisotropic flow, focusing on the
ν2 for different particle species. In figure 1.4 (right) emerges that radial velocity seems
to be quite unaffected by the choice of the BW parameterisation in more central colli-
sions. The kinetic freeze-out temperature on the contrary depends strongly on the BW
parameterisation; the BG-BW approach determines Tkin directly, while BW FastReso
assumes the chemical and kinematic freeze-out temperatures, which in this way are
kept as two different free parameters.

1.3.2 The statistical Hadronisation Model

The abundances of several hadron species containing light quarks were analysed, find-
ing to be well described by the statistical hadronisation model (SHM), supporting the
thermal particle production hypothesis. The parameters extracted from the model in
Pb-Pb collisions at

√
sNN = 2.76 TeV provide Tchem ≈ 156 MeV and µB ≈ 0.

Figure 1.5: Measured multiplicity per unit of rapidity of different hadron species and light nuclei are dis-
played in the figure, compared to SHM model. In the bottom panel, the deviations between calculations
and obtained yield are reported.

However, there are several aspects to deal with (figure 1.5):

• the "snowball in hell" problem: the binding energies of light nuclei are smaller
than the temperature of the hadron gas at the chemical freeze-out so they should
not survive the hadronisation phase. There are two possible explanation: the first
assumes that nuclei are created and regenerate at the same rate ([6]-[8]), while
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1.3. An insight on QGP

the second is based on the formation of compact colourless states that survive
within a short hadronic phase [9];

• the "proton yield anomaly" consists in a significant disagreement between the
measured p/π ratio and the one predicted by the SHM model, with the former
larger than 25%. A possible explanations is the annihilation of baryons and an-
tibaryons in the hadronic phase after chemical freeze-out [10] [11], or the pres-
ence of different particle eigenvolumes for different hadron types [12]; the latter
is implemented in the Thermal-FIST model where an energy dependent Breit-
Wigner scheme has been introduced to include effects of finite resonances width.
Even if the results obtained in this way are the best possible up to now, a universal
solution is not available yet;

Figure 1.6: In the left panel the ratios of the different particles respect to pions are reported as a function
of 〈 dNch

dη 〉 measured in |η|< 0.5 at different colliding energies and collision system. Similarly, in the right
panel the ratios between resonances and the corresponding ground states are shown, all obtained at
|y|< 0.5

• strangeness enhancement: The relative production rates of particles contain-
ing strange quarks is measured using Λ/π, Ξ/π and Ω/π ratios (figure 1.6), in-
dicating a faster increase with multiplicity than hadrons containing only u and
d quarks.This effect is more pronounced for hadrons with higher numbers of
s quarks, such as Ω, while the φ meson, having hidden strangeness ss̄, dis-
plays a growth that is halfway between the ones for Ξ− and Λ. According to
the PYTHIA pp event simulator, hadrons are produced as a consequence of in-
coherent break-up of colour flux tubes called "strings", which is not able alone
to reproduce real data; it is necessary to include more complex physical pro-
cesses as "colour-ropes"4[13]. In term of SHM model, two ways are available:

4colour flux tubes with increased tension that are created when several strings overlap before hadro-
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for pp-event, the canonical statistical model (including baryon number, electric
charge and strangeness) is able to reproduce quite well the data observed; for
ion collisions the passage to the grand-canonical limit occurs (the pp collisions
represents the canonical limit, see [14] for more details) and in the deconfined
state, light quark are expected to reach the equilibrium earlier, since less energy
is needed to produce a ss̄ pair. Moreover, the short equilibrium times of Λ, Ξ, Ω
are compatible to an high density environment in which hadronic scattering play
a relevant role, validating the grand-canonical model, seen as a natural conse-
quence of QGP formation in the first stages of collisions.

1.3.3 The anistotropic flow coefficient

The pT dependence of ν2 for π±, K±, K0
s , p + p̄, Λ + Λ̄ and φ [15] are reported in figure

1.7. It should be noted that:

• ν2 is mass ordered due to a strong radial flow in the regime pT < 2 − 3 GeV/c;

• a grouping of baryon is observed at intermediate momenta in the range 3 ≤ pT ≤
8 − 10 GeV/c consistently with hadronization via recombination.

Figure 1.7: In the picture the pT differential for ν2 for several particle species in Pb-Pb collisions at√
sNN = 5.02 TeV for different centrality classes compared to simulations.

It is interesting to analyse the behaviour of φ mesons: at low momenta, they follow
the behaviour of the proton, having a similar mass; at intermediate pT the ν2 value
becomes similar to the mesons coefficient, since in this momentum range the elliptic
flow depends mostly on the quark content. At high momenta ν2 values are similar for
different hadron species, indicating the dominance of fragmentation processes. The
baryon grouping and ν2 depending on pT at intermediate momenta is explained by
the recombination mechanism [16], [17]: in this picture, mesons M and baryons B
reflects properties of their partonic constituents with an average momentum pT

2 and
pT

3 ; the anisotropic coefficient is then given by the quarks one as ν2,M(pT ) = 2ν2,q(pT

2 )
and ν2,B(pT ) = 3ν2,q(pT

3 ), following that ν2 reaches its maximum at higher momenta

nisation in high-multiplicity pp collisions
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for baryons respect to mesons. After precise measurement at LHC, the scaling of the
coefficient with the number of constituents quarks is extended to charm mesons and
charmonia states.

1.3.4 Heavy-flavour hadrons

Charm and beauty quarks are not produced in chemical equilibrium within the plasma,
since their masses are significantly larger than the temperature scale of the medium
at LHC. However, SHM model is able to predict the yields of charm hadrons using as
input the cross section of the initial hard-scattering processes [18]: the latter are the
only source of production of charm and beauty quarks, which, once created, cross the
medium exchanging energy and momentum with it. Such a cross section determines
the number of charm quarks in the fireball and is based on charm conservation during
the evolution: in this picture, charm quarks are to some extent thermalised in the QGP.
Data collected in Pb-Pb collisions for the pT differential yields of several charm hadrons
show differences in the Λc/D0 ratios with respect to pp collisions, although the same
change is not observed in the integrated pT ratio (fore more details, [19], [20], [21]-
[24]). Such observation sufficiently agrees with expectations for hadrons produced
via quark recombination, and the measured particle-yield ratios are parameterised by
model including both recombination and fragmentation.

1.3.4.1 Charmonium regeneration

At the LHC energies, it is possible to further investigate the processes of charmonium
states regeneration due to recombination of deconfined quark charms.

Figure 1.8: In the figure, the nuclear modification factor as a function of the charged hadron multiplicity
is shown. For ALICE, the choice on pT > 0.15 GeV/c minimizes the contribution of photoproduced J/Ψ.
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Comparing ALICE results to the ones obtained at RICH and SPS with smaller ener-
gies (see [25] for more details), the J/Ψ suppression tends to reduce moving to higher
energies, disappearing totally at LHC for central collisions; both effects indicates the
presence of regeneration processes (figure 1.8).

Figure 1.9: In the figure, the nuclear modification factor (left) and ν2 (right) as a function of pT are
reported, together with the results of simulations.

A deeper analysis is provided by the pT dependence of RAA and ν2 for the J/Ψ
(figure 1.9): at low pT the majority of charm quarks is produced and RAA strongly
increases; the effect is even more evident at midrapidity, since the regeneration mech-
anism is dominant at low momentum. On the other hand, at higher momenta RAA

is similar to the one observed for the other hadrons and the rapidity dependence is
absent, probably due to parton energy loss. Finally, the larger ν2 values obtained at
pT ≈ 5 GeV/c in the centrality interval 20-40% suggest a larger J/Ψ production due
to regeneration effects; the charm quarks, recombining, take their anisotropy in the
collective expansion of the system.

1.3.5 The Jet Quenching Mechanism

When a parton has a momentum greater than few GeV/c, it evolves independently
from other products of the same interactions, and the jet shower created propagates
with the expanding and cooling medium. The "jet quenching mechanism" refers to the
modification the shower undergoes, since its colour-charged constituents interact with
the coloured component of the medium.

In figure 1.10 (left) the nuclear modification factor is shown as a function of pT ;
for central Pb-Pb collisions, a peak is visible at intermediate momenta, probably due
to the radial flow, while at high pT a suppression of a factor 5 is observed. The RAA

behaviour shows a minimum for pT ≈ 6 GeV/c, with a following increase which suggest
that energy loss is constant [26], not depending on the parent parton energy. The same
behaviour is observed for peripheral collisions, where the increase after the minimum
reaches unity. Moreover, in figure 1.10(right) is shown RAA for light-flavour mesons,
protons ([34]) and isolated photons ([35]). It is immediately evident that the electroweak
particles, which do not carry a colour charge, do not interact with the QGP medium [36].
Furthermore, the peak in the yields in the range 2 < pT < 6 GeV/c is most evident for
protons, with a maximum value ordered according to mass, as we expect from the
radial flux. For momenta greater than few GeV/c the formation of hadrons in jets is not
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affected by the presence of the plasma, so the fact that all hadrons show the same
energy loss for pT ≥ 8 GeV/c indicates that suppression acts at the partonic level.

Figure 1.10: The nuclear modification factor RAA in central and peripheral PbPb collisions and NSD pPb
collisions (panel 1) and for different species of particles in central Pb-Pb collisions, where also isolated
photons are included for the comparison.

1.4 ALICE 3

ALICE 3 [37] is an innovative experiment (see figure 1.11) that aims for excellent parti-
cle identification with a very low-mass tracking system and unique pointing resolution;
it is meant as a major upgrade of the present ALICE experiment for LHC RUN 5 and 6
and will be installed at the LHC Interaction Point 2 (IP2) during the Long Shutdown 4.

Figure 1.11: The figure shows the longitudinal cross section of the ALICE 3 detector; the tracker and the
PID systems are housed in the filed of a superconducting magnet system. Moreover, the electromagnetic
calorimeter ECAL, the muon system and the Forward Conversion Tracker (FCT) are visible,

The rapidity range covered is significantly increased with respect to the present AL-
ICE experiment, providing additional tools for producing thermal dielectrons and heavy-
flavour probes. In addition, cleanly investigating dielectrons over a wide range of pT and
masses provides a better understanding of temperature evolution in the initial phase
of the collision, as well as unique access to evidence of chiral symmetry restoration.
One of the new features of ALICE 3 is the retractable internal tracker that provides a
unique pointing capability and enables the detection of heavy-flavour hadrons with high
efficiency and purity even at very low momenta; among the high-precision measure-
ments made possible for mesons and baryons containing charm and beauty, it is worth
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noting the DD̄ azimuthal correlation measurements that provide unique direct access
to the interactions of heavy quarks with the QGP. In addition, the first layer of the ver-
tex tracker is close enough to enable the highly efficient detection of weakly decaying
strange baryons (’strangeness tracking’) that are used in the detection of multi-charm
baryons in heavy-ion collisions.

ALICE 3 is also capable of identifying muons with low transverse momentum over
a unique range of pT and is able to explore the formation and dissociation of exotic
hadrons (as the χc1(3872)) in heavy-ion collisions at thermal momentum scales. More-
over, other relevant features are:

• a great capability to identify nuclei and to look for super-nuclei;

• the particle identification based on the Time-of-Flight (TOF) and on the Ring
Imaging Cherenkov (RICH) over a broad range of rapidity allows to investigate
fluctuations in the net baryon number providing the dynamical effects of baryon
numbers conservation together with information about QCD matter around the
transition point;

• possibility to study also the physics beyond the Standard Model, as the presence
of Axion-Like-Particles in ultra-peripheral collisions; the photon conversion layer
proposed is a tool for very soft photons investigations, to explore new aspects of
field theory in this regime.

1.4.1 Detector

1.4.1.1 Magnets and infrastructures

The ALICE detector is nowadays installed in the cavern of the L3 experiment at the
time of LEP; the L3 magnet is a structural part of the cavern and is still used by ALICE,
providing a solenoidal magnetic field of 0.5 T. Furthermore, a dipole magnet was added
providing a field integral of 4 mT .

Figure 1.12: In the picture is reported the ALICE3 detector inside the L3 magnet yoke. The detector
layout is represented with a solenoidal and a dipole integrated in the main magnet system.

To install the ALICE 3 detector (the layout is shown in figure 1.11), the previous
configuration will be totally removed and only the L3 magnet yoke will be left in the
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cavern; the latter will be used as a shield for the magnetic field towards the cavern,
while a superconducting magnet will be placed in the volume of L3 magnet (figure
1.12).

1.4.1.2 Vertex detector and outer tracker

The detector design consists of 11 barrel layers and 2x12 forward discs, divided into
a Vertex Tracker and an Outer Detector; the former includes the first 3 layers and 2x3
discs, retractably placed inside a secondary vacuum.

Figure 1.13: The impact parameter resolution is shown for a magnetic field B=2 T; the transverse (lon-
gitudinal) direction is shown in the left (right) panel.

The foreseen longitudinal and radial extension are, respectively, ±400 cm and 0.5 −
80 cm, in a pseudo-rapidity range of |η|< 4. The expected active surface will reach
a value of 60 m2, but including also peripheral coverage and hermeticity goal, a total
amount of 66 m2 of silicon will be used.

The expected performance for the resolution on the impact parameter is shown in
figure 1.13 in the transverse (left) and longitudinal (right) directions for charged particles
in pp collisions in a magnetic field of 2 T. There is a clear improvement, by about a factor
of five, compared to the ITS3+TPC system for charged particles with pT ≈ 500 MeV .
A further comparison between ITS2, ITS3 and ALICE 3 is shown in figure 1.14 for a
magnetic field of 1.5 T: for ALICE 3 the resolution improves by a factor of 10 compared
to the performance of ITS3. For tracks with momenta up to 200 MeV/c, the resolution
can reach values of less than 10 µm due to the very low material budget, and the value
still remains lower than 100 µm for moments up to 0.1 GeV/c.

1.4.1.3 Specifications

The detector must be build according to some specifications:

• The radial distance of the first detection layer must be as close as possible to the
interaction point, limited in turn by the aperture for the beam (≈ 5 mm);

• Low material budget, since the vertex detector and the outer tracker aim to a
thickness of 0.1 % and 1 % of a radiation length, respectively;

• The vertex detector and the outer tracker layers should provide an intrinsic posi-
tion resolution of 2.5 µm and 10 µm respectively, corresponding to a pixel pitches
of 10 µm and 50 µm;

25 of 112



1.4. ALICE 3

Figure 1.14: The pointing resolution for charged pion as a function of transverse momentum pT for the
IT of the ALICE 3 is compared to the ITS2 and ITS3 expected values in a magnetic filed of 0.5 T; a
minimum track length of 1 m is requested.

• The time resolution expected from the sensors is ≈ 100 ns in order to guarantee
a time binning of 500 ns in the vertex and outer tracker;

• The total data rate expected is ≈ 1 Tbit s−1 considering an encoding with 2
bytes/hit and a fake hit rate of ≈ 10 − 8 per pixel and event;

• The readout rate expected for sensors in the most exposed region of the vertex
detector is 35 MHz cm−2; in the outer tracker this value decreases down to
1 − 5 kHz cm−2 in the most external layers;

• A power consumption below 70 mW cm−2 and 20 mW cm−2 for the vertex detec-
tor and for the outer tracker, respectively, is needed in order to keep the material
thickness within the criteria;

• The maximum radiation load per operational year is 1.5 · 1015 1 MeV neq/cm2 at
a radial distance of 5 mm from the interaction point.

An ultra-thin layer as close as possible to the interaction point is a fundamental require-
ment to improve the pointing resolution:

σDCA ∝ r0

p
·

√
χ

χ0
coshη (1.4.1)

The retractable design is pushed by the need of an higher aperture at the injection
energy, so it constitutes the only way to get 5 mm far from the beam.
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1.4.1.4 The Vertex Detector

The proposed design consists in 4 petals (see figure 1.15) which can simultaneously
rotate and close, like in an iris optic diaphragm, leaving a minimum distance of 10 mm
of diameter for the beam passage; each of them hosts a quarter of detector with the
first detection layer at a minimum distances of 5 mm from the beam axis in the closed
configuration.

Figure 1.15: In the picture are reported the iris tracker configuration with its component.

The petals are thought to achieve an almost closed round bore with a diameter of
32 mm and 10 mm when they are, respectively, open or close. The petal walls separate
the detector from the primary LHC vacuum and their thickness must be minimized; the
inner wall of the petals are RF foils which controls the electromagnetic field induced
by the beam. The key parameters for operation stability are aperture, impedence and
vacuum stability at the interaction point: in particular, the minimal beam pipe radius
set the limit for the distance from the first layer. Typically the minimum radius is 18
mm, with a thickness of 0.18 mm, but ALICE 3 is texting the possibilities to achieve a
minimum radius of 16 mm with a thickness of 0.5 mm.

Placing the innermost tracker layer directly inside the beam pipe vacuum is a sec-
ond option to get closer to the interaction point; however, there are several critical
aspects to deal with in the implementation of the iris tracker. To begin with, it must
be retract from its physical position at every injection and at the end of every fill, in
order to match the larger aperture needed at the injection energy. The iris tracker is
contained in a secondary vacuum, separated from the first vacuum by a thin wall, in
order to reduce gas contamination coming from detector components. This wall con-
tributes individually for the most to the material budget and it is before the first point of
measurement, so its thickness must be minimized; moreover, the design must include
a response scheme to pressure increasing. Reducing the central opening diameter
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at the interaction point however affects vacuum pressure and stability, due to particles
beam hitting the surface. To deal with this effect, a NEG coating is used inside the
beam pipe: it is a thin layer of titanium-zirconium-vanadium alloy and it is effective in
removing all gases except of methane and noble gases, then took away by LHC pumps.
Another challenge is the possibility to easily access and replace the iris system and its
vacuum equipment; the foreseen complicated design relies on an airlock section lim-
ited by two gates valves to insert and extract the iris tracker through the beampipe. It
requires particular attention to the interface between the secondary vacuum of the iris
tracker and the first vacuum of the beampipe, as well to the connectivity of services as
cooling.

1.4.1.5 The Outer tracker

The main structure (figure 1.16) is made by modules and support elements: each
modules is composed by interconnected sensors bounded to a high thermal conductive
substrate. There is a functional support of longitudinal staves and flat discs respectively
in the central barrel section and in the forward region: each module relies on it, to
ensure mechanical support, alignment, cooling and electrical connectivity.

Figure 1.16: In the picture is shown the design for the outer tracker; modules assembled in staves
structures should be noticed, together with services and power lines, but also the overlap of the staves
is visible.

Staves and discs keep the position thanks to mechanical support structures with
barrel-shape for an overall length of 8 m; the tracker is segmented into several barrels
to ensure a sequential extraction from both sides of the detector. The discs of a given
endcap are placed in the inner side of the so called Cylindrical Support Shell which
makes possible to extract independently the different barrel sections and carries ser-
vices in the cylindrical layers. The advantages of this component is to minimise the
material between layers, since it offers support for the inner and outer barrel. In each
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layer, the staves are fixed at both ends to the corresponding end-wheels, light com-
posite end-rings that guarantee the positioning of the stave in the layer and provide the
reference plane for the fixing of each extremity of the stave. To minimize the material
budget, the sensors will be powered serially, then the modules are grouped in serial
powering chains with a constant current source. Within each module, the individual
front-end chips are supplied in parallel.

The main building blocks constituting the tracker are the modules and their sup-
ports of two different kinds: longitudinal staves for the modules in the central barrel
and flat discs for the forward region. The staves are characterized by a carbon fibre
spaceframe-like structure providing stiffness and positioning; the spaceframe keeps
the coldplate positioned, consisting in layers of high-thermal conductivity carbon em-
bodying polyimide cooling pipes. A similar structure is implemented for the discs, with
the adding of a carbon sandwich panel that provides support and positioning. The
module and the corresponding support are coupled at the level of the coldplate, relying
on a precise system to check their relative position and on a dismountable interface
for the mechanical connection. The thermal impedence is mitigated with a thermal in-
terface material between the module substrate and the coldplate: in this way a single
module of the tracker can be easily replaced or temporarily removed for repair.

1.4.1.6 The time of flight layer

The TOF system is composed by an inner and an outer layer in the central barrel and
forward discs on both sides of the experiment with the main goal to provide particle
identification over the full rapidity range |η|< 4. The more challenging requests are a
time resolution of 20 ps, a low material budget of 1 − 3% X0 and a power density of
50 mW/cm2; silicon sensors seem to precious tools, with the request of creating large
area systems, and several technology opportunities are under investigation. The TOF
system is composed by several buiding blocks: the sensor, the front-end, the Time-to-
Digital Converter (TDC), the clock management system and the readout system. To
limit material budget and cost, one single layer of sensors is aimed, and the foreseen
cell size for sensors that provide the correct matching for the track is 1 mm2 for the
inner TOF and 25 mm2 for the outer TOF.

Figure 1.17: Particle velocity distribution as a function of momentum for Pb-Pb collisions at B=2 T
for bTO1 (left) and bTOF2 (right). The effect of the improved momentum resolution together with the
momentum thresholds for different particle species are evident in the figure.

Two layers of Time-Of-Flight detectors, named bTOF1 and bTOF2, are installed
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at 19 cm and 85 cm from the beam pipe, respectively; they measure the arrival time
of the particles with a resolution of 20 ps. Forward TOF walls with the same time
resolution are located at 405 cm on either side of the interaction point. In particular, the
combination of bTOF1 and bTOF2 allows the true time of flight to be measured and the
start time to be accurately determined even with a small number of tracks. The results
of the simulation of the response of the barrel TOF systems for Pb-Pb events with B=2
T are shown in figure 1.17; due to the higher occupancy, the false hit association is
larger for the bTOF1 layer and thus the background for the track mismatch increases.

For what concerns sensors, there are three possible technologies proposed: fully
depleted CMOS sensors, Low-Gain Avalanche Diodes (LGAD) and Single Photon
Avalanche Diodes (SPAD). Starting from fully depleted CMOS sensors, the main goal
is to reduce fabrication costs, getting at the same time easier and cheaper to assemble
them with a 2D monolithic design which can provide both time resolution and complete
coverage with just one layer. The more critical aspects is the necessity to improve sig-
nificantly the current time resolution up to 20 ps, probably with the implementation of
an internal gain layer. On the contrary, state-of-the-art LGADs reach a time resolution
of 30 ps which is closer to the ALICE 3 requirements, and recently very thin LGAD has
been pushed down to the value of 20 ps; however, they are produced in wafers and
require a dedicated electronics, which increases significantly the fabrication costs and
hardness the assembling procedure, making them only a secondary solution. Another
option are SPADs manufactured in CMOS technology, which would also allows the
readout of TOF and RICH to be merged; however, their use will only be considered if
one decides to pursue this route, because the use of a single layer in this case is made
more difficult by the presence of dark current and the evaluation of the fill factor5. It is
worth noting that the choice of technology to be used does not place any constraints
on the temperature along the TOF detector, and variations of a few degrees Celsius
should not affect the temporal performance of the detector itself.

MAPS The most recent innovations in MAPS technology have focused on small cell
size, noise reduction and low power consumption for tracking applications, while for
timing their full potential is not yet known.

Figure 1.18: In the figure is reported a schematic view of the ARCADIA project sensor.

Good time performance requires a fast charge collection, and thus fully depleted
5Respectively, they are fake hits of sensor in absence of photon and the fraction of sensitive area

over the total one
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sensors, but also an optimised geometry and field configuration. The introduction of
the gain layer has made it possible to increase the signal-to-noise ratio, and thus re-
duce the impact that noise has on time resolution. Different projects offer partially or
fully depleted devices suitable for the aforementioned purpose: the FASTPIX project
has analysed small pixels devices with the goal to model the field lines at the pixel
border maximizing in this way the charge collection; the SEED and ARCADIA projects
(figure 1.18) have implemented a n-type substrate with a surface n-type epitaxial layer
and a buried p-well in a fully depleted device, to fasten charge collection and integrate
electronics on the device. At the moment however, CMOS sensors do not achieve the
aimed time resolution of 20 ps and it is doubtful whether this value can be obtained
with devices without the internal gain layer, in order to reduce the electronic noise;
CMOS integrated monolithic sensors with internal gain optimized for visible near in-
frared light has made their appearance, and the introduction of avalanche gain in the
sensor substrate for timing applications is currently under discussion.

The pixel size is a trade off between a small sensor capacitance and the need to
have enough area to host the electronics. The foreseen design is hierarchical, with
every diode equipped with a front-end amplifier and discriminator. Larger macro-pixel
are obtained overlapping the signal generated by the small pixels in a single data line.

Figure 1.19: In the picture simulations of the time resolutions for 50 µm x 50 µm pixels with ARCADIA
technology are reported; the pad size used in the simulation is 40 µm x 40 µm

A good time resolution requires uniform and fast charge collection, together with a
very high Signal-to-Noise Ratio (SNR); the time performance of a fully depleted MAPS
depends on the sensor thickness and on the collection electrode area: to thicker sen-
sor corresponds larger signal, but the time resolutions worsens due to larger charge
collection time. On the contrary, the electric field becomes more uniform increasing
the sensor size, but also the capacitance increases, and the electronic noise grows
accordingly. Several simulation are currently running in order to optimize the devices
geometry in order to meet the strict timing requirement for the TOF layer: Monte Carlo
simulations performed on 50 µm x 50 µm pixels with ARCADIA technology, with an
active layer of 25 µm show that it is possible to achieve the aimed value of timing reso-
lution of 20 ps, despite the presence of Landau fluctuations and non-saturated carrier
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velocity (figure 1.19). However, a large power consumption is expected to obtain very
low electronic noise, which nevertheless can be reduced introducing a moderate gain,
of the order of 5-20. Strategies to include such a gain layer are thus under investigation,
using dedicated implants or engineered substrates.

LGAD sensors Low Gain Avalanche Diodes are silicon detectors widely studied in
the recent years, since they provide excellent timing performances and radiation hard-
ness, being thus suitable for HEP experiment. The addition of a highly-doped p-layer
near the p-n junction, the multiplication layer, creates and high field which results in an
internal gain. The operative working range is below the breakdown voltage, reducing
in this way cross-talk, dead time, dark count rate and with an easier segmentation; the
optimum gain for a 50 µm thick LGAD is around 20-30. The time resolution seems
to improve when the sensor thickness reduces, since the signal becomes shorter
and Landau and gain fluctuations have less impact on the time resolution; however,
whether the thickness reduces, the capacitance increases, a balance is therefore re-
quired between sensor capacity, internal gain and front-end power consumption. The
time resolution improves when the threshold of a constant fraction discriminator (CFD)
increases (figure 1.20), left) since the electronic noise contributions are less effective;
simulations seem to confirm that LGAD with thinner active thickness have better timing
performance (figure 1.20, right).

Figure 1.20: The test beam measurements of the time resolution of 50 µm LGADs from HPK (Hama-
matsu Photonics K.K., Japan) for different voltages (left); simulation of the time resolution as a function
of CFD for different thickness (right).

Another critical aspect that must be touched is the containment of the high electric
field in order to avoid cross-talk or, eventually, breakdown. Deeply n-doped implants
surround the gain layer to control lateral field components; however, geometric effi-
ciency is reduced because lower-gain areas are present at the edges of the pad. How-
ever, the hypothesis of introducing shallow trenches into the silicon substrate with the
termination implants inside the trench itself has recently been considered as an isola-
tion strategy. However, another option still under study seems to be AC-coupled silicon
resistive rectifiers (RSD or AC-LGAD). They are characterised by the presence of a
thin resistive layer isolated from the readout pads on which the voltage is applied: at
high frequency, this layer becomes transparent and the signal is induced directly on the
pads themselves. Finally, the last critical aspect is radiation damage, which decreases
charge collection efficiency, increases leakage current and changes the doping profiles
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of the sensors by decreasing the gain in the amplification layer. Low temperatures re-
duce the impact of these effects (≈ −30◦C) but this impacts costs and the material
budget, which must be as low as possible. However, for the radiation levels expected
at ALICE 3 these effects should be negligible, and consequently the sensors can be
used at room temperature.

1.4.1.7 The RICH detector

Cherenkov radiation is a valuable tool for identifying particles in the region of transverse
momenta that is not within the range of TOF; the range of pT is determined by the
refractive index, and using n = 1.3 ensures continuity in identification performance
beyond TOF in the middle barrel; this is why aerogel is used as a radiator.

Figure 1.21: The calculated η−pT regions where particles can be separated by at least 3σ by the ALICE
3 particle identification subsystem in a 0.5 T magnetic field. From left to right, electron/pion, pion/kaon
and kaon/proton separation plot are shown, respectively.

In figure 1.21 it is shown how RICH detector contribute to hadron identification,
in particular providing e/π, π/K, K/p separation. In order to achieve adequate pT

coverage in the forward region, a smaller refractive index must be used due to Lorentz
boost.

Figure 1.22: Schematic view of the aerogel RICH baseline layout (a), multi-layer aerogel layout (b) and
mirror layout (c).

The aim of the detector is to extend the e/π separation up to ≈ 2 GeV/c and the
identification of charged hadrons up to ≈ 10 GeV/c: to do this, a 2 cm aerogel layer
and a photodetector layer 20 cm from the radiator are to be implemented.

The large surface area, the Cherenkov angle required to achieve proper separation
and the presence of a strong magnetic field guide the design of the sub-detector; the
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separation capability depends on the angular resolution of the single photon σγ
θc

and
the number of photons detected Nγ as:

σtot
θc

=
σγ

θc√
Ngamma

⊕
σtrack

θc
(1.4.2)

σγ
θc

is in turn influenced by several factors 6 and can be parameterised as:

σγ
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⊕
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θc

⊕
σnoise

θc
(1.4.3)

Figure 1.23: The figure shows a 4-layer monolithic aerogel (panel 1). Panel 2 shows the PDE as a
function of over-voltage measured at 410 nm, for sensors from Hamamatsu (a) and other vendors (b).

Each contribution is estimated analytically and verified through simulations; it has
been observed that increasing the gap d between the radiator and the photodetector
improves geometric and pixel resolutions, while adding a mirror improves focus and
geometric aberration. The basic configuration (see figure 1.22 panel a) consists of
a 15 cm x 15 cm x 2 cm) hydrophobic aerogel tile radiator from Aerogel Factory Co.
Ltd (Chiba, Japan); however, the angular resolution could be improved by inserting a
multilayer radiator (figure 1.22 panel b) with 2 or 4 tiles of increasing refractive index
(see figure 1.23 panel 1). In the latter case, the greater overall thickness of the radiator
increases the number of Cherenkov photons, preventing the uncertainty at the point
of emission from degrading the angular resolution of the individual photon. A further
configuration (figure 1.22 panel c) involves the addition of a mirror on the outside of the
aerogel layer, to reflect the Cherenkov radiation onto a detector located upstream of the
radiator; while this solution leads to an improvement in angular resolution, decreasing
geometric aberration, and a decrease in the photosensitive area to be covered, it also
increases the difficulties in terms of mechanics and alignment, and is therefore still at
the design stage. Photon sensors used for the detection of Cherenkov radiation must
be sensitive to visible light, as aerogel is transparent in the visible range, but becomes
opaque for wavelengths in the UV range. Silicon-based photon sensors seem to be
a good option: based on the SPAD concept, we find the SiPM, the 2D silicon digital
photomultiplier (2DdSiPM) and the 3D silicon digital photomultiplier. These devices,
designed for detecting photons, are capable of excellent time performance; SiPMs in
particular are characterised by a peak efficiency (PDE) of 60% in the visible (picture
1.23, panel 2) insensitivity to magnetic fields, compactness and can be integrated with
active areas of up to 90%. SiPMs with integrated electronics made in a CMOS process
may be able to mask hot cells and offer larger fill factors. The development of SiPMs is
supported by several motivations:

6Respectively, from chromatic aberration, geometric aberration, spatial resolution and uncorrelated
hits (noise)
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• the rapid evolution of SPADs based on CMOS technology, which significantly
reduces production costs;

• possibility of realising integrated circuits for time-gating logic and reducing DCR
by masking hot cells;

• monolithic approach and integration of the electronics in the sensor itself de-
creases the material budget and simplifies integration, lowering production costs;

• possibility of building a customised sensor by optimising performance parameters
(PDE, DCR and related noise, radiation tolerance).

Finally, using devices containing several SiPMs would facilitate the assembly of pho-
todetector panels, also reducing dead area and improving connectivity.
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Chapter 2

The solid state detectors

Solid-state detectors, based on semiconductor materials such as germanium and sil-
icon, are widely used not only in high-energy physics (HEP) but also in medical and
engineering fields, as they are very efficient in detecting photons and charged parti-
cles. What has made them the first choice in the field of HEP experiments is the wide
availability of silicon, as well as the fact that they can also be used at room temperature.
In this chapter, after a brief introduction on the physics of semiconductor materials and
their interaction with various particles, the focus will fall on the Silicon Photomultipliers
(SiPM), a device which is mainly used for photon detection. Through the description
of its main characteristics and figures of merit, we will come to analyze the most inno-
vative applications, that see the use of SiPMs themselves for the detection of charged
particles without coupling them to scintillators or Cherenkov radiators.

2.1 The semiconductor materials

Figure 2.1: Typical band structure of a solid state material.

An energy band (figure 2.1)is defined as a set of energy levels so close together that
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they are considered to be continuous: the valence band embodies lower energy levels
and it is usually completely or partially filled at T=0K; the conduction band is made up
of higher energy levels and is usually empty. They are separated by a gap of forbidden
levels: in metals, the gap is absent, so the valence and conduction band overlap while
in insulator materials, the gap is several eV wide so, even applying a strong electric
field, electrons cannot jump from one band to the other. Semiconductors materials
have a smaller energy gap respect to metals, of 1-3 eV, and at T=0 K the conduction
band is empty, as in insulators; however, at T=300 K electrons can easily jump to
the conduction band via thermal excitation, since the energy gap is only 1.12 eV. The
different band structure of metals and semiconductor material is shown in figures 2.3
and 2.2.

Figure 2.2: The figure shows the process of breaking of the covalent bonding (a), together with the band
structure for a semiconductor (b); the jumping of an electron from the valence band to the conduction
one is shown in the latter.

Figure 2.3: In the picture, the typical band structure for metals, where also the conduction bans is
partially filled (a) or the two bands are overlapping (b).

However, they belong to the IV group, so they have four valence electrons avail-
able for the formation of four valence bonds: increasing the temperature, an electron
is excited and jumps in the conduction band, leaving a hole (considered as positive
charged) in the valence band. Therefore, applying an electric field, the semiconductor
is crossed by a current which has two contributions: the electrons and the holes cur-
rent. In pure (intrinsic) semiconductor electrons and holes are continuously created by
thermal excitation, but they also recombine, creating an equilibrium situations in which
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their concentrations n and p, respectively, are equal and called intrinsic concentrations
of charged carriers ni:

ni = n = p = 1.45 · 1010 cm−3 (2.1.1)

for holes and electrons in thermal equilibrium at room temperature. The concentra-
tions for holes and electrons are reported in equation 2.1.3:

n = NCe− EC −EF
kT where NC = 2(2πm∗

nkT

h
)3/2 (2.1.2)

p = NV e− EF −EV
kT where NV = 2(

2πm∗
pkT

h
)3/2 (2.1.3)

where NC and NV are the effective densities of states in the conduction and valence
band, respectively, EF is the Fermi energy, EC and EV are the top and the bottom
energy values of the conduction and valence band, m∗

p and m∗
n are the electrons and

holes effective mass. Equation 2.1.1 becomes:

n2
i = n · p = N − CNV e− EC −EV

kT = N − CNV e− Egap
kT (2.1.4)

The total hole and electron currents have to take into account drift and diffusion
processes:

Jn = Jn,drift + Jn,diff = q(nµnE + Dn∇n) (2.1.5)
Jp = Jp,drift + Jp,diff = q(pµpE − Dp∇p) (2.1.6)

where µn and µp are electron and hole mobilties, where µn >> µp (typically µn=1350
cm2/Vs and µp=480 cm2/Vs); they define the capabilities of charged carriers to move
under the action of an electric field:

vD = µE (2.1.7)

The relation between the velocity and the E field is linear until the so called saturation
conditions, at very high electric field, where the drift velocity becomes constant since
the energy loss by collisions with the lattice atoms compensates the energy acquired;
the saturated velocity is about 107 cm/s for electric field of the order of ≈ 500 kV/cm.
Moreover, the mobility depends also on temperature as T −m where m = 2.5 for elec-
trons and M = 2.7 for holes in Silicon. Dn and Dp are the diffusion coefficients for
electrons and holes and typical values are 35 cm2s−1 and 12.4 cm2s−1, respectively.

2.1.1 Extrinsic semiconductors

Usually pure semiconductors are doped with impurity atoms of the third (trivalent) or
fifth (pentavalent) group which substitute Si or Ge atoms in the lattice, as the intrinsic
concentration of charges is very small. The trivalent atoms lack of one electron to com-
plete the four covalent bond with the neighbours, so they tend to capture an electron
and are called acceptors; conversely, pentavalent atoms have one weakly bounded
electrons not participating in the covalent bond so they tend to release these electrons,
and are colled donors. These impurities introduce shallow energy levels in the gap
very close to the valence and the conduction bands: at room temperature, electrons
from the donor levels can easily jump into the conduction band, as well as the ones in
the valence band can easily reach the acceptor levels, leaving a hole in the valence
band. The conclusion is that at operational temperatures all acceptors and donors are
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ionized, contributing with electrons and holes to the semiconductor conductivity: even
if the dopants concentration is small (1013 − 1016 atoms/cm−3), it overcomes the intrin-
sic concentration of a factor 103 − 106, contributing strongly in improving the material
conductivity. Doping with donors creates an excess of electrons, called majority charge
carriers, respect to holes (minority charge carriers), with an opposite effect when the
doping atom is an acceptor (figures 2.4 and 2.5).

Figure 2.4: In the picture, the formation of donor energy levels below the conduction band (a) and
electrons jumping toward the latter without creating holes in the valence band.

Figure 2.5: The picture shows the presence of acceptor energy level slightly above the valence band
(a) and electrons jumping toward the former create holes in the valence band without populating the
conduction one (b).

The equation 2.1.1 state that, for an intrinsic semiconductor, the concentration of
electrons in the conduction band is equal to the concentration of holes in the valence
band, and they are referred as intrinsic electrons/hole concentrations. However, adding
dopant atoms, equation 2.1.1 is not true anymore, and we can express electrons and
holes concentration in terms of intrinsic Fermi energy level as follows (equation 2.1.9)

n = nie
EF −EF i

kT (2.1.8)

p = nie
− EF −EF i

kT (2.1.9)

As the concentration changes from the intrinsic one, the Fermi energy also differs
from the intrinsic Fermi level: in an n-type semiconductor, EF > EF i, so n > p, and
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the opposite for a p-type semiconductor, which means that the Fermi level is above
(below) the intrinsic Fermi energy for a n-semiconductor (p-semiconductor). In figure
2.6 the Fermi energy level is shown as a function of acceptor and donor concentration
at T ≈ 300 K: as the doping concentration increases, the level of Fermi shifts close
to the valence band for p-type material and close to the conduction band for n-type
material. Since the intrinsic concentration is strongly dependent on temperature, the
position of the Fermi level is also affected (figure 2.6): if the temperature increases,
the intrinsic concentration ni increases so the Fermi level tends to the intrinsic one.
Therefore, the behavior of an extrinsic semiconductor tends to the intrinsic one at high
temperatures. At very low temperatures, on the other hand, we encounter the freeze-
out condition where the Fermi level goes above donor levels and below accessory
levels, so that at absolute zero all levels below EF are full and above it are empty.

Figure 2.6: In the picture the Fermi level position is shown as a function of temperature (a) and doping
concentration (b).

2.1.2 The pn jucntion:

When a p-doped region is contacted with an n-doped region, majorities charged car-
riers diffuse into the region with the lower concentration with the interface region pop-
ulated by ionized donors and acceptors; an electric filed builds up and stops the diffu-
sion and a depletion region arises at the junction, together with a potential difference
Vbi (called contact potential or built-in) from the n-side, where positive ions are fixed in
the lattice, to the p-side (fixed negative ions). The built-in potential is expressed by:

Vbi = kT

e
ln(Na · Nd

ni2 ) = VT ln(Na · Nd

n2
i

) (2.1.10)

where VT is the thermal voltage, k is the Boltzmann constant, Na and Nd are the donor
and acceptor concentration, respectively and ni is the intrinsic concentration. In figure
2.7 the positive and negative charged region are shown: all electrons and holes are
swept away from the depletion region by the electric field; however, a density gradient
is still present in the majority carrier concentrations 1 at each edge of the space charge

1Majority carriers are electrons in n-doped semiconductor and holes for p-doped ones
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region and it produces a diffusion force on majority charge carriers. At thermal equilib-
rium, the electric and diffusion forces are exactly balanced and the Fermi energy level
is constant throughout the junction, so the conduction and valence band have to bend
inside the depletion region. The junction is called to be in forward bias when the volt-
age is applied with the anode on the p side and the cathode on the n side: the potential
barrier is lowered and a net current of electrons and holes flows through the junction,
so that the depletion region becomes smaller. Reversing the polarity results in reverse
bias junction, in which the charges are moved away from the depletion region and only
a very small current, called the saturation current, flows over the junction. However,
there is a voltage for which the reverse current starts to increase rapidly: this region is
called the breakdown.

Figure 2.7: In the picture the pn junction is shown in case of no bias applied (a), in reverse bias (b) and
in forward bias (c); it is important to note that the width of the depletion region and the height of the
potential barrier changes based on the different configuration.

There are two mechanisms which give rise to the breakdown mechanism in a
reversed-biased pn junction:

1. Zener breakdown occurs in highly doped pn junction throughout a tunneling ef-
fect: the conduction and the valence bands are sufficiently close that electrons
can directly pass from the valence band in the p-side to the conduction band in
the n-side.

2. Avalanche breakdown is due to electrons and holes that, moving in the deple-
tion region, acquire enough energy from the electric field to create secondary
electrons/holes pair by colliding with atomic electrons in the depletion region.

The ideal characteristic of a pn junction is given by (figure 2.8):

J = Js(e
eVa
kT − 1) (2.1.11)

which accurately describes the voltage-current characteristic for the junction over a
spectrum range of currents and voltages. It is valid for both positive and negative ap-
plied voltages Va: when Va < 0, for small values of the reverse bias, then the current
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density is independent of the applied voltage; as the applied reverse voltage increases,
on the other hand, the breakdown region described in 2.1.2 is approached. The satu-
ration reverse current density Js is defined by the equation 2.1.12:

Js = eDppn0

Lp

+ eDnnp0

Ln

(2.1.12)

where Li,i=n,p and Di are respectively the diffusion length and coefficient and pn0 and
np0 are the initial hole/electrons concentrations in the n/p side.

Figure 2.8: An ideal pn junction IV charateristic.

2.1.3 Semiconductor junction detectors

Semiconductor junction detectors are likened to solid ionization chambers that operate
in reverse bias, measuring the small amount of charge created by a charged incident
particle, which loses energy by ionization, or by a photon, which will be converted in
turn to a charged particle. Since in normal junctions the depletion region is very small,
"abrupt junction" with an asymmetric doping concentration, such as p+n, is usually
used; in this case the p part is highly doped and the depletion region extends almost
entirely into the n region. The width W of the depletion region is expressed by equation
2.1.13, together with the inverse capacitance squared,which is a linear function of the
reverse bias applied VR.

W ≈
√

2εs(Vbi + VR)
eNd

1
C2 = 2(Vbi + VR)

eεsNd

(2.1.13)

where Nd is the donor concentration, C is the capacitance, εs is the medium dielec-
tric constant. In figure 2.9 a plot of equation 2.1.13 is shown; it is possible to compute
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the built-in potential looking at the point in the plot where 1
C2 = 0. The slope of the curve

is inversely proportional to the doping concentration of the low-doped region, which can
be thus experimentally determined under the assumption of uniform doping in both the
semiconductor region, the abrupt doping approximation and a planar junction.

When a photon beam crosses a material the initial intensity I0 is attenuated accord-
ing to the exponential law I = I0e

−αx, where α is the absorption coefficient typical of the
material and is the inverse of the mean free path λ, called absorption length. Silicon
can absorb efficiently photons in a wide range of wavelengths (190-1100 nm) within a
few tens of micrometers, making it well suited as a photodetector material. The photon
is almost immediately absorbed (<10−2 µm) for very short λ, while it crosses the whole
detector at very high λ (>102 µ m).

Figure 2.9: In the picture, the charge density is shown for electrons and holes (a); the inverse of the
squared capacitance is also displayed (b).

2.1.3.1 The PIN photodiode

It is a special detector configuration in which an intrinsic semiconductor region is sand-
wiched between the p+-side and the n+-side; actually this region can also be slightly
doped p (π region) or n (ν region). By doing so, the depletion region is largely enlarged,
and the contact between the intrinsic, or quasi-intrinsic, region and the doped region
becomes an ohmic contact; since the charge is almost zero, the electric field and thus
the drift velocity are uniform in the depletion region. The advantages of using these
photodiodes over photomultiplier tubes are compactness and price, greater insensitiv-
ity to magnetic fields, higher quantum efficiency, and lower applied voltage; however,
because they lack intrinsic gain, they are insensitive under conditions of low light inten-
sity, have a small sensitive area, poor time resolution, and the signal is small and must
be amplified, introducing electronic noise.

2.1.3.2 Avalanche Photodiode (APD)

For electric field higher than the drift velocity saturation limit, the impact ionization
starts to take place; photoproduced electrons and holes have sufficient energy to initi-
ate secondary ionizations, producing an avalanche process very similar to the Towsend
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avalanche in gases. The ability of electrons and gaps to start an avalanche is parame-
terized by the impact ionization coefficient αn,p (cm−1), which depends on the electric
field through an empirical formula:

αn,p = αn,p,∞e
−βn,p

|E| (2.1.14)

where αn,p,∞ and βn,p are different constants for electrons and holes. The gain is de-
fined as G = e−αd where d is the thickness of the high electric-field region (1 − 2 µm)
and for typical field value of E = 3 · 105 V/cm the gain is G ≈ 50/300 (linear region).
With G>1, the APD photodetector can be sensitive to even a small number of photons:
to achieve this, the PIN structure is enhanced with a gain layer. Figure 2.10 shows
a p-gain layer added near the n+ layer, and the final structure from top to bottom is
n+ − p − π − p+. As a result, the electric field is constant over the entire intrinsic region
but grows sharply at the n+-p junction, where multiplication occurs. The APD produces
an intrinsically amplified signal so the signal-to-noise ratio (SNR) is determined by the
statistical fluctuations in avalanche formation. Clearly, this amplification affects also
the thermal leakage current, resulting in what is called "excess noise." So in general,
the SNR of the APD is no better than that of the PIN except at low light intensities,
where the PIN signal must be amplified by the electronics, a source of noise. How-
ever, APDs also have disadvantages such as long dead times and low sensitivity to
individual photons.

Figure 2.10: In the picture the panel 1 shows the typical structure of a PIN sensor, while panel 2 display
the structure of an APD. The difference between the two is the presence of the gain layer in the latter.

2.1.3.3 G-APD or SPAD (Single Photon Avalanche Diode)

These devices operate in Geiger mode, where the reverse bias voltage is 10-20%
greater than the breakdown value. In these conditions is possible to detect single
photons. After the breakdown the avalanche is quenched by a passive resistor or an
active transistor circuit, which, due to the high current value, produces a potential drop
below the breakdown voltage. Advantages of using SPADs include a large output signal
(large gain), high sensitivity to low light intensities, even to single photons, excellent
temporal resolution, and greater insensitivity to magnetic fields than APDs.

A more precise description of these photosensors, which are the component unit of
Silicon Photomultipliers, is as follows: there are three regions of cell operation (figure
2.11), depending on the voltage applied:
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Figure 2.11: In the picture the three different region of working for a SiPM are shown (a); the difference
between APD region and Geiger mode is shown in the panel (b): in the latter even holes partecipate to
the avalanche, while in the former secondary ionization affect only electrons [38].

1. when Vbias is low no multiplication takes place and each photon can create only
one electron/hole pair, which are separated by the presence of the electric field;

2. however, as Vbias increases, the electric field also increases and the electron has
enough energy to create secondary ionization, which give rise to an avalanche.
In this case the sensor works in the APD region where only electrons participate
in the avalanche: the current is proportional to the number of incident photons
and the avalanche flows in only one direction. The avalanche is self-quenching,
so in this regime no external circuit is needed;

3. if the voltage exceeds the breakdown voltage, the pits also participate in the
avalanche. The electric field of the order of 10−5 V cm−1 is such that a charge
carrier (both electrons and holes) triggers a self-sustained avalanche, so that the
current grows very rapidly. An external quenching circuit is needed to damp the
avalanche, bringing the voltage below the breakdown value, and for the sensor
to be sensitive to photons again, the original bias must be restored.

2.1.4 Silicon PhotoMultiplier (SiPM)

The last configuration, where both electrons and holes participate to the avalanche, is
the case of the SiPM: it is an array of SPADs with order of 103 pixels in a total area of
some mm2; they operate in Geiger mode with a gain up to 106. Each SPADs, or pixel
gives a binary response, depending if it was hit or not (and so depending also on their
detection efficiency), making SiPM single photon detector[39] [40]. The structure of
SiPM is reported in figure 2.12, where 3 pixels are visible, each composed by (from the
bottom): the p+ substrate, the lightly doped π region, where the most part of photon
conversion takes place, and the junction, made by a p+ gain layer and a n++ layer.
Each pixel has its own quenching resistor. Typical thickness are 0.1 − 1.5 µm for the
n++ layer and 1 − 3 µm for the p+ gain layer and few µms for the intrinsic π region.

2.1.4.1 Breakdown voltage and multiplication gain

The peculiarity of these silicon sensors lies in their ability to work beyond the break-
down voltage, where the current exhibits divergent behaviour. Here the multiplication
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Figure 2.12: In the picture the SiPM typical structure is reported, together with a zoom on the structure
of a single SPAD.

factor M, defined as the number of secondary charge carriers produced by each pri-
mary carrier, diverges. The advantage of working in this regime lies not only in the
high gain but also in an almost gain-independent noise factor. The condition for an
avalanche to be created is that sufficient positive and negative charge carriers are cre-
ated by ionization: if αn and αp are the ionization rates for electrons and gaps and
W is the width of the depletion region, the mathematical condition for entering such a
multiplication regime [41] is as follows:∫ W

0
αne−

∫ x

0 (αn−αp)dx′
dx = 1 (2.1.15)

From general studies on the breakdown conditions the following conclusions can
be given:

1. VBD increases with W, the thickness of the depletion region;

2. increasing W, VBD becomes more dependent on temperature;

3. in the depletion region, the reproducibility of VBD is higher.

As a consequences, working with thick depletion region is not convenient in terms of
breakdown uniformity and temperature stability, while is more advantageous using thin
depletion region sensitive from blue to UV light. Moreover, in SPADs with integrated
quenching resistors the gain is generally well defined and it is given by:

G = VOV · (Cq + Cd)
q

(2.1.16)

It is typically of the order of 105 to 107 and gives to SiPM excellent single photon count-
ing capabilities.

2.1.4.2 Electrical equivalent circuit of the SPAD

The connection (figure 2.13) is modelled as a parallel of the internal resistance of the
diode space-charge region Rd ≈ 1 kΩ and the inner depletion region capacitance,
Cd ≈ 0.1 pF , which is in turn the sum of the SPAD area capacitance and other perime-
ter or parasitic capacitances. An integrated quenching circuit is added, consisting in a
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quenching resistor Rq ≈ 102 kΩ and a parasitic capacitance Cq: the latter is respon-
sible for a fast signal extraction, which is very beneficial for timing applications. When
an avalanche is triggered, the circuit is closed, and the capacitor Cd starts to be dis-
charged, provoking an exponential voltage drop at the internal node between Cq and
Cd, initially at the bias voltage. When the circuit is close, even the capacitance Cq is
charging via Rd so that the discharge time constant is τr = Rd(Cq + Cd) ≈ 100 ps,
neglecting the influence of Rq, usually highly resistive; this provide the signal rise time
and it is usually fast. the maximum voltage drop is obtained at the breakdown voltage
VBD, while typical bias applied are typically ≈ 30 − 70 V. The discharged of Cd and
the recharge of Cq is stopped when the current Id through Rd reaches the threshold
value below which the formation of a self-sustaining avalanche is suppressed. This
current value Id is a little bit higher than the minimum asymptotic value [42] reported in
equation 2.1.17:

Idf = Vov/(Rq + Rd) ≈ Vov/Rq (2.1.17)

Once the avalanche is quenched, the recovery time of the charge is given by
τrecharge = Rq · (Cq + Cd) .The latter constitues the SPAD recovery time usually of the
order of some ns. The avalanche is quenched near the asymptotic value, so the total
charge that has to be provided from the outside is Vov ·(Cq +Cd), where the overvoltage
is defined in equation 2.1.18

Vov = VBIAS − VBD (2.1.18)

and represents the the SPAD gain multiplied by the electron charge. The output of
SiPM is the sum of the single pixels outputs, which are joined together via the quench-
ing resistor to a single output node; the output signal is, in the end, proportional to the
number of activated cells.

Figure 2.13: In the picture the typical circuit of a SPAD is shown [38].
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2.1.4.3 SiPM saturation and non-linearity

To be more precise, only under low light intensity conditions each sensor pixel can be
assumed hit by a single photon; this condition is called linearity and the total number
of activated cells is proportional to the number of incident photons. However, as the
amount of incident light increases, the SiPM enters the saturation region where each
pixel can be hit by more than one photon. The general equations for the number
of triggered SPADs [43] is function of the number of photons Nphoton and of the total
number of SPADs in the SiPM (Ntot) under the assumption of uniform illumination:

Nfired cells = Ntot(1 − e
−Nphoton·P DE·ENF

Ntot ) (2.1.19)

where the Photon Detection Efficiency (PDE) and the Excess Noise Factory (ENF) are
explained in the following. In case of large signals, a limited number of SPADs causes
saturation, but in the last year much smaller SPAD size are available (down to 10 µm)
improving the linear range.

2.1.4.4 Photon Detection Efficiency

An important figure of merit of SiPMs is Photon Detection Efficiency (PDE): it quantifies
the ability of a single-photon detector to detect photons. PDE is defined as the ratio
between the number of detected photons and the number of incoming ones and its
expression is given by equation 2.1.20.

PDE = QE · PG · FA (2.1.20)

where we define the quantum efficiency QE (which typically assumes values be-
tween 70 and 80%) as the number of electron-hole pairs created by an incident pho-
ton, the fill factor FA (20-80%) as the fraction of sensitive area over the total entrance-
window area of the sensor; the Geiger probability PG (90%), which is the breakdown
probability. QE depends on the wavelength λ and for the detection in the UV range it
is optimized by using special protecting coating. For what concerns the fill factor, the
inactive area is created in order to separate SPADs electrically and optically from each
other, and it is usually lower for smaller cells size; however, in modern small size pixels
it has improved by using transparent metal film quenching resistors (MFQR) versus the
more standard option of a non transparent Polysilicon quenching resistor. Finally, Pg

is a function of the overvoltage and the the wavelength of the incoming photons. Elec-
trons have higher ionization rate respect to holes, and they are easier to be collected
when generated by an incoming photons. Typical values for the PDE are between
40-60% but it depends on the wavelength: a red photon, with λ ≈ 700 nm has an ab-
sorption depth of some µm so it is absorbed in the intrinsic region, while a blue photon
(λ ≈ 450 nm) penetrates only ≈ 0.5 µm so it is absorbed near the junction.

2.1.4.5 Excess Noise Factor

Despite a small sensitive area, the advantages of using these sensors are several:
high gain that allows them to be single-photon sensitive, high PDE, excellent temporal
resolution (definitely below 100 ps), low applied voltages, great insensitivity to magnetic
fields, compactness, low price. However, they are susceptible to several sources of
noise such as:
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1. dark current (DC) due to thermal e-h pair generation in the active volume; the
DC rate depends on temperature (it it doubles every 10◦C [38]), on active area
and on overvoltage;

2. optical cross talk between pixels: during the avalanche, charge carriers are
accelerated in the high electric field region and emit photons in the near infrared.
These photons induce fake signals in the neighbouring cells;

3. afterpulsing: if impurities are present in the silicon, charge carriers could be
trapped and after a time delay, they are released and are free to start an avalanche,
inducing a signal, called afterpulses, in some pixel. If the time delay is short, as
few ns, the pixel is not already fully re-charged and the impact of afterpulses is
negligible; however, for time delay of ≈ 102 ns it produces fake signals, therefore
the silicon must be as pure as possible;

4. temperature dependence of the breakdown voltage: VBD increases linearly
with the temperature, changing the overvoltage value, which affects many of the
SiPM performances. For large temperature variations it is necessary to apply a
compensation, as an automatic system that changes the bias applied in response
to the changing temperature.

The fluctuations on the number of primary triggered SPADs for incoming photons
(called photoelectrons, Nphe) for an ideal photodetector are given by

√
Nphe. However,

considering some non-ideality factors as the inter SPAD cross-talk and the integrated
afterplusing which increase the signal, one would find a value for Nphe greater than the
real one and this is often referred as the excess charge factor ECF = 〈Q〉

〈QN 〉 where 〈Q〉
is the average total charge measured and 〈Qn〉 is the average charge of the primary
photoelelectrons. This excess of charge appears as an artificial gain which is also
called excess noise factor [44]:

ENF = (σQ/〈Q〉)2

(σQN
/〈QN〉)2 (2.1.21)

where σQ is the standard deviations of the measured spectrum. It is important to note
that afterpulsing and cross-talk depend on the strength of the electric field, and thus the
ENF increases with overvoltage; however, new studies on isolation of individual SPADs
to reduce cross-talk have shown that it is possible to have an ENF close to unity even
with an overvoltage of 5 V.

2.1.4.6 Single Photon Time resolution

The SPTR has several contributions, as reported in equation 2.1.22

σ2
SP T R = σ2

electronic noise + σ2
T DC + σ2

current + σ2
T S (2.1.22)

where
σT DC = TDCbin√

12
is the term related to the analog-to-digital conversion, sigmacurrent is related to the
Landau fluctuations of the deposited charge and sigmaT S is the time slewing term,
due to the fact that the signal overcome the threshold at a time which depends on its
amplitude. It is possible to refer to the latter two terms as intrinsic time resolution.
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The part of the single photon time resolution SPTR only caused by the electronic
readout [45] is

σelectronic noise = σνnoise

dV/dtthreshold

(2.1.23)

where σνnoise
is the standard deviations of the electronic noise floor and dν/dtthreshold

is the the slew rate of the signal at a given threshold. σelectronic noise is one of the few
parameter which can still be widely improved, since front-end readout, bandwidth and
electronics noise play a key role in reaching the intrinsic SPTR limits imposed by the
SiPM itself. It can be shown that with a low noise amplifier, a signal with a faster rise
time (larger bandwidth) lead to better timing response. Recently, some improvements
have been achieved using high-frequency electronics, although despite the optimized
electronics the intrinsic SPTR of the SiPM at FWHM appears to be 70 ps, having al-
ready subtracted the contribution of electrical noise calculated as in 2.1.23. In addition,
the way the SPADs are constructed and linked together greatly impacts this param-
eter, making it difficult both to make an exact estimate and to design some focused
improvement.

2.1.5 SiPMs in HEP

The first large experiment using one of the first fully commercial SiPMs from Hama-
matsu was the neutrino detector T2K (1.3x1.3 mm2, 50 µm pitch). At the LHC the first
experiment using them was CMS, where they replaced the Hybrid Photo Diodes in the
Hadronic Calorimeter HCal. The initial decision to use Hybrid Photon Detectors HPD
2 was forced by the need for magnetic field tolerance, but the implementation of more
than 18,000 large-area SiPMs improved the signal-to-noise ratio and stability. In order
to satisfy the large linear range needed in the HCal, CMS collaborated with several
companies to develop 15 µm pitch sensors with more than 4000 SPADs per mm2. In
general, the major complications of working at late energy are the highly radioactive en-
vironment and the dependence of sensor gain and PDE on temperature, which causes
a shift in the breakdown voltage. Radiation damage creates an increase in leakage
current due to defect formation in silicon, increasing the DCR and consequently the
ENC as follows [46]:

DCR = Id

Gq
(2.1.24)

ENC =
√

DCR · TI (2.1.25)

where Id is the SiPM current, G is the gain at a given overvoltage, q the elementary
charged and TI the integration time. To give some number, the expected dark count
rate of most SiPMs was below 100 kHz mm2 but with radiation it increases quickly to 1
MHz mm2 for every 109 neutrons/cm−2 and an overvoltage of 3 V [38].

The radiation damage induced by high DCR is a delicate issue especially for timing;
the time resolution of a detector has many contributions and can be parametrized as:

σt = σclock
t ⊕ σdig

t ⊕ σele
t ⊕ σphot

t ⊕ σDCR
t (2.1.26)

with σclock
t the clock distribution jitter, σdig

t the digitization induced jitter, σele
t the electronic

contribution, σphot
t photostatistic contribution of the scintillation emission and σDCR

t the
dark count rate induced noise equivalent timming jitter. The temporal performance of

2They are PMT with a photosensitive cathode and an array of APD made of cells
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these sensors is driven by the photo-statistics terms (PDE and SPTR) and the DCR-
related noise term, particularly at high values. The photo-statistics term at zero DCR is
related to fluctuations in photon arrival times at the sensor and is equal to σphot

t = 1√
Nphe

where Nphe is the number of photoelectrons. The contribution of the dark current rate
is expressed by the equation:

σDCR
t ∝

√
DCR

Nphe

(2.1.27)

It can be seen that the time resolution is affected by the DCR as much as the electronic
noise and the

√
DCR is the noise amplitude; increasing the signal to noise ratio, or

equivalently the detected light intensity, the time resolution can be further improved.

Figure 2.14: Time resolution of the SiPM for different signal amplitude in case of DCR=0 is shown (a);
in (b) additional time jitter due to DCR up to 35 GHz is shown: it is measured by randomly injecting light
on the sensor for a signal of 390 photoelelctrons [38].

The time resolution dependence on DCR and Nphe is shown in figure 2.14, where
a LED with pulse time spread of 350 ps is used: the DCR noise term will be the dom-
inant factor in the resolutions due to large radiation fluency. In the figure 2.14 (b), on
the other hand, shows the comparison between a constant fractional algorithm (called
Constant Fraction Discrimination method, CFD) and a simple leading edge approach
(fixed threshold method), respectively hf(t) and f(t) in figure. The former consists in
evaluating the time resolution when the signal overcome a certain percentage in am-
plitude, and not a fixed threshold as in the latter; however, the former seems to provide
benefits over the latter in high radiation environments. To obtain hf(t), the signal f(t)
is processed so that the waveform is inverted and delayed and then summed with the
original pulse resulting in hf(t) = f(t) − f(t + dt): doing so results in a baseline that
has smaller oscillations due to DCR.

2.1.5.1 NUV-HD SiPM Technology

Near Ultra Violet High Density (NUV-HD) SiPM technology [48] was introduced in 2016
with the aim of providing better electrical insulation: the cells are separated by deep
trenches filled with silicon dioxide. Due to the different refractive index of silicon, this
implies also an optical isolation. The typical structure of a NUV-HD SiPM is reported in
figure 2.15.
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Figure 2.15: In the picture typical structure of a NUV-HD SiPM [47]; trenches, in green, are present to
isolate optically and electrically the sensor.

The active area is defined by a high-energy ion implantation, called a deep implant
or DI, which grows the electric field between the surface to achieve the multiplication
conditions. The space between DI and silicon is called virtual guard ring (VGR) and
prevents from premature breakdown: here the cell is not sensitive to light. The distance
between DI and trenches, together with the trench width are critical dimensions (CDs)
and are minimized to increase the Fill Factor FF = ActiveArea

CellArea
, where the active area

is approximately the DI area, since the dead border are smaller than 2 µm. In figure
2.16a the fill factor is reported as a function of the cell pitch [49], where the recent
NUV-HD technology is compared to the older one without trenches.

Figure 2.16: The figure shows the Fill Factor as a function of the cell pitch (a), with an evident benefit
from the new technology (green line); the PDE as a function of the wavelength is shown (b): the peak is
about 60% at 420 nm [47].

An improvement is visible in the former case over the latter, partly because the old
technology had larger dead edges; we see that all cells built with the same technology
lie on the same line, from the fit of which we derive the critical dimensions. Moreover,
PDE measured at 410 nm (figure 2.16)b shows a peak of 60% at 410 nm [50]-[51];
the sensor was covered with protective silicon resin, transparent down to 300 nm. The
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important thing is that this curve corresponds to the peak emission of LSO/LYSO crys-
tals (≈ 410 nm) offering a technology with advanced temporal performance particularly
for TOF-PET application [52]: the coincident resolving time CRT corresponding is less
than 100 ps FWHM. In addition to this, the PDE is close to 50% even at 300 nm, making
this technology also suitable for Cherenkov light dejection.

2.1.5.2 NUV-HD-MT SiPM

Standard NUV-HD technology [48] features silicon dioxide SiO2-filled trenches to op-
tically and electrically isolate the SPAD, although this also has a benefit in reducing
Cross Talk (CT).

Figure 2.17: The typical structure of a SiPM with metal trench is shown in the figure; the zoom shows
the typical structure between two SPADs.

In fact, although silicon dioxide is transparent to CT photons, nevertheless the re-
flections introduced in the oxide layer result in an effective reduction in the level of Cross
Talk. The introduction of metal trenches (figure 2.17) could further improve the sensor
noise levels; the reduction of the optimal Cross Talk probability allows the maximum
voltage applicable to the sensor to be increased (see figure B.1 in appendix B.1).

The ability to apply higher voltages compensates for the slight decrease in active
area that results from the introduction of trenches. Although the peak of the Photon
Detection Efficiency (PDE) is between 390 and 420 nm, the PDE in the red range also
reaches saturation due to the large applicable overbias that maximizes the multiplica-
tion of holes in the avalanche (figure 2.18 in appendix B.1). Increasing the applicable
bias also allows for larger gains and lower values of Single Photon Time Resolution
(SPTR).

2.1.5.3 Charged particles detection

When a charged particle crosses the SiPM, an excess in measured cross-talk is ob-
served with respect to standard CT-DC, the intrinsic cross-talk measured on Dark
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Figure 2.18: Photon Detection Efficiency as a function of wavelength and applied voltage is shown in
the figure.

Count events. If this phenomenon were due to Cherenkov radiation emitted when the
particle passes through the resin layer (placed above the sensor for its mechanical pro-
tection) , it should be more pronounced when the particle approaches the sensor from
the front (i.e. the photosenstivie side), and be suppressed when the particle arrives
from behind. This is no longer true if the excess is attributed to phenomena occurring
in the bulk of the sensor, which have no dependence on the direction of the incident
particle.

In figure 2.19 are reported the measurement of Fn, defined in equation 2.1.28, for
different voltages and different sensors:

Fn = events with n SPADs fired

events with n ≥ 1 SPADs fired
(2.1.28)

From the results [53], it does not appear that the effect is related to phenomenon in the
bulk; in fact, for sensors without resin (WR in the plot B.2), there is no dependence on
the direction of the incident particle. In contrast, in the presence of the resin layer, a
multi-SPADs signal is present when the particle enters the sensor from the front, with
most events activating more than 4 SPADs, whereas if the particle arrives from behind
the distribution of Fn is shifted to higher values of n. This could indicate reflection
on the resin layer when the particle enters the sensor on the back. In any case, this
effect seems correlated to the emission of Cherenkov light when a charged particle
crosses the resin, and since the Cherenkov cone has a radius of the order of 0.5-1 mm
the sensor is able to detect also light from a particle passing passing not necessarily
directly on the sipm, but in the nearby resin.

2.1.5.4 Time Resolution

In figure 2.20 time resolution improves as the number of hit SPADS increases, showing
a trend compatible to a 1√

NSP AD
scaling [54]. Time resolution lower than 20 ps are

obtained if NSP AD>6 for sensors with the resin protection layer, and the number of
events involving a small number of SPADs is low. The application of such sensors
in detecting charged particle results in a huge noise rejection respect to the standard
photons detection; keeping a threshold above 3 SPADs shows an efficiency higher than
99% getting rid of those noise event coming from DCR and CT. On the contrary, for the
sensor without resin coverage WR, the time resolution at 2 or 3 SPADs is strongly
deteriorated by DCR and CT.
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Figure 2.19: In the picture Fn is plotted as a function of the number of fired SPADs; the distribution
indicates presence of multiple-SPADs event for sensors with the protection layer, which also have a
dependence on the particle direction. The same behaviour is not observed in WR sensors, suggesting
the presence of Cherenkov light [53].

Figure 2.20: The time resolution as a function of the number of SPADs fired is shown [54].
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Chapter 3

SIPM measurements

The following section concerns the characterization of some prototypes of Silicon Pho-
toMultipliers (SiPMs) produced by the Bruno Kessler Foundation (FBK); in particular,
sensors belonging to two different technologies, the standard NUV-HD SiPMs and the
NUV-HD-MT SiPMs, were studied. The analysis is structured as follows: the prelim-
inary phase includes evaluation of the Dark Count Rate (DCR) for all sensors, both
those irradiated with a charged particle beam and those not, and measurements of
current and capacitance as voltage changes (IV and CV curves); also in this case, a
comparison between irradiated and non-irradiated sensors is presented. The second
step involves the timing characterization of the sensors when hit by photons emitted
from a laser source: samples with different thickness of the protection layer, placed
above the SiPM itself, were chosen for this measurement for comparison. Finally, the
timing resolution is also evaluated by means of a charged particle beam.

Sensor
type

Sensor
name Resin FF Cell pitch

(µm)
Area

(mm2)
SR1A Silicon 1 mm

SR15B
SR15D Silicon 1.5 mm

E1C
E1A Epoxy 1 mm

WR-L
WR-E No resinNUV-HD

SR3G
SR3F Silicon 3 mm

82.8% 40 9

A1, B1
C1, D1 Silicon 1 mm

A15,B15
C15,D15 Silicon 1.5 mm

NUV-HD-MT WR-55
WR-63
WR.64

No resin
81.1% 40 9

Table 3.1: Summary of the features of the sensors analyzed.

The characteristics of the sensors analysed are shown in table 3.1; NUV-HD-MT
sensors are shown in figure 3.1 (a) and standard technology sensors in figure 3.1 (b).
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Figure 3.1: Picture of the analyzed samples both of NUV-HD-MT technology (a) and of standard NUV-
HD (b)

3.1 Preliminary measurements

3.1.1 Dark Count Rate

The dark count, as described in 2.1.4.5, is the presence of signal in a completely dark
condition and it is evaluated by acquiring with the oscilloscope the sensor signal when it
is isolated from any photon source. The rate of the signal is then analyzed by counting
how many times it exceeds the value attributed to a SPAD hit. This threshold value
depends on the technology under study and may be assumed with reference to one
SiPM: typical values are of the order of few tens of mV at 2 V of overvoltage OV, which is
defined according to equation 2.1.18. However, the amplitude associated to one SPAD
may vary from sensor to sensor even within the same technology so the threshold
chosen to compute the DCR is chosen according to experimental observation.

Figure 3.2 shows the typical signal of an irradiated sensor (a) and that of a non-
irradiated sensor (b); the increase in DCR is evident, as one goes from a frequency at
3 OV less than 1 MHz/mm2 to one higher than 10 MHz/mm2 after an irradiation of at
least 109 1MeV neq/cm2.

Figure 3.2: A comparison of the dark count rate for an irradiated sensor (a) and a new one (b) for two
NUV-HD sensors with 1.5 mm resin is shown in the figure.

Figure 3.3 shows a typical signal of a NUV-HD-MT SiPM, irradiated (a) and not-
irradiated (b); at 3 OV the new sensor has a higher DCR respect to standard NUV-HD
sensors but still very low, of the order of 1MHz/mm2. The irradiated sensor, on the
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other hand, has a frequency slightly lower than 10MHz/mm2, but the difference is not
significative compared to standard technology; in this case, the threshold correspond-
ing to a SPAD at 3 OV has been set at 75 mV because these sensors have greater
amplitudes than the previous ones.

Figure 3.3: A comparison of the dark count rate for an irradiated sensor (a) and a new one (b) for two
NUV-HD-MT sensors with 1 mm resin is shown in the figure.

Figure 3.4 shows offline scans of the DCR, which consists in varying the threshold
for the evaluation of the dark count events; the trend is as expected, i.e. a very high
frequency at low thresholds where electronic noise predominates, and then lowering to
zero as the threshold amplitude increases.

Figure 3.4: Figure shows the frequency of DCR as the threshold changes in amplitude for sensors with
different coverage, both irradiated and not.

A comparison of sensors with different protection layer (or without it) can be seen
in figure 3.4 for both irradiated and non-irradiated sensors for both of the NUV-HD
technologies working at 3 OV. The sensors with 1 mm epoxy cover seem to be the
ones that suffer the most from DCR, both when irradiated (E1C), but also new (E1A);
the sensor without resin WR-L, on the other hand, has an intermediate trend between
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silicon and epoxy resin, although a full evaluation is not possible because the sensor
has been irradiated (there is no new counterpart).

Figure 3.5: Figure shows the DCR as the threshold changes in amplitude for an irradiated sensor (a)
and a not irradiated one (b) with the same resin coverage at different overvoltages.

Figure 3.5, on the other hand, show how DCR increases with overvoltage, both for
irradiated (a) and not irradiated (b) sensors, which is consistent with what is expected
since DCR should increase linearly with overvoltage. Finally, as expected, irradiation
makes the DCR higher, also causing greater baseline fluctuation in sensors that have
been hit by a charged particle beam: the analysis of these offline sensors requires
greater cuts to isolate the signal region.

Figure 3.6: Comparison of DCR frequency at varying amplitude threshold for three unirradiated sensors
of the NUV-HD-MT type with different coverage (a); difference between sensors of the same type, NUV-
HD-MT with 1-mm silicon resin, where A1 and B1 are irradiated while D1 is not (b).

The same type of plot is shown in figure 3.6 for NUV-HD-MT type sensors; (a) shows
the difference between three non-irradiated sensors with different resin coverage: the
difference in behaviour appears negligible. This is particularly true for sensors with
resin, where, despite the difference in cover thickness, the DCR trend appears identi-
cal. The difference between sensors of the same type (1 mm silicon resin) is reported
(b), where A1 and B1 are irradiated, D1 is not; as expected, the first two have a higher
DCR than the last. However, perhaps also due to different amounts of radiation, the two
irradiated sensors show a DCR that changes differently with threshold. It is also worth
noting that since the NUV-HD-MT SiPMs have larger amplitudes, the DCR does not
go to zero at 200 mV as it did in the previous case, although it continues to decrease
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as the amplitude threshold increases. Finally, a summary of all the analysed sensors
and the observed DCR is given in table 3.2 ; NUV-HD-MT sensors show on average a
lower DCR than the previous prototypes, which is compatible with the introduction of
metal trenches to isolate the SPADs more.

Sensor: SR15B SR15D A1 D1 WR-L WR-64 E1C E1A
DCR(MHz/mm2) 0.37 10.15 9.10 1.57 17.65 1.43 17.67 3.94

Table 3.2: The DCR observed at 3 OV, with an amplitude threshold of 50 mV for NUV-HD and 75 mV for
NUV-HD-MT.

3.1.2 IV curves

The IV (current-voltage) curve is one of the most important characterisation steps for
a silicon detector operating under reverse bias; the aim is to determine the optimum
operating voltage for the device. The main concern for SiPM is to observe the transition
to Geiger mode, where a self-sustained avalanche process starts: this happens after a
typical voltage value called the breakdown voltage VBD.

3.1.2.1 IV setup

The instrumentation used includes a TDK Lamba Z100-2 power supply[55] and a Keith-
ley 6487 picoammeter[56]. The circuit is as follows: the cathode of the sensor is biased
with a positive voltage, while the anode is connected to the picoammeter to measure
the current.

Figure 3.7: The experimental setup for the IV and CV characterization is shown in the picture.
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The picoammeter uses a triaxial cable as shown in the figure 3.7; the current enters
the red cable while the black cable is connected to ground. The green cable is an
additional protection for the measurement, ensuring that the current flowing does not
alter the results. The value of VBD can be obtained from IV data using the Logarithmic
Derivative (LD) and the Inverse Logarithmic Derivative (ILD) methods. The overvoltage
OV refers to the extracted values of BD reported in table 3.3, while the breakdown
values of all analysed sensors are given in the tables C.1 and C.2 in the appendix C.1.

(a) (b)

Figure 3.8: Comparison between an irradiated and a not irradiated sensor (a) for the NUV-HD technol-
ogy; comparison between two not irradiated sensors of the NUV-HD-MT technology and the standard
NUV-HD one (b).

3.1.2.2 IV results

The obtained IV curves can be seen in figure 3.8. It is evident that sensors subjected
to irradiation by charged particles reach much higher current values than new sensors;
this can be seen in figure 3.8, (a), where a comparison between pairs of new and
irradiated sensors with the same coverage is reported; the difference in current reaches
two order of magnitude, with the latter which has a current of the order of 10 µA.
Comparing two non-irradiated sensors belonging to different technologies (standard
NUV-HD versus NUV-HD-MT shown in 3.8 (b), however, we see that the latter can
withstand a much higher overbias, and consequently, also show an increase in current
values. Again, the difference is about two orders of magnitude, with the NUV-HD-MT
sensors reaching 10 µA, but much more gradually than and over a greater voltage
range than the standard NUV-HD irradiated.

3.1.2.3 Method for Extracting the Breakdown Value

The value of VBD is obtained from a fit of the data collected experimentally using pri-
marily two methods [57]: the logarithmic derivative and its inverse function. The first
method consists of calculating the derivative of the logarithm of the IV curves defined
as following 3.1.1:

LD = dln(|I|)
dV

(3.1.1)

In the second case, we simply take the inverse function:

ILD = dln(|I|)
dV

−1

(3.1.2)
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Below the breakdown value, LD depends linearly on the voltage with a positive
slope; however, as we approach VBD, it takes on a quadratic behaviour: a parabola
is obtained with its vertex corresponding to the breakdown voltage. The same applies
to ILD, where the slope is opposite: ILD has a minimum at the breakdown voltage,
so its inverse, LD, will have a maximum. To extract VBD, a parabolic fit is applied to
both curves, and the minimum is sought over an interval centred around the breakdown
voltage. The schematic representation of the two methods is shown in Figure 3.9.

Figure 3.9: Schematic representation of the two methods to obtain the BD value for a SiPM.

In table 3.3, the extracted breakdown values are shown for a sample of the sensors
analyzed (all the values are reported in tables C.1 and C.2 in the appendix). It can
be seen that the VBD is about the same for both the standard NUV-HD SiPMs and the
NUV-HD-MT SiPMs, and it does not change when the sensor is covered with different
thicknesses of resin (or if the resin is absent). What is important to point out is that
the NUV-HD-MT SiPMs have a longer working range due to the presence of the metal
trench that guarantees a greater isolation between pixels, as explained in the appro-
priate paragraph 2.1.5.2, but this feature does not change the value of the breakdown
voltage.

Sensor type Sensor name BD values (V)
SR1A (32.4 ±0.1)
SR15B (33.0 ±0.1)
SR3F (32.9 ±0.1)
WR-L (32.6 ±0.1)

NUV-HD

E1A (32.7 ±0.1)
A1 (33.1 ±0.1)
A15 (33.1 ±0.1)
A3 (32.9 ±0.1)NUV-HD-MT

WR55 (33.0 ±1)

Table 3.3: The breakdown values are shown for SiPMs of the type NUV-HD standard and NUV-HD-MT.
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3.1.3 CV curves

The CV characterisation (capacitance-voltage) is another important preliminary tool
from which the pixel capacitance, the effective doping concentration, the electric field
and the depletion voltage can be extracted. The measurement are performed with a
Keysight impedance analyzer [58] with a frequency of 200 kHz.

The CV curve should present two flexes: the first is before the breakdown voltage
and occurs when the curve begins to decrease more slowly; the second occurs when
complete sensor depletion is reached.

3.1.3.1 Sensors parameters from CV analysis

The analysis of the CV characteristic allows us to extract important parameters that
characterize the sensor, such as the depth of the gain layer W [µm], the doping profile
of the sensor D[cm−3], and the behavior of the electric field. To do this, knowing εSi,
the dielectric constant of silicon, and e, the elementary charge, we calculate the depth
of the gain layer (equation 3.1.3):

W = εSi · A

Cp

(3.1.3)

where A is the area of the active region, which varies depending on the fabrication
process.

The doping profile is given by equation 3.1.4:

D = dV

d( 1
C2 ) · 1

εSi · e · A2 (3.1.4)

Once the sensor’s capacitance is determined, it is also possible to estimate the
gain, which is a fundamental parameter for semiconductor sensors. It represents an
estimate of the charge deposited by the avalanche process following the arrival of a
photon and is the same in every hit cell. It can be calculated by knowing the sen-
sor’s capacitance using equation 3.1.5, where VOV is the overvoltage and Cpixel is the
capacitance of each individual cell.

G = VOV · Cpixel

e
(3.1.5)

In the case of the NUV-HD standard sensors, each pixel has an area of 40 µm x
40 µm, while each sensor has an area of 9 mm2. Therefore, the number of SPADs is
approximately Nspad = ASiP M

ASP AD
≈ 5625; the capacitance of the sensor after breakdown

is about 750 pF, and Cpixel = Csensor/Nspad. Substituting into equation 3.1.5, we find a
gain of 3 × 106 at 4 OV and 2.4 × 106 at 3 OV, which is consistent with the expected
values for an SiPM.

3.1.3.2 CV Results

The CV curves obtained are shown in figure 3.10; no difference is visible between ir-
radiated and non-irradiated sensors. In all curves, the first inflection is clearly visible,
unlike the second which cannot be seen, most probably, because the complete emp-
tying of the sensor probably takes place at higher voltages; only in a few cases the
beginning of the asymptotic region is visible, such as for the SR3F sensor in figure
3.10. In fact, these sensors work up to a maximum of 6V beyond the breakdown, and
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increasing the voltage even further could cause damage to the device. However, the
onset of breakdown is only visible in non-irradiated sensors, which usually have a more
regular behaviour.

Figure 3.10: Capacitance as a function of voltage for different sensors are shown in the figure; the
distributions are all comparable, both for irradiated and non irradiated sensors and for sensors with
different thicknesses and different types of resin.

Figures 3.11 and 3.12 show the doping profile and electric field, respectively, ex-
tracted for a new sensor (a) and one irradiated (b) with the same resin cover (1 mm
epoxy); it is evident how irradiation changes the distribution of doping, making it less
uniform. In particular, a decrease in doping concentration is observed at the beginning
of the gain layer, as one of the effects of irradiation is to inhibit the presence of boron in
the p-doped semiconductors; this effect, however, does not affect the entire gain layer:
a doping peak is nevertheless visible at the end of the gain layer, around 1µm, for both
sensors.

(a) (b)

Figure 3.11: Plot of doping profile as a function of position for not irradiated (a) and irradiated (b) sensors

The electric field, on the other hand, does not seem to be affected by the radiation,
and shows a comparable distribution for the two sensors; in both cases it is evident
how the electric field is peaked on the gain layer, which has a thickness of 1µm, and
how it decreases outside it.
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(a) (b)

Figure 3.12: Plot of the electric field as a function of position for not irradiated (a) and irradiated (b)
sensors.

3.2 Time Resolution with a laser source

SiPMs are classically used as photodetectors, so their main characterisation are mea-
surements using photon beams; the setup used for this type of measurement is illus-
trated in figure 3.13. The light is supplied by a picosecond pulsed laser of wavelength
1054 nm (PiLas PiL036XSM) [59] controlled by an IG2000DX controller.

Figure 3.13: In the picture, the laser setup is shown.

The laser head is connected to a 1-metre single-mode optical fibre (Thorlabs P3-
980A-FC-1) to direct the infrared photons into the black box where the sensor is lo-
cated, but before reaching the sensor the light is collimated and focused by a com-
bination of collimator and lens (Schafter & Kirchhoff 60FC-T-4-M40-54, Micro Focus
Optics 13M-M40-54-S). These two optical objects are placed on a manually moving
frame that permits to control the distance between the point of emission of the light
and the sensor surface with a precision of 20 µm. The correct distance between the
lens and the sensor is important for correctly focusing the micrometric laser spot. The
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board to which the SiPM is connected is mounted on a two-axis Standa 8MT167-25LS
micrometric positioning stage (MPS) [60], controlled by a LabView programme [61]; it
allows the sensor to be moved along the x and y coordinates with micrometric precision
to reach the correct laser position where the laser spot falls within the active area of
the sensor. The signal provided by the passage of the laser is amplified by the Lee39+
amplifier [62] then read out on a Teledyne LeCroy Wave-Master SDA 816Zi-A [63] dig-
ital oscilloscope in the form of waveforms: each waveform constitutes a sequence,
and the acquisition comprises several sequences that are then analysed offline. Dur-
ing the analysis, a series of cuts are imposed on the amplitude distributions to remove
unwanted events, such as noisy ones. Typically, both a minimum and maximum accept-
able amplitude limit are imposed: in the case of SiPMs, the first peak of the amplitude
distribution, which is lower than the value associated with a SPAD (usually 10-20 mV),
is usually cut, but no limits are placed on the maximum amplitude. Additionally, cuts
are also imposed on the background distribution, which represents the amplitude in the
10 ns preceding the signal region. In this case as well, maximum acceptable values
are set to mainly remove Dark Count events, i.e., signals with an amplitude greater
than one SPAD but not due to any actual event. The amplification factor is about 40
dB, resulting from the series of two 17 dB amplifiers.

3.2.1 Preliminary measurements: amplitude distribution

Before extracting the time resolutions, a preliminary analysis on the amplitudes of the
signals from six sensors was done to understand whether the responses to laser-
emitted photons are comparable to each other.

(a) (b)

Figure 3.14: The difference in amplitude distribution between a not irradiated (a) and irradiated (b)
sensor; the amount of radiation integrated corresponds to 1010 1MeV neq/cm2. The main difference lies
in the fact that in the latter the peaks corresponding to the hit SPADs are not as clearly visible as in the
former.

The different tests include:

1. Comparison between irradiated and new sensors: the amplitude distribution
of a never-irradiated sensor is shown in the figure 3.14a, in which we note that
the peaks relating to the SPADs affected are clearly visible, as is an increase in
the number of events at multiple SPADs as the voltage increases (the distribution
therefore widens). In the amplitude distribution of the irradiated sensors, the
peaks corresponding to the number of illuminated SPADs are not clearly visible
as they are in that of the new sensors (figure 3.14b). This is probably due to the
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fact that the irradiated sensors show an increase in DCR and a highly variable
baseline that makes it difficult to observe repeatable values of the amplitudes. It
must be emphasised that in both plots the baseline has already been subtracted,
so it is the presence of noise that makes the peaks of the SPADs less visible.
Moreover, even with the same applied voltage, it appears that the distribution of
the irradiated sensor reaches lower amplitude values, demonstrating a different
response to incident photons;

2. Comparison of different resin thicknesses: in figure 3.15a are shown the am-
plitude distributions for sensors covered with silicon resin of 1 mm, 1.5 mm and
without resin. Since the source emits photons, we do not expect a difference in
the response between the three cases, as is confirmed by the distribution. In fact,
the photons do not interact with the resin layer except to be reflected or absorbed.
In contrast, when the sensor is coated by a different type of resin (figure 3.15b
the distribution appears different; the sensor coated by epoxy has an amplitude
distribution shifted toward higher values than the silicon resin, but it is difficult
to state whether it is because of a different effect of the resin, as it is difficult
to recreate the same experimental situation each time. Nevertheless, not only
is the amplitude of the signal associated with a SPAD different (around 50 mV
for silicone resin versus 70 mV for epoxy resin), but the distribution of E1A also
reaches up to 300 mV, versus 100 mV for SR15B.

(a) (b)

Figure 3.15: Amplitude distribution for 3 different sensors covered with 1 mm, 1.5 mm silicon resin and
without any resin layer (a); the distribution is similar in all three cases. (b) The same distribution is shown
for one sensor covered with silicon resin (SR15B, red) and one covered with 1 mm epoxy (E1A, blue); in
this case the distributions seem to change.

3. Comparison to different laser tunes: in Figure 3.16a the distribution of ampli-
tudes is shown for different laser intensities, where "tune 0" corresponds to the
maximum intensity, instead "tune 810" to the minimum intensity. As the laser
intensity increases (the tune regulates the amplitude of the laser spot, as the
amount of photons emitted), the emitted photons and thus the number of affected
SPADs also increases. However, the difference in the distribution is most notice-
able between the maximum and minimum intensities but no gradual decrease is
observed as the intermediate and tune 0 distributions overlap. On the other hand,
we note that amplitudes at tune 810 do not exceed 100 mV, while they reach as
high as 300 mV at other laser intensities;

4. Use of a filter and diffuser: the objective of this test is to limit the number
of photons hitting the sensor since we want to estimate the single photon time
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(a) (b)

Figure 3.16: Amplitude distribution as the laser intensity changes (a); amplitude distribution changes
when a filter or diffuser is used to limit the number of photons hitting the sensor (b).

resolution (SPTR). The filter constitutes an absorbing material that absorbs part
of the photons, while the diffuser deflects the photons by an angle of about 45◦;
the result in both cases is that a smaller number of SPADs are expected (figure
3.16b). The diffuser in particular greatly limits the number of photons arriving
because most of them fall outside the sensitive area of the sensor, as is evident
from the spike in zero in the histogram of amplitudes in figure 3.16b. The number
of pixels affected varies from zero in the case of the diffuser, to five (although with
few events) with nothing in front of the sensor. It means that using the diffuser
the sensor is completely inefficient to detect photons.

3.2.2 Tuning the laser for SPTR

Single photon time resolution is measured by trying to hit as few SPADs as possible
with the laser. However, this condition is very difficult to achieve due to the possible
reflection and scattering processes that come into play when the photon hits the sensor.
The focal distance of the laser is 3.44 cm and has been calculated using an LGAD as
a reference. The laser is considered to be well aligned when it hits no more than three
or four SPADs, as can be seen in the figure 3.17; first of all, an attempt is made to hit
the centre of the sensor by scanning in position, both along the x-axis and y-axis, and
looking for the extremes, i.e. the points where the signal disappears. Next, we move
the source closer to or further away from the sensor to look for the point where fewer
SPADs are hit.

3.2.3 Time Resolution: some results

The time distributions are given by the difference of the time at which the SiPM exceeds
a fixed threshold in amplitude, usually slightly more than half of the signal of a single
SPAD, and the time at which the laser signal exceeds 50 per cent of its amplitude.
The time resolutions were extracted as standard deviations of the q-gaussian fit (see
Equation 3.2.1) on the time histograms; the laser contribution to the timing resolution
is considered negligible, so the extracted value is the timing resolution of the sensor.

f(x) =

p0
[
1 − (1 − p2)

(
1

3−p2

)
(x−meanP eak)2

p12

] 1
1−p2 , if x ≤ meanPeak,

p0
[
1 − (1 − p3)

(
1

3−p3

)
(x−meanP eak)2

p12

] 1
1−p3 , if x > meanPeak.

(3.2.1)
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Figure 3.17: The figure shows an example of a signal seen on the oscilloscope by the SR15B sensor;
in this case at most 4 SPADs are hit, so the laser is well focused. The laser trigger always arrives 40
ns before the photon beam and the events occurring before the signal region are due to dark counts, as
showing less than 2 SPADs fired.

Figure 3.18: The timing distribution for the NUV-HD-MT WR64 sensor is shown in the figure; in this case
the laser hit only two SPADs, with 83% of the events in the first pixel.

The time at which the signal overcomes the fixed threshold is calculated with a linear
interpolation as shown in equation 3.2.2, where j is a variable indicating the binning of
the waveform’s points saved on the oscilloscope and fixTH[i − 1] is the threshold for
each channel of the oscilloscope. The resulting time is calculating in the raising edge
of the signal and corresponds to the time when the signals falls below the threshold,
as ampj < fixTH[i − 1] + bkg.

fixtimeTH = timej + (timej+1 − timej)
(ampj+1 − ampj)

· ((fixTH[i − 1] + bkg) − ampj) (3.2.2)

The uncertainty on the resolution was calculated by considering different sensors
analysed at different overvoltage, and considering the maximum and minimum value
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obtained in each situation; in particular, for each configuration, the percentage error
obtained was calculated as given in equation 3.2.3, and the average value obtained is
5%.

∆σ

σ
= σmax − σmin

2 · 1
σmax

(3.2.3)

An example of a fit on the histogram of the time distributions is shown in figure
3.18 for the resin-free WR64 sensor, with which the best time resolution value was
obtained. In this case, the laser only hits two SPADs and furthermore, most events
only hit one SPAD. The fit seems to fit the data very well and the distribution is narrow,
as shown by the value of the parameter p1 in the figure, which represents the temporal
resolution. The fit becomes more problematic for sensors with resin, where not only do
the distributions become wider, but there are also more SPADs hit (with lower statistics
as the number of SPADs increases.

Figure 3.19: Time resolution for all sensors analyzed in the configuration without filter.

Furthermore, the distributions resulting from the use of a diffuser or filter are also
wider and more complicated to fit, and a study of resolution as a function of the num-
ber of SPADs is complicated because photon detection is inefficient, as many events
fall outside the sensitive area of the sensor. These concepts are discussed in more
detail below where time resolutions considering all the events collected were studied
in different configurations:

1. At different OV: figure 3.19 shows the time resolution of different sensors as a
function of overvoltage; figure 3.20 shows the difference in resolution between
irradiated and non-irradiated sensors as overvoltage increases. The time res-
olution improves as the overvoltage increases because the number of SPADs
affected increases, with a difference of more than 25%;
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2. Comparison among irradiated sensors and not irradiated: In figure 3.20, the
change of timing resolution when without resin sensors are subjected to irradi-
ation is visible. The most consistent effect of irradiation is to increase the dark
count frequency, thus increasing the probability of observing events unrelated to
the passage of the laser beam. This effect seems to deteriorate the timing res-
olution, since the not irradiated sensor show a better time resolution of 10% at
2 OV and of 18% at 4 OV. In the latter case, from the 165 ps of the irradiated
sensors, the valued decreases to 135 ps for the not irradiated one;

Figure 3.20: The difference in timing performance between a new and an irradiated sensor, both without
resin.

3. With filter or with diffuser: Figure 3.21 shows the time resolution values using
a filter, a diffuser or without either as a reference. The last configuration seems
to provide the best results, most likely because the time resolution improves as
the number of SPADs that contribute to the formation of the signal increases.
In particular, the diffuser seems to include additional reflections and scattering
processes that increase the probability of observing events that are not due to the
laser trigger. The improvement in timing resolution for the configuration without
any filter or diffuser is evident at 4 OV, where the value decreases from 240 ps
(diffuser) to 130 ps;

4. Comparison among NUV-HD and NUV-HD-MT: In general, NUV-HD-MT sen-
sors show better timing performance, as is shown in figure 3.22a. This is partic-
ularly evident for sensors with 1.5 mm resin, perhaps because greater isolation
between pixels decreases noise events due to photon deflection in the resin.
Among the NUV-HD sensors only the sensors with the epoxy resin show com-
parable performance with the NUV-HD-MT technology. The performance of the
WR-L sensor is certainly affected by irradiation (at least 109 1 MeV/neq received
during test beam campaigns), but the WR64 sensor, which has never received
any charged particles irradiation, achieves values in line with what is expected;
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Figure 3.21: The effect on temporal resolution of using filters or diffusers in front of the laser photon
source.

moreover, the timing performance of WR-L is better than sensors with protection
layer of the same technologies. It is not possible to have a direct comparison with
the previous prototype without resin before irradiation, however, even in the cur-
rent situation the observed temporal resolution is still better than with the SR15B.
In fact, the presence of the resin not only influences the path of the photons, but
should also slightly modify the laser focus; measurements were made by chang-
ing the distance between the source and the sensor each time by an amount
equal to the thickness of the resin, but this distance was not always suitable (an
unfocused spot is very large and activates many SPADs) and it was difficult to
find the most appropriate position. To better understand the difference between
the two technologies, consider that SR15B achieves a resolution of 160 ps at 4
OV, while B15, of NUV-HD-MT technology goes down to 130 ps. E1A and WR64
achieve the lowest values for the two categories, both slightly above 120 ps. How-
ever, the standard technology sensors show a less linear trend with overvoltage,
unlike the MT sensors in which resolution always increases as the applied volt-
age increases: the most obvious improvement can be seen in B15, which goes
from 200 ps at 2 OV to 150 ps at 4 OV;

5. Comparison among different types of protection layer resins: Figure 3.22a
shows the comparison between sensors with different resin coverage. In par-
ticular, the comparison is made between sensors with silicone resin (1.5 mm),
epoxy resin (1 mm) and no resin. The silicone resin seems to return the higher
resolution, perhaps also due to the greater thickness that introduces a photon
scattering component. This is also confirmed by the plot in figure 3.22b, where
the same comparison is shown for for SIPM of NUV-HD-MT technology; in this
case the sensor with 1 mm resin has silicone resin, not epoxy. However, the two
sensors with 1.5 mm resin are those with the worst temporal resolution. The fact
that the resin introduces some photon scattering is also confirmed by the fact
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(a) (b)

Figure 3.22: The different sensor responses when covered by different types and different thicknesses of
resin (or without resin) for NUV-HD SiPMs (a); the same comparison is shown for NUV-HD-MT SiPMs (b)
but only by varying the resin thickness (silicon resin or without resin), since epoxy resin is not available
for this technology.

that the sensors without resin have better time resolutions: the NUV-HD-MT sen-
sor WR-64 reaches 120 ps at 4 OV, while the standard NUV-HD sensor WR-L
reaches an higher value (160 ps) probably due to irradiation;

Figure 3.23: Figure shows the time resolution as the trigger frequency changes for the NUV-HD-MT B15
sensor.

6. Comparison at different trigger frequency: Figure 3.23 shows the timing res-
olution at different trigger frequencies for the NUV-HD-MT B15 sensor; the tem-
poral resolution improves as the frequency decreases, as it is evident at 2 OV,
passing from 215 ps at 1 MHz to 200 ps at 5 kHz. This is due to the fact that
as the frequency at which the laser emits photons decreases, so does the prob-
ability of observing uncorrelated events, which thus constitute noise. The time
distribution then, as can be seen in figure 3.23, also narrows as the frequency
decreases: when the trigger frequency gets closer to the DCR, the number of
noisy events increases. Finally, the difference at 4 OV is negligible.
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3.2.3.1 Time resolution as a function of fired SPAD

The following section aims to analyse how timing resolution changes as a function
of the number of SPADs hit; in general, a well-focused laser source should hit a few
SPADs, possibly only one, to study single-photon temporal resolution. In fact, sensors
without resin not only show better temporal performance, but also fewer SPADs hit,
indicating a more focused source; this configuration is then assumed to be correct also
for sensors with the protection layer, where some scattering effects enter. However,
even if the laser spot is smaller than the pixel area, it is difficult to achieve this con-
figuration, mainly due to the scattering that photons undergo when passing through
the resin. In general, as shown in figure 3.24, the time resolution generally improves
as the number of pixels hit increases. Usually, as the overvoltage increases, not only
does the signal amplitude increase, but it is also more likely to observe more pixels
being turned on, especially in sensors with resin. The improvement of time resolution
both with OV and with the number of SAPDs fired is shown in figure 3.24a for the NUV-
HD-MT technology, where it reaches 120 ps. In standard NUV-HD technology sensors
(figure 3.24b), however, the trend in resolution with the number of SPADs seems less
linear, although in general, resolution improves as the number of SPADs hit increases;
it also improves as the applied voltage increases. The more discontinuous trend in the
figure 3.24b is perhaps due to the lower isolation between SPADs; however at 4 OV,
the trend becomes more stable, and the resolution stabilizes at around 160 ps.

(a) (b)

Figure 3.24: Time resolution as a function of the number SPADs fired for a NUV-HD-MT sensor with 1.5
mm resin for different overvoltages (a); the same plot for a NUV-HD sensor with 1.5 mm resin (b).

Figure 3.25 shows the time resolution as a function of number of SPADs fired for
different sensors, both NUV-HD-MT (a) and NUV-HD (b) at 4 OV; in general, the sen-
sors with 1 mm of resin shows better performance than those with 1.5 mm of coverage,
as had already been observed 2.

In figure 3.25a we see how the resin-free sensors of the NUV-HD-MT technology
offer the best temporal resolutions despite the fact that there are only two SPADs hit,
reaching values down to 110 ps, better of the 15% than sensors with 1.5 mm of resin;
the fact that the number of SPADs hit does not increase with overvoltage could indi-
cate that the laser was well focused and hit at most two SPADs, while still reaching a
very good resolution value. In addition, we observe that NUV-HD-MT sensors, which
have more isolated pixels, have fewer pixels hit, possibly for the better isolation guar-
anteed by the technology (reduction of Cross Talk CT). In figure 3.25b, on the other
hand, we can observe how the sensor with the epoxy cover offers very good timing
performance; we also note that in the case of the epoxy cover we observe many more
pixels affected, with again decreasing time resolution as the number of SPADs that
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(a) (b)

Figure 3.25: Comparison of time resolutions of NUV-HD-MT sensors at 4 OV with different coverage and
different resin thicknesses as the number of hit pixels changes (a); the same plot is shown for NUV-HD
sensors (b) at 4 OV at varying resin thickness (1 mm in silicon, 1.5 mm in silicon or no resin). For both
the technologies, any filter or diffuser was used.

have fired increases. The resolution reaches 110 ps with 9 SPADs fired; it also evident
a difference of 40 ps at 5 SPADs fired compared to SR15B (160 ps for the latter).

(a)
(b)

Figure 3.26: Comparison of timing resolution as a function of the number of SPADs for different con-
figurations in which a filter, a diffuser or nothing, at 4 OV had been applied in front of the sensor (a);
comparison at different OV for an unirradiated NUV-HD-MT sensor and an irradiated NUV-HD sensor
without resin varying the overvoltage (b).

Finally, figure 3.26a shows the temporal resolution as a function of the number of
SPADs hit even when the filter or diffuser is placed between the sensor and the laser
source; since the photons are deflected or absorbed, we see that the number of pixels
hit is lower. In addition, the resolution values worsen even of the 36% and uncertainties
increase due to the few events recorded; in particular, the use of the diffuser makes
performance much worse because it deflects the photons beyond the sensitive area
of the sensor. In figure 3.26b, on the other hand, we see the comparison between an
unirradiated NUV-HD-MT sensor and an irradiated NUV-HD sensor; as expected, the
timing performance is better in the former case, passing from 160 ps for the irradiated
sensor to 110 ps for the not irradiated at 4 OV. A less stable behaviour is also visible
in the former, with the resolution values that seem not always improving as the number
of SPADs affected increases: however, due to large uncertainties (indicating that many
events were removed during analysis due to the increased noise caused by the irradi-
ation) it cannot be excluded that the behaviour is in any case compatible with what is
expected.
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3.3 Charged particles beam

In the following section, the results obtained by irradiation from charged particles with
a 10 GeV/c MIPs (Minimum Ionizing Particles) beam at the T10 beamline of the Pro-
ton Synchrotron (PS) beam facilities at CERN will be analysed; the beam was mainly
protons (πs at lower energies). The apparatus is shown in figure 3.27. mainly protons
(pions at lower energies)

Figure 3.27: Schematic of the setup used at CERN beam facilities for charged particle beam studies.
Only two LGADs are acquired at the oscilloscope, one as a trigger (blue) and the other as a time
reference (one of the two in the orange box), respectively. The digital readout, on the other hand,
requires all five sensors.

The preliminary analysis is the study of amplitudes and waveforms, where it is
evident that irradiation by charged particles produces much larger signals than the laser
source. Furthermore, the temporal resolution is studied for different sensor categories.
In the final section, a comparison in the case of a beam at an energy of 1.5 GeV is also
included (in this case, the beam composition is slightly different, see 3.3.5). Several
sensors were analysed for this study: the SiPM-MT A1 and A3 with 1 mm and 3 mm
resin, respectively, and the NUV-HD standard SR15D, SR3G and SR1H with 1.5 mm,
3 mm and 1 mm resin, respectively; the latter was acquired in comparison to a sensor
WR-L without resin where the passage of charged particles induces no Cherenkov
light. The telescope was made of four sensors: two SiPMs under test and two LGAD
detectors (1x1 mm2 area 50 µm thickness or 25 µm of thickness and 1.3x1.3 mm2

area); the latter are used as trigger for the beam particles and as reference to evaluate
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the time resolution of the SiPM, respectively. The whole setup was enclosed in a dark
box at room temperature. It is worth noticing that during the tests, the temperature
ranged between 30 and 38 degrees which is higher compared to the characterization
temperature usually employed for SiPMs. For the cooling, Peltier cells are coupled
to each sensor. The SiPMs signals were independently amplified by two Lee39+ [62]
with gain factor of about 40 dB. The trigger was defined as the coincidence of the
two LGADS in the telescope. At each trigger, all four waveforms were stored using a
Teledyne LeCroy Wave-Master SDA 816Zi-A oscilloscope [63]. As already described
in the 3.2 section, acquisition takes place in the form of waveforms in a given time
interval, which are then analysed offline by adjusting the baseline and imposing cuts
on the signal region to be studied.

3.3.1 Amplitude distribution

The amplitude distributions for the NUV-HD-MT sensors are shown in figure 3.28 for
the sensor A1 with 1 mm resin (a), and the A3 with 3 mm resin (b). As expected, the
charged particles induce greater signals as the resin thickness increases: the distri-
bution for sensor A3, is shifted towards greater amplitude values, also above 1.4 V;
moreover, in the latter case it is much more evident how the distribution widens as the
overvoltage increases. In general, for sensor A1 the peak of the distribution is shifted
towards lower amplitude values, as is evident in particular when looking at the blue
curve in figure 3.28a: at 2 OV the peak of the distribution is quite below 1 V. How-
ever, higher signals also induce greater noise, as can be seen in the small peak at low
amplitudes (around 200 mV) visible in 3.28b, which is instead absent in (a).

(a) (b)

Figure 3.28: Distribution of amplitudes for NUV-HD-MT A1 and A3 sensors, with 1 mm (a) and 3 mm (b)
resin, respectively.

Similarly, the distribution of amplitudes for the standard NUV-HD sensors with 1.5
mm and 3 mm resin is shown in figure 3.29a and figure 3.29b, respectively; again, the
distribution of the SR3G SiPM is wider and shifted towards higher amplitudes. The
peak is around 900 mV for SR15D and aroud 1 V for SR3G. Also, for both sensors the
distribution widens as the overvoltage increases because the signals become larger.

Finally, figure 3.30 shows the amplitude distributions for a sensor without resin (a)
and for a sensor with 1 mm of resin (b). In the first case (a), due to the absence of the
resin, we see that the amplitudes of the signals are very small and unlike the previous
cases, the sensor is not in saturation so the individual SPADs affected are visible.

In fact, without the resin, the charged particle does not produce Cherenkov radiation
and events with more than one SPAD activated are due to intrinsic noise (2). On the
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(a) (b)

Figure 3.29: Distribution of amplitudes for standard NUV-HD SR15D and SR3G sensors, with 1.5 mm
(a) and 3 mm (b) resin, respectively.

Figure 3.30: The distribution of amplitudes for standard NUV-HD WR-L and SR1H sensors, with no resin
(a) and 1 mm of resin (b) respectively, is shown in the figure. A zoom of the SR1H sensor distribution for
voltage values exceeding breakdown is also shown in (b).

other hand, figure 3.30 (b) shows the distribution for the sensor with 1 mm of resin:
in one case it shows three different voltages (b), one of which is very close to the
breakdown voltage; in fact, we can see that the amplitudes are much smaller than
for the other two voltages, and that the interval in which the events are distributed is
very narrow, slightly exceeding 200 mV. On the contrary, in (b) also the zoom of the
distributions of the amplitudes at the two voltages that exceed the breakdown voltage
is shown; as expected, the distribution widens towards higher amplitude values, even
above 1 V, indicating also that there are a lot of fired SPADs. In all three cases, even
for the SR1H sensor, unlike those examined previously, the peaks associated with the
SPADs affected are visible, indicating that the sensor was not completely saturated.
Unlike a beam of photons, which is usually better collimated, a charged particle beam
produces a cone of Cherenkov photons that activates several pixels and we observe
a majority of events at higher amplitudes: it is no longer possible to distinguish peaks
from around 9 affected pixels onwards. However, being able to distinguish peaks at a
few hit SPADs allows us to study how the temporal resolution varies with the number
of pixels hit.
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3.3.2 Noise analysis

To understand how noisy a sensor is in presence of beam 1, we analyse the background
distribution, obtained as signals of lower amplitude above the baseline in the region
preceding the particle’s true signal: this is usually calculated in the preceding 10 ns as
given in equation 3.3.1.

rmsBkg =

√√√√ A2
Bkg

Npoints

−
A2

Bkg

N2
points

(3.3.1)

where ABkg is the amplitude calculated in the 10 ns preceding the signal and Npoints

is the number of points in the waveform chosen to perform the computation.

Figure 3.31: A comparison of the Root Mean Square (RMS) of the background distribution for different
sensors as the applied voltage changes is shown in the figure for both the NUV-HD and NUV-HD-MT
categories.

In figure 3.31 the root mean square (rms) of the background distribution, from which
the baseline has been subtracted, is evaluated. As expected, it appears that sensor
A3, of the NUV-HD-MT type, is the noisiest; in general, sensors with metal trench show
higher signals but accompanied by more noise than standard NUV-HD. The SR1H
sensor, despite having less resin than SR15D (1 mm vs. 15 mm), shows a higher
rms value, comparable with A1; on the other hand, the performance of the sensor with
3 mm of SR3G resin reflects what is expected, i.e. it is slightly higher than that of
SR15D. For standard NUV-HD sensors, the rms of the background seems to increase
with voltage, because as the signal amplitude increases, so does the noise; this is not
true for NUV-HD-MT, because we observe a minimum at 4 OV and the value at 6 OV
is lower than that at 5 OV for both sensors in this category. This helps us in finding
the correct range to work at: at 4 OV, the sensor’s behaviour seems particularly stable.

1The DCR is a measure of the sensor noise in total darkness, whereas the background distribution
is calculated in the region preceding a particle signal.
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The fact that at 6 OV the rms no longer increases, but rather slightly decreases, simply
indicates that the sensor’s behaviour remains substantially stable at high OV.

3.3.3 Charged distribution

From the amplitude distribution, it is also possible to obtain the distribution of the charge
deposited in the sensor, using equation 3.3.2, where j is a variable that identifies each
point within the time window containing the signal, and Nwaves indicates the number of
points per waveform.

Q =
j∑

j=1
= Nwaves · Aj · CSiP M (3.3.2)

The expected trend of the charge distribution is similar to that of the amplitude
distribution but scaled by a factor equal to the sensor’s capacitance.

(a) (b)

Figure 3.32: The charge distribution is shown at different overvoltage for standard NUV-HD sensors with
3 mm resin (a) and with 1.5 mm resin (b).

It is also important to note that the distributions shown in figures 3.32a-3.32b and
3.33 are the result of the signal output from two amplification stages, consisting of
two Lee39 amplifiers in series; the resulting amplification is about 40 dB, which corre-
sponds to an amplitude gain factor as shown in equation 3.3.3, where AV is the ampli-
fication in decibels. Figure 3.32a-3.32b shows the distributions for the sensor with 1.5
mm resin, SR15D, and 3 mm resin, SR3G; in both cases, the distribution broadens as
the overvoltage increases, but the peaks corresponding to the SPADs are not visible.
The charge distribution of SR3G sensor is shifted towards higher charge values, es-
pecially increasing the bias applied, since the charge particle crossing a thicker resin
layer produces a larger signal. For this sensor, is also more evident the widening of
the distribution with the overvoltage respect to SR15D. The charge distributions for the
sensor without resin, WR-L, and the sensor with 1 mm of resin, SR1H, are shown in
figure 3.33 at different overvoltages: even in this case, the distribution broadens as
the OV increases, because the deposited charge increases. This effect is particularly
noticeable for the SR1H sensor, where the distribution at 1 OV is much narrower and
more peaked; this is reasonable since at 1 OV, we expect little charge to be deposited.
Since the charge distribution reflects the amplitude distribution, the peaks correspond-
ing to the SPADs are also visible here. The charge deposited in the sensor without
WR-L resin is very little, as the charged particle encounters no medium in which to
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emit Cherenkov photons and thus produce a visible signal. In fact, we see that com-
pared with the sensor with SR1H resin, it reaches as much as 70 pC in deposited
charge, whereas WR-L does not even exceed 10 pC.

AV = Vout

Vin

= 10
A[dB]

20 (3.3.3)

Figure 3.33: The charge distribution is shown at different overvoltage for standard NUV-HD sensors with
no resin on the left and with 1 mm resin on the right.

3.3.4 Time resolution

The time resolution of SiPMs is obtained from the distribution of the difference be-
tween the time when the sensor’s signal exceeds a fixed threshold and the time when
the signal of the LGAD used as time reference reaches 50% of its amplitude. The
time resolution is the width of the gaussian fit to this distribution, from which the time
resolution of the LGAD is subtracted in quadrature; the latter is refered as reference,
and it is 32 ps for the NUV-HD-MT SiPMs analyzed and 27.5 ps for the standard NUV-
HD. Furthermore, when possible, it is also interesting to analyse how the resolution
varies as the number of pixels affected increases. The time at which the signal cross
the threshold is obtained according to equation3.2.2. It is important to note that the
times populating the histogram are calculated on the rising edge of the signal when the
corresponding amplitudes cross the fixed threshold value: for very sharp signals, one
would expect to have few events below the threshold if the threshold is low, but many
more events, and thus wider distributions, as the threshold increases. In the following
section, the following situations are analysed:

1. SiPM NUV-HD-MT at different overvoltages: the time resolution values for this
type of sensor are extracted at different overvoltages, as they are characterized
by the ability to extend the operating range. However, despite the increased
isolation that should provide more stable performance, they exhibit very large
and noisy signals, deteriorating the time resolution at higher overvoltages. In
general, it seems that 4 OV is a good working point. Finally, the signals are very
large: the sensor is in saturation, and we are unable to distinguish the peaks
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related to the hit SPADs, so we cannot calculate the time resolution as a function
of the SPADs.

2. SiPM NUV-HD with different resin thicknesses: two standard NUV-HD sensors
were analyzed at 3 OV and 4 OV, where the sensor’s behavior is stable and not
very noisy, with 1.5 mm and 3 mm of resin. In this case as well, the sensor with
more resin has larger signals, but also a noisier behavior, making it more difficult
to identify a trend in time resolution. However, the standard technology seems
to have better timing performance compared to the more isolated one, which
perhaps suffers from the slightly reduced fill factor.

3. SiPM NUV-HD with and without resin comparison: the samples without resin
are not sensitive to the passage of charged particles and it is expected one SPAD
fired; events with multiple hits are due to sporadic noise. However, the fact that
particles passing through them do not produce photons results in cleaner and
less noisy signals on the subsequent sensor, where the SPADs are visible: the
time resolution can therefore be studied as a function of the hit SPADs for a
sensor with 1 mm of resin.

3.3.4.1 SiPMs NUV-HD-MT

Figure 3.34 shows the time distribution for NUV-HD-MT SiPMs at 6 OV (a and b) and
at 2 OV (c and d) for sensors with 1 and 3 mm resin at different fixed thresholds,
respectively. At 2 OV we see that A1 (figure 3.34a) and A3 (figure 3.34b) have two
contrasting behaviours: in the first case the number of events decreases as the thresh-
old increases, while in the second case the trend is opposite. For A1, this is due to
the fact that the distribution widens and therefore fewer events populate the peak; for
A3, on the other hand, having wider (but also noisier) signals, the number of events
increases with the threshold because the signals are very spiky: as the threshold in-
creases, these events are included in the time distributions. The distributions at 6 OV
(figures 3.34c for A1 and 3.34d for A3) have a similar trend to that of A1 at 2 OV: in
general, as the threshold increases, points with large amplitudes are also included in
the histograms, thus widening the distributions, which therefore lose events in the main
peak. For A3, as the amplitudes are very large, we notice in figure 3.34d that even at
low thresholds the distribution has few events, as the signals have a very steep slope
and we find few points with low amplitudes. Moreover, as the voltage increases, we ex-
pect the resolutions to improve because the distributions become narrower: this is true
for the A1 sensor, which is not excessively noisy; however, the A3 sensor at 6 OV has
a particularly noisy distribution which is also very wide, thus worsening the resolution.

The values of the time resolutions as the thresholds vary are shown in figure 3.35,
for sensor A1 in (a) and for sensor A3 (b).

For sensor A1 in figure 3.35a, the resolution improves as OV increases and wors-
ens as threshold increases. The only exception is at 5 OV, where the resolution has
high values, even over 100 ps; it remains fairly stable between 60 ps and 80 ps at 6 OV,
although the lowest value of 50 ps is reached at 4 OV. Due to its very noisy behaviour,
the trend is more complicated for sensor A3 in figure 3.35b: at high OV, the resolution
improves as the threshold increases, because the signals are very high. At lower over-
voltage, the resolution worsens as the threshold increases, probably because noise
events also enter. In this case, the best values are reached at 2 OV, even though we
do not go below 70 ps; however, at this voltage, the resolution deteriorates severely
as the threshold increases, even reaching 140 ps. At high overvoltage in general,
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(a) (b)

(c) (d)

Figure 3.34: Time histograms as the fixed threshold changes at 6 OV (a and b for A1 and A3 sensors,
respectively) and at 2 OV (c and d for A1 and A3 sensors, respectively) are shown in the figure.

behaviour remains more stable and values vary less with thresholds, although reso-
lutions exceed 100 ps at both 5 and 6 OV. Uncertainties on resolutions, on the other
hand, were calculated by analysing several datasets belonging to different test beams;
for each dataset, the percentage error was calculated as given in equation 3.2.3.

The percentage error was averaged over different datasets (first at varying OV for
the same sensor, then at varying sensor). By repeating the same procedure on different
data sets, an error of 11% was assumed, as this value is the most recurrent as a result
of the calculations explained above. Since similar calculations also returned a similar
value for other sensor types (10% for LGADs), it was assumed to be a reasonable
value.

The fits of the distributions are shown in figure 3.36 for the NUV-HD-MT sensors
for A1 (left) and A3 (right); the fit is more problematic in the latter case due to the very
noisy distribution.

3.3.4.2 Standard NUV-HD sensor: SR15D and SR3G

The time distributions for different fixed thresholds were also analysed in figure 3.37
for standard NUV-HD sensors with 3 mm of resin SR3G (a) and 1.5 m of resin SR15D
(b). In contrast to the previous sensors, these show much less noisy behaviour with
a very narrow distribution; this is due to the fact that the NUV-HD-MT SiPMs, due to
the presence of the metal trench, can work over a wider range of voltages, resulting
in wider signals. Standard NUV-HDs, on the other hand, have cleaner signals, even
though the voltage they can observe is reduced.
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(a) (b)

Figure 3.35: The figure shows the trend of temporal resolution as the fixed threshold changes for sensor
A1 (a) with 1 mm of resin and for sensor A3 with 3 mm (b) as the fixed threshold applied varies.

Figure 3.36: Figure shows the fit on the histograms of temporal resolution for NUV-HD-MT sensors with
1 mm resin (left) and with 3 mm resin (right) at 4 OV.

However, the time resolution seems to benefit from this behaviour, as is shown in
figure 3.38 for several fixed thresholds: the thresholds are also lower than for NUV-
HD-MT because of the smaller signals. From the figure 3.38a we observe that for the
SR15D sensor the resolution increases as the threshold increases at both 3 OV and
4 OV because the number of events entering the distribution increases (the threshold
is exceeded from below); however, at 4 OV, the value remains more stable, going from
around 40 ps to 45 ps (the resolution exceeds 60 ps at 35 V). The trend is also similar
for the SR3G sensor (3.38b) at 4 OV where the resolution reaches a maximum at 45
ps as the threshold increases, then decreases. At 3 OV, on the other hand, the trend
is opposite, because the resolution reaches a minimum around 37 ps and then begins
to increase again up t 40 ps: this is due to the shape of the signal, which probably has
smaller amplitudes than at 4 OV. As is evident from figure 3.39, the fit on this type of
distribution is also much simpler and seems to fit the data very well. Comparing with
what has been observed before, it seems that the time resolutions reach their minimum
value around 4 OV, where the noise does not degrade the distribution too much.
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(a) (b)

Figure 3.37: Time distributions as the fixed threshold changes for SR3G, standard NUV-HD with 3 mm
resin (a) and SR15D with 1.5 mm resin (b) sensors at 36 V, which correspond approximately to 4 OV.

(a) (b)

Figure 3.38: Shown in the figure is the time resolution trend as the fixed threshold changes for standard
NUV-HD SiPMs SR15D with 1.5 mm resin in (a) and for SR3G with 3 mm resin in (b) at 35V and 36 V
(3 OV and 4 OV respectively).

3.3.4.3 Effect of the resin: standard NUV-HD SR1H and WR-L

Finally, the temporal resolution is analysed for the standard NUV-HD sensor SR1H
compared with a without resin sensor, the WR-L; in this case, the SiPM was not fully
saturated and SPADs were visible, so the resolution was calculated as the number of
SPADs affected varied. It must be emphasised, however, that although SPAD-related
peaks are visible in the amplitude distribution of SR1H, most events occur with many
SPADs switched on, and it is still difficult to distinguish the first SPADs switched on.

Finally, the amplitude associated with a SPAD for SR1 sensors in general appears
to be different from that associated with WR due to different characteristics within the
sensor, although this aspect is still well worth investigating. The time distributions at
2 OV and at 4 OV for WR-L (a and b) are shown in the upper part of figure 3.40,
while SR1H at 2 OV and at 4 OV are shown below (c and d). For both sensors, as the
voltage increases, the number of activated SPADs increases, but for the sensor without
resin (figures 3.40a and 3.40b), it is not possible to observe more than 3 fired pixels, as
expected. For the sensor with resin (figure 3.40c and 3.40d), on the other hand, we can
distinguish up to 8 pixels hit before the sensor goes into saturation, which corresponds
to 8 peaks in the amplitude distribution. We also observe that as the voltage increases,
the events for a higher number of SPADs increase, as seen in the peak at 7 SPADs
in the figure 3.40d. How the timing resolution varies as a function of the number of
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Figure 3.39: Shown in the figure is the fitted time distribution for standard NUV-HD SiPMs SR15D with
1.5 mm at 4 OV.

SPADs hit is shown in figure 3.41: for the SR1H sensor (3.41a) the resolution improves
as the number of pixels hit increases, also because the associated number of events
increases. The resolution gets better of a factor 6 at 9 SPADs fired, even if the reached
value is not optimum (slightly below 100 ps). This is the opposite of what happens with
a photon laser source: with charged particles, the Cherenkov cone activates many
pixels and the number of events increases as the number of SPADs hit increases,
because the signals are much greater; with photons, on the other hand, the beam is
well collimated so it is rare to hit many pixels, so the timing resolution also deteriorates.
With the sensor without resin, on the other hand (figure 3.41b the distinction between
charged particles and photons does not exist, so not only do we have few SPADs hit
but also fewer events as the number of SPADs increases, so the temporal resolution
tends to get worse. It is difficult to detect a trend with only a few SPADs affected, also
because the resolution values do not vary much in the range between 100 and 200 ps,
as was already observed in the laboratory with the laser source.

3.3.4.4 The Constant Fraction Discrimination method for NUV-HD-MT sensors

The temporal distributions reported for SiPMs belonging to the NUV-HD-MT category
were also analysed using the Constant Fraction Discrimination (CFD) method, in which
the temporal resolution is evaluated when the signal exceeds a certain percentage
of the signal; in particular, the temporal resolutions were analysed with 9 thresholds,
starting from 10 % and reaching 90 % of the signal. Again, the time resolution is
obtained as the standard deviation of the time distribution, which in turn is the result
of the equation 3.3.4, where b is the percentage, j is a temporary variable indicating
the binning of the waveform’s points saved on the oscilloscope. The percentages from
10% to 90% are contained in the array CFDTh[b] and fact = CFDTh[b]/100;; again
the time is calculated within the rising edge when ampj < ampmax · fact, where ampmax

is the maximum amplitude within a waveform.
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(a) (b)

(c)
(d)

Figure 3.40: Shown are the fixed-threshold time distributions for the standard NUV-HD sensors without
resin WR-L at 3 OV (a) and 5 OV (b) (with thresholds at 50 mV and 100 mV, respectively) and for the
sensor with 1 mm SR1H resin at 3 OV (c) and 5 OV (d) (50 mV thresholds for both).

timeTh[b] = timej + (timej+1 − timej)
(ampj+1 − ampj)

· (ampmax · fact − ampj) (3.3.4)

The time distributions obtained are shown in figure 3.42 at 6 OV for the sensors A1
(3.42a) and A3 (3.42b) and at 2 OV (A1 in figure 3.42c and A3 in 3.42d, respectively).
At low CFD percentages the distributions get broader since the jitter contribution is
greater at the beginning and at the end of the signal, where the signal’s shape is less
steep. Furthermore, at high CFD, especially for the NUV-HD-MT sensors, the shape
of hte distributions becomes less Gaussian, further degradating the time resolution.
The measured values of time resolution obtained with the CFD analysis are reported
in figure 3.43. The general trend that can be observed is that the resolution reaches
a minimum for percentages between 40% and 60% for the sensor with 1 mm resin A1
(figure 3.43a). The minimum value observed is about 60 ps, and the trend does not
seem to change a lot with increasing voltage; only in the case of 2 OV do we obtain an
extremely high resolution value (130 ps) at 90% CFD, but in general the curves seem
to be quite stable at all overvoltage. For the A3 sensor (figure 3.43b), on the other
hand, at all overvoltages we observe a minimum in resolution at 80% of CFD. Here
too, the minimum seems to be around 60 ps; we also note that all the curves have a
fairly constant trend except for those referring to 5 OV and 3 OV: in the latter case, it is
only at 30% CFD that the resolution starts to have reasonable values around 100 ps.
In the former case, on the other hand, the temporal resolution approaches 100 ps only
beyond 60% CFD, thus exhibiting behaviour that is not as in line as expected.
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(a) (b)

Figure 3.41: Shown in the figure is the trend of temporal resolution as the affected SPADs change for
standard NUV-HD without resin sensors with 1 mm of resin SR1H (a) and for the sensor without resin
WR-L (b).

3.3.5 Charged particle beam at 1.5 GeV/c

The following paragraph presents a comparison in both amplitude and temporal res-
olution for the sensors without resin, WR-E, and those with 1 mm thick resin, SR1A;
both are sensors from the NUV-HD standard category. The sensor’s temporal reso-
lution should not depend on the momentum of the incoming beam particles since it
depends on the intrinsic characteristics of the sensor, such as gain and the electric
field. In fact, at both 1.5 GeV/c and 10 GeV/c, the energy deposited by a Minimum Ion-
izing Particle (MIP) is similar because we are in the Fermi plateau, which is the region
of the Bethe-Bloch curve where the energy deposition increases very slowly [64]. In
contrast, the amplitudes depend on the energy of the beam because Cherenkov radi-
ation is only emitted when the particle is travelling faster than light in the medium; we
therefore expect the distribution of amplitudes at lower energies to be shifted towards
lower values, as we are approaching the momentum threshold below which particles
no longer emit photons and the number of fired SPADs decreases. Finally, by selecting
the energy of the beam we modify the composition of the beam: at higher energy it is
mainly composed of protons and pions (70/20%), while at lower energies it has a high
positron content.

3.3.5.1 Amplitude distribution

Figure 3.44a shows the comparison between the signal amplitudes at 1.5 GeV/c and
10 GeV/c for the sensor without resin, WR-E; the distributions are comparable, as ex-
pected. The amplitude range is very limited because charged particles do not emit
Cherenkov radiation due to the absence of the resin layer: only a few SPADs are trig-
gered, due to sporadic noise events or photons emitted by electrons crossing the air
between two planes. Since the signals have limited amplitudes, the peaks correspond-
ing to the hit SPADs are recognisable.

For the sensor with resin, SR1A, the amplitude distributions are shown in figure
3.44b; only in the 1.5 GeV/c distribution has the peaks corresponding to some hit
SPADs recognizable, although both distributions have most events at amplitude values
near 1 V, with many SPADs hit. However, the slight difference in the distribution is easily
explained: Cherenkov radiation is emitted when the particle’s velocity exceeds that of
light in the medium, so it depends on the particles momentum. However, the number
of photons emitted does not depend on the energy of the photons themselves. So,
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(a) (b)

(c) (d)

Figure 3.42: Time histograms at varying CFD percentage at 6 OV (a and b for A1 and A3 sensors,
respectively) and at 2 OV (c and d for A1 and A3 sensors, respectively) are shown in the figure.

even though the amount of deposited charge does not change significantly, the number
of photons produced increases with momentum, shifting the amplitude distribution to
higher values. Finally, it is interesting to note that the two distributions are both peaked
around the same value, around 550 mV: this is due to the fact that the number of
photons emitted by an electron of 1.5 GeV/c in 1 mm of resin is the same as that
emitted by protons and pions of 10 GeV/c.

3.3.5.2 Time Resolutions

The timing resolution of a silicon sensor depends on its distribution of arrival times,
which in turn is calculated based on the time at which the signal crosses a certain
threshold. For this reason, the temporal resolution does not depend on the energy,
because the signal amplitude is determined by the sensor’s internal characteristics,
and the energy deposited by a charged particle does not change when varying the
beam momentum from 1.5 to 10 GeV/c. The temporal resolutions obtained are shown
in Figure 3.45a for the WR-E sensor, without a resin coating, and in figure 3.45b for
the SR1A sensor, with 1 mm of resin, as a function of the fixed threshold. Although
the values vary slightly with changes in beam energy, no significant discrepancies are
observed either in the trend or the values reached; this is particularly true for SR1A,
where the resolution worsens as the threshold increases: it passes from 60 ps to 100
ps at 10 GeV/c, but varies only of 10 ps at 1.5 GeV/c. For WR-E, however, the trend as
a function of the threshold is less linear, but for both energies, we observe a minimum
at 20 mV. Moreover, at 10 GeV/c, the lowest value achieved is 80 ps, but at 1.5 GeV/c
the resolution also drops to 70 ps. A direct comparison of the time resolution provided
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(a) (b)

Figure 3.43: Shown in the figure are the time resolutions at varying applied voltage for the NUV-HD-MT
sensors as a function of the percentage of CFD applied, for the sensor with 1 mm of resin (a) and for
the sensor with 3 mm of resin (b).

(a) (b)

Figure 3.44: Amplitude distribution for the sensor without resin WR-E for beam momentum of 1.5 GeV/c
(a); the same plot for the sensor with 1 mm of resin SR1A (b). Different scale on the x-axis are used for
the two plots.

by the two sensors is difficult because the thresholds chosen are very different, with
those of SR1A being much higher than those of WR-E.

Once the threshold at which the resolution is minimal has been identified, we can
study the trend of the resolution as a function of the number of SPADs hit (figure 3.46).
This study is only possible with WR-E because the peaks corresponding to the SPADs
are not recognizable for SR1A (or if they are, as in the case of 1.5 GeV/c, they are not
well-defined enough to make cuts with good statistics). The trend at the two energies
is similar: both have a minimum for 4 SPADs hit, with values dropping below 50 ps. It
should be noted that for sensors without resin, the number of events decreases as the
number of SPADs hit increases, as it is unlikely to have events involving many SPADs.
The time resolution improved as the number of SPADs affected increased, as expected;
events with SPADs affected greater than 5 were removed because the statistics were
not sufficient and the observed trend was not reliable.
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(a) (b)

Figure 3.45: Time resolution as the fixed threshold varies for the sensor without resin WR-E (a) and with
1 mm of resin SR1A (b).

Figure 3.46: Time resolution as a function of the number of SPADs fired for the standard NUV-HD sensor
without resin WR-E; the values at high number of SPADs are not reported since they are statistically not
reliable.

3.4 Preliminary measurements with digital readout

The choice of which sensor to use in an experiment also requires the study of its inte-
gration into the complete readout chain. In the case of SiPMs, a system consisting of
the Lidar Readout Chip (LiROC), a front-end ASIC developed by weeroc [65] providing
signal discrimination and digitalisation, followed by the picoTDC which returns also the
measure of the time the signal was above the threshold, is currently under study. The
system consists of two Lirocs (A and B), each with 64 channels, and a picoTDC with a
single channel resolution of 3 ps [65]; of the 64 channels, 8 can be read by the oscillo-
scope in analogue mode. The entire system is shown in figure 3.47, while a schematic
of the entire readout chain is shown in figure C.1 in the appendix C.2. The readout
of an event works with two triggers: the first one is the beam spill, while the second
is the signal given by the first LGAD of the telescope. The LIROC first amplifies and
shapes the signal, then it discriminize it. Following this, the picoTDC, which is a time to
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Figure 3.47: The circuit components of the LIROC are shown in the figure.

digital converter, gives the rising and falling time hits of the signal (more details in the
appendix C.2).

3.4.1 Amplitude distribution

(a) (b)

Figure 3.48: (a) The amplitude distribution obtained with the analog readout after discrimination (output
from LiROC) is shown in the figure for the standard NUV-HD sensor SR15B at 3 and 4 OV. (b) The
change in distribution as the discrimination threshold changes at 3 OV, maximum laser intensity.

The distribution of amplitudes is studied by evaluating the response of the sensor
to a laser source of photons by varying both the intensity of the beam and the discrim-
ination threshold. The analogue acquisition of the amplitudes output by Liroc show us
that it is possible to appreciate a distribution around about 1.7 V. As is shown in figure
3.48, the distribution narrows as the overvoltage increases. The distribution in the fig-
ure 3.48 is obtained with a maximum laser intensity and a threshold of 35 mV at 3 OV
and 55 mV at 4 OV. The choice is usually made within a range starting from the point at
which the signal can be clearly distinguished from noise (minimum threshold) until no
more signals are observed (maximum threshold); the two thresholds mentioned above
were the two minimum thresholds at that voltage. Figure 3.48 also shows the ampli-
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tude distribution at 3 OV as the threshold changes: the number of events decreases as
the discrimination threshold increases, as expected. The number of observed events
decreases as the laser intensity decreases as shown in figure 3.49. As the tune de-
creases, the thresholds needed to observe the signals also decrease, as expected, and
the distributions appear wider. The amplitude studies were done at fairly high values
of laser intensity since at the lowest value very few events were observed. The choice
of a suitable threshold is also problematic in this case because low thresholds are re-
quired to to have high efficiencies in real experimental applications, but this reduces
the Signal-to-Noise ratio SNR.

(a) (b)

Figure 3.49: A comparison of amplitude distributions at different thresholds for the standard NUV-HD
sensor SR15B at the laser maximum intensity (a) and at an intermediate intensity (b) at an overvoltage
of 4 OV is shown in the figure.

3.4.2 Time over Threshold

(a) (b)

Figure 3.50: (a) A measurement of Dark Count Rate (DCR) for two standard NUV-HD SiPM matrices
with 1.5 mm resin (SR15-7 and SR15-10, M2 and M1 respectively) at varying discrimination threshold
is shown in the figure. (b) Zoom on the ToT of DCR is reported for an increased threshold.

The width of the output signal of the picoTDC represents the time the signal remains
above the thresholds, i.e. the Time over Threshold (ToT), which is computed as the
dfference between the rising edge and the falling edge of two consecutive hits and
it is a proxy for the analog signal amplitude. The preliminary analysis consists of a
dark count measurement, where the sensor signal is acquired in total darkness and an
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attempt is made to match the time over threshold for signals with only one pixel hit. This
measurement was made on two standard NUV-HD arrays, SR15D-7 and SR15D-10,
at two different thresholds, 15 and 20 mV at 2 OV. As shown in figure 3.50, the number
of observed events decreases as the threshold increases; moreover, one of the two
matrices seems to respond less than the other, because it is less noisy. A preliminary
measure of the time above threshold is shown in figure 3.51 as the thresholds varies;
obviously, as the threshold increases, the time spent above threshold decreases.

Figure 3.51: The time over threshold of the standard NUV-HD SiPM matrix with 1.5 mm resin M1 (SR15-
10) at varying discrimination threshold is shown in the figure.
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Conclusions

This thesis work focuses on the characterization of specific silicon sensors, the Sili-
con PhotoMultipliers (SiPMs), for the outer time-of-flight layer of the future ALICE 3
experiment. These sensors are traditionally used as photodetectors, as they are sen-
sitive even to single photons; however, it has recently been demonstrated that they can
also be used for direct charged particle detection, thanks to the emission of Cherenkov
radiation in the protective resin layer placed on the sensor. The characterization of
these sensors is thus based on measurements using both photons and charged par-
ticle beams at various energies. The analyzed samples belong to two categories of
sensors manufactured by FBK: Near UV High Density SiPMs (NUV-HD standard) and
NUV-HD-MT with metallic trenches between the SPADs.

The preliminary analysis is based on measurements of current and capacitance
as a function of the bias applied and of the Dark Count Rate (DCR), which consists of
measuring in total darkness how often the sensor emits a signal. These measurements
allows for a comparison of behavior before and after irradiation. From the current anal-
ysis the of the breakdown voltage VBD: for both the sensors’ technologies, the value is
around (32.5 ±0.1) V. However, irradiated sensors seem to reach much higher current
values compared to non-irradiated ones. From the CV curves, it was observed that
irradiation modifies the sensors doping profile, decreasing the concentration, particu-
larly in the surface region of the gain layer. From the measurement of the DCR, finally,
we observe a typical rate of 1 MHz/mm2 for never irradiated sensors, which increases
of a factor of 10 irradiation of 109 1 MeV/neq, but we expect a more evident effect as the
amount of radiation increases. Although the NUV-HD-MT sensors were designed to
improve the isolation between pixels in order to strongly suppress optical crosstalk, in
the tests carried out they did not demonstrate to perform better than standard SiPMs,
with a DCR for non-irradiated sensors hovering around 1 MHz/mm2. The value ob-
served for irradiated sensors is around 5 MHz/mm2, but the amount of irradiation is
estimated to be smaller respect to standard NUV-HD.

The resolution measurements with the laser source aimed to extrapolate the SPTR
(Single Photon Time Resolution): for this reason, both a filter and a diffuser were used
to limit the number of photons hitting the sensor and also to increase the statistics
when fewer SPADs were firing. The obtained resolution values are quite high, spacing
from 100 ps to 200 ps, although this is compatible with expectations from this type of
measurement. The best value obtained for temporal resolution is 110 ps for the NUV-
HD-MT sensor without resin, where we also observed the lowest number of SPADs
affected, i.e. 2; for the NUV-HD sensor with an epoxy resin cover we also achieve
good values between 130 ps and 110 ps. The use of the filter and diffuser degrades
the obtained resolution value: the diffuser, in particular, expands the laser spot by an
angle of 45◦, while the filter absorbs photons, likely introducing scattering phenomena
that deviate their trajectory. This introduces noise events that involve multiple SPADs
and degrade the measurement.

The temporal resolution measured with charged particle beams, however, can reach
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values below 50 ps: in this case, thanks to the production of Cherenkov photons, many
more SPADs are activated, and the resolution seems to improve precisely with the num-
ber of SPADs hit. In general, it is not always possible to study the trend of resolution as
a function of the number of SPADs hit because sometimes the sensor saturates, and
we cannot distinguish the peaks related to single SPADs in the amplitude distribution.
When the sensor was saturated, the temporal resolution was studied as a function of
a fixed threshold. The best value of time resolution was achieved by NUV-HD sensors
with 3 mm of resin (about 35 ps), while for NUV-HD-MT sensors the values found were
worse, between 50 and 120 ps. The thresholds chosen correspond to the amplitude
of 5-10 SPADs hit and generally, the results are better at lower thresholds. By vary-
ing the beam energy, moving from momenta of 10 GeV/c to 1.5 GeV/c, the amplitude
distribution changes because at lower momenta we approach the Cherenkov radia-
tion emission threshold, but the resolution does not change, remaining independent of
energy.

Finally, these sensors were also tested with a full digital readout chain, consisting of
a Lidar ReadOut Chip (LiROC) front-end ASIC, which discriminates signals and sends
them to the picoTDC for digitization and precise time measurements. The amplitudes
were studied through the LiROC analog outputs, to observe how the number of ac-
quired events varies with the threshold: as expected, events decrease as the threshold
increases. Lastly, the Time over Threshold (ToT) information provided by the picoTDC
was extracted using beam measurements, again as a function of the threshold, to as-
sess the reasonableness of the measurements taken with this full-digital readout: as
expected, as the threshold increases, the ToT decreases.
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Appendix A

More on ALICE 3

A.1 Electromagnetic calorimeter

The electromagnetic calorimeter (Ecal) is designed to cover the rapidity range of −1.6 <
η < 4, i.e. the entire central region of the barrel plus a forward region. Most of the ra-
pidity range will be covered by a sampling calorimeter, while a part of the central barrel
will be covered by existing PbWO4 crystals for the measurement of χC and soft di-
rect photons. The resolution depends on the energy of the photons according to the
parameterisation:

σE

E
= a

E

⊕ b√
E

⊕
c (A.1.1)

at low energies, the noise term a
E

and the stochastic term b√
E

dominate; the latter
comes directly into play for a number of observables, such as the direct production of
photons at low pT , the measurement of radiation decays the measurement of radioac-
tive decays of strange hyperons and quarkonia states that require to detect soft photons
in the range ≈ 10 Mev −1 GeV which in turn requires a stochastic term b ≈ 0.02GeV 1/2

and a cell size of ≈ 2cm x 2cm (see picture A.1).
The central barrel ECal is placed between the RICH detector and the magnet cryo-

stat and it has an inner and outer radius of 1.15 m and 1.45 m, respectively; since it
is 7 m long, it is possible to cover the range of pseudorapidity |η|< 1.6. The endcap
is composed of a disk with an inner radius of 0.16 m and an outer one of 1.8 m. It is
located downstream of the forward RICH at zECal = 4.35 m and covers the pseudora-
pidity interval 1.6 < η < 4. The sector providing the precision energy measurement
provides coverage of ∆φ = 2π for azimuth angle, and |η|< 0.33 for pseudorapidity,
corresponding to |z|< 0.64 m in length.

To discuss the implementation in more detail from a technical point of view, the
sampling barrel calorimeter consists, in the simplest configuration, of a stack of alter-
nating layers of lead and plastic scintillator 1.44 mm and 1.76 mm thick, respectively.
The length (l = 246 mm) is given by a stack of 76 layers providing 20 radiation lengths
χ0 and a stochastic term of b = 0.11 GeV 1/2; 30 000 cells with a cross-sectional area
of 30 x 30 mm2 and a tapered shape are required to obtain a projective geometry.
For the endcap, on the other hand, there are 95 layers of 1.44 mm lead sheet and
1.76 mm scintillator for a total of 25 χ0, a thickness of 304 mm and a stochastic term
b = 0.11 GeV 1/2; the total number of cells is 6000, with a cross-sectional dimension of
40 x 40 mm2. The high-resolution segment consists of lead tungstate PbWO4 crystals
with a cross section of 22 x 22 mm2 and a length l = 180 mm, resulting in 20 χ0. The
expected number of cells for this segment will be ≈ 20000, organised in a cylindrical
array of 320 cells in the azimuth direction and 62 cells in the longitudinal direction.
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Figure A.1: The picture shows the invariant mass difference spectra of decay χcJ → J/Ψγ assuming
different stochastic term: b = 0.02 GeV 1/2 (1a) and b = 0.05 GeV 1/2 (1b). In the second panel, the
layout of the Forward Conversion tracker (FCT) is shown; the silicon disk are represented in blue.

A.2 Muon identification

The muon identifier is mainly used to reconstruct quarkonia states (in particular char-
monia) down to pT = 0 in the muon channel; the muon identifier therefore acts as
a muon tagger for the reconstructed particles in the tracker. It is located outside the
magnetic field and consists of chambers that track charged particles passing through
the 1 kt hadron absorber. The good efficiency in reconstructing charmonia states up to
pT = 0 in a rather wide rate range is based on the ability to reconstruct muons down to
pT ≈ 1.5 GeV/c at η ≈ 0; from simulations it appears that an absorber thickness of 70
cm at η = 0 and a good granularity of ∆φ ∆η = 0.02 x 0.02 are sufficient to reconstruct
muons efficiently. The choice to use resistive plate chambers (RPC) for the muon sys-
tem was made possible by the moderate charged particle rate 3 Hz/cm2 and the pad
size of 50 − 60 mm. However, it is considered to implement scintillator rods equipped
with wavelength-shifting fibres; it is planned to use two layers of crossed scintillator
rods (5 cm wide) with a spacing of 20 cm.

Photons with transverse momentum up to pT ≈ 2 MeV/c are measured by the
Forward Conversion Tracker (FCT), as they can only be accessed by exploiting the
Lorentz thrust in the forward direction, which allows photon energies Eγ ≈ 50 MeV
at η = 4. The photons are measured by exploiting their conversion into e+/e- pairs,
which requires reconstructing electron moments down to a few MeV/c; a magnetic field
perpendicular to the forward direction is exploited to achieve good resolution. The
FCT performance study was done at position z ≈ 3.4 m with a dipole field component
By ≈ 0.3 T . In order to measure electrons of a few MeV (to which, in a magnetic field,
correspond curvature radii of about 10 cm), an array of tracking layers (silicon disks)
with a layer spacing of about 2 cm is used; in reality, other disks with a greater spacing
are also provided to ensure good resolution for electrons with a higher momentum.
Hence, 9 silicon disks are planned installed around the beam pipe in the direction of
travel to cover the pseudorapidity range 3 < η < 5 (figure A.1). Furthermore, the mea-
surement of low pT photons is not limited by statistics, so the silicon disc of the ALICE 3
tracker directly in front of the FCT can act as an active photon converter, also providing
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tracking information at the conversion point. This eliminates the need for a dedicated
converter, which would degrade the energy and resolution of the pointing due to mul-
tiple scattering and energy loss, although it would increase the conversion probability
and could be considered for the study of rare channels. As far as implementation is
concerned, the basic solution is to use the same sensors in the silicon discs as are
used in the tracker, in order to achieve very thin layers and thus minimise the material
and impact of multiple scattering. The area to be instrumented is 3.6 m2, and silicon
sensors are therefore the most likely solution for the FCT tracking areas.

Technological challenges focus on optimising the design of the beam tube and ver-
tex detector to avoid shallow crossing angles; in order to avoid excessive bremsstrahlung,
it is crucial to limit the amount of material in front of the FCT to less than 10% χ0. Se-
lecting interactions at a large distance from the nominal interaction point could reduce
the obstruction of the FCT by the vertex detector: for this purpose only collisions in
the tail of the z-vertex Gaussian are analysed. For a collision at z=0 only particles with
a pseudorapidity greater than η = 5 do not pass through the detector’s vertex con-
tainment vessel; however, in order to reduce the available statistics by about a factor
of 50 the FCT analysis is limited to events with a z-vertex displaced by more than 10
cm in the direction of the FCT. For these events, in fact, the particles coming from the
primary vertex do not cross the containment vessel for pseudorapidity values greater
than η = arcsinhrz = 4.6, where r = 0.5 cm is the radial distance of the containment
vessel from the beam axis and z = 25 cm is the distance of the edge of the contain-
ment vessel from the displaced vertex. As far as bremsstrahlung is concerned, it can
also be removed at the analysis level by imposing the absence of an electron track
in the vicinity of the reconstructed photon. The creation of a large tracking area with
extremely small material thicknesses requires careful study, particularly to achieve flat
and stable geometries. Perhaps the latter could be increased by deviating precisely
from flat geometry. Another interesting aspect is that the geometry currently being
considered must cover an area larger than the size of individual wafers and therefore
requires interconnection between sensors.

A.3 Magnets and infrastructure

Figure A.2: In the picture are displayed two different configuration for the magnet system: to the left, the
solenoid; to the right, the solenoid plus dipoles.

In figure A.2 are shown two different design for the superconducting magnet; the
simplest configuration corresponds to a solenoidal coil over the full length of 7.5 m with
additional windings at the coil end, resulting in a current density higher of 50%. The
second configuration is made by a central solenoidal of 2 m length with a dipole magnet
on both sides; the presence of dipole meganets improves the momentum spectroscopy
in the rapidity range 2 < η < 4. The solenoid magnet and dipoles have the same radius,
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thus facilitating installation and maintenance without having to move part of the magnet
system. Both magnets provide a solenoid filed up to 2 T and so a field integral of up to
2 T m at low values of η; however, increasing the values of η, the dipoles field integral
reaches 1 T m, with a peak for the field of ≈ 0.5 T . To make a comparison, for muons
of pT = 1 GeV/c, which is the multiple scattering limit, the first configurations provides
a momentum resolutions of 0.6 − 1% up to η = 2 but increases to 5% at η = 4; the
second one, on the other hand, gives a momentum resolution of 1% at η = 4 with a
small degradation the region between the solenoid and dipole field, for 1.2 < η < 2.2.

A.4 Initial state

From the initial states, multiplicity can be derived, defined as the sum of the number of
charged hadrons in a wide momentum range. It is connected to the impact parameter b
which cannot be derived directly: multiplicity is large when b is small, that is, in central
collisions where the number of Npart participants grows and consequently so does the
number of particles produced. Thus, multiplicity is also an indication of the centrality
of the collision, which is extremely useful since many properties of the system, as
the energy densities and the lifetimes, depends on it. The multiplicity reveals also
information about the entropy: if the system evolves without viscous effect, entropy is
conserved; on the contrary, entropy is created during the evolution and the multiplicity
provides an upper limit for the entropy of the initial states. Ultra peripheral collisions
(UPCs) are a good tool to investigate initial states: typical the value of b is large, grater
than the nuclear diameter. In this kind of collisions nuclei are separated such that short-
range strong interactions are highly suppressed (and QGP cannot be created) so only
photons-mediated interactions are possible. Measuring the differential cross sections
of of light and heavy vector mesons as the ρ0 and the J/Ψ the momentum distribution
of partons inside the nucleon can be derived (the PDFs).

A.5 Hadronic phase

The hadronic phase of heavy-ion collision is analysed via several insights on:

• Measuring know hadron spectra and νn at intermediate pT are sensible to the
coalescence process in the hadronisation of quarks, competing with the frag-
mentation processes. In this pT range the coalescence enhances the baryon
production and increases νn more than for mesons.

• The chemical freeze-out temperature Tchem can be investigated by the measures
of the total yields of specific particles by the integration of the equation 1.2.1, in
case of particle which do not decay strongly or electromagnetically. On the oppo-
site, strongly decay resonances can provide information about the duration of the
hadronic phase: their decay products undergo elastic scattering which causes
an emptying in the resonance yields, since the kinematic of the decaying prod-
ucts is so altered that reconstruction becomes too challenging. To compensate,
hadron-hadron interactions in this phase can give rise to regeneration processes
for resonances.

• Final state hadron-hadron interaction is also studied via the femtoscopic correla-
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tion function, which is derived experimentally as:

C(k∗) = Npairs(same event)
Npairs(background) (A.5.1)

where k∗ is the invariant momentum difference between pairs; the numerator
refers to pairs produced in the same collision, while the denominator is obtained
by background hypothesis of not-correlated pairs and it is such that C(k∗) = 1
in absence of event correlations. At low pT , femtoscopic correlation is the result
of quantum correlation sensitive to the size of the system at the freeze-out, or to
final state hadron-hadron interaction.

• Finally, from the slope of hadron spectra the kinetic freeze-out temperature Tkin

is derived.

A.6 Study on bottonium states: suppression and small
regeneration effects

Figure A.3: In the left panel of the picture is reported the nuclear modification factor for inclusive Υ(1S)
as a function of Npart, compared to calculation; in the right panel the inclusive Υ(1S) nuclear modification
factor is reported as a function of the transverse momentum and rapidity, compared to calculations.

From the data collected at the LHC, it is evident that Υ states are suppressed (figure
A.3, left), as pronounced as their binding energy is large[27]. Measurements performed
by ALICE of RAA as a function of 〈Npart〉 suggests a prompt set in of the suppression
of Υ(1S) already in semi-peripheral collisions. RAA is also analysed in function of
rapidity and transverse momentum (figure A.3, right)[28]: the pT dependence is very
weak, as well as the rapidity one, which becomes more evident only in the region
3 < y < 4. What is interesting to notice is that models are able to describe the RAA

dependence on rapidity quite well at midrapidity, but they predict the opposite trend
at forward rapidity if compared to data. This should be connected to the presence of
important regeneration effects, which on the other hand has never been observed (so
if they are present, must be small); another process that could lead to the observed
behaviour is a significant energy loss causing the shrinking of the rapidity distributions
in Pb-Pb collisions: however the models that implement this effect reproduce a smaller
decreasing in RAA than observed. For more details on the topic, look at [29].
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Appendix B

A deeper insight into NUV-HD-MT
SiPM

B.1 NUV-HD-MT SiPM

The NUV-HD-MT SiPMs are a type of sensors belonging to the Low CrossTalk (Low
CT) category; they are very common in applications that require minimizing the prob-
ability of direct CT, such as in the case of the Cherenkov Telescope Array. The latter
must detect the light emitted by cosmic radiation in the atmosphere and require a good
Photon Detection Efficiency (PDE) in the range between 300 and 600 nm. The first
prototypes included the insertion of a polysilicon layer in the silicon dioxide trench, so
that the final structure would be SiO2-PolySi-SiO2. This structure offers two benefits:
on the one hand, photons attempting to escape from the pixel are reflected back to
the cell where they originated; additionally, the polysilicon reduces the transmittance of
these photons to adjacent cells. The reduction in Fill Factor is usually compensated by
an increase in the applied overvoltage, as shown in figure B.1.

Figure B.1: The typical inverse current curve of NUV-HD-MT category sensors is shown in the figure; a
reduction in optical cross talk levels is visible in the zoom.

Even though polysilicon offers a good reduction in photons transmitted to adjacent
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cells, the introduction of metallic trenches at the edges of the cells should provide
total reflection of the photons, resulting in a further reduction of crosstalk. However,
it is difficult to completely eliminate crosstalk because there are countless paths that
photons can take to reach neighboring cells.

B.2 More on time resolution for NUV-HD technology

Figure B.2: In the picture the timing resolution is evaluated both for WR sensor and for sensors with the
protection layer; the latter shows a better time resolution, improving with the number of SPADs fired; the
WR resins sensor show the opposite behaviour [53].

Time Resolution: In figure B.2 time resolution is studied both for sensor with and
without resin; the presence of the protection layer leads to value of 30-40 ps, a value
that decreases if the number of fired spads increases. For WR sensors the behaviour is
different: multi-SPADs events are less probable so, increasing the number of SPADs,
they display a different trend, not showing any improvement; however, time perfor-
mances with only one pixel fired are similar to other SiPM sensors. A possible expla-
nation lies on the fact that in WR sensors multiple SPADs event are only due to CT
while in resin-covered SiPMs multi-SPAD events are due to the passage of a charged
particle.
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Appendix C

More on experimental results

C.1 SiPMs breakdown voltages

This section shows the breakdown values for all analysed sensors; in table C.1 are re-
ported the BD values for the standard NUV-HD sensors, while in table C.2 are reported
the NUV-HD-MT prototypes.

Sensor type Sensor name Resin BD values (V)
SR15D (32.6 ±0.1)
SR1H (32.5 ±0.1)
SR3G

Silicon
(32.1 ±0.1)

WR-E No Resin (32.7 ±0.1)
NUV-HD

E1C Epoxy (32.1 ±0.1)

Table C.1: In the picture are shown the breakdown values for standard NUV-HD sensors analyzed.

Sensor type Sensor name Resin BD values (V)
B15 (32.9 ±0.1)
C15 (33.0 ±0.1)
D15

Silicon
1.5 mm (32.7 ±0.1)

B1 (32.9 ±0.1)
C1 (33.0 ±0.1)
D1

Silicon
1 mm (32.9 ±0.1)

B3 (32.9 ±0.1)
C3 (33.0 ±0.1)
D3

Silicon
3 mm (32.8 ±0.1)

W63 (32.9 ±0.1)

NUV-HD-MT

W64 No resin (32.9 ±0.1)

Table C.2: In the picture are shown the breakdown values for NUV-HD-MT sensors analyzed.

C.2 Digital read-out: LiROC

The Lidar ReadOut Chain (LiROC) is an ASIC chip designed to manage 64 SiPMs
through 64 channels, each with its own discriminator and amplifier. The 64 devices
are connected to a common cathode, and it is possible to provide 64 independent
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Vbias,i values starting from a common Vbias. In each channel, a small programmable
offset can be set on the anode, which adjusts the Vbias,i for the individual sensor. The
offset that can be applied to each channel can vary within a range from 395 to 672 mV
in 4.4 mV steps, so the SiPMs connected to the various channels must have similar
characteristics. Regarding discrimination, 64 independent thresholds can be applied at
17 bits, all with the same sign, so it is not possible to use sensors with opposite polarity.
The circuit diagram is shown in figure C.1; the board on which the FPGA is mounted
(which contains the settings needed to configure LiROC) can connect two LiROC chips
and two picoTDCs, for a total of 128 channels.

Figure C.1: The readout chain consisting of the discrimination (LiROC) and digitization (picoTDC) is
shown in the figure.

The signal digitization is performed by the picoTDC: when a trigger is present, the
picoTDC searches back in its memory for a compatible event. However, as shown in
figure C.2, a trigger causes a delay, and it is important that the acquisition window is
fully contained within the memory.

Figure C.2: The memory operation of the picoTDC when a particle passes through is shown in the
figure; the acquisition window must be contained in the maximum latency window.

C.2.1 ToT for different channels

In this section, a comparison is made between the different responses of the LiROC
channels to the same event. By using a SiPM matrix, consisting of 9 sensors in parallel,
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each with an independent output, it is possible to observe the difference in the number
of events detected by the various sensors. In figure C.3, we can see that not all sensors
detect the same number of events. However, it should also be noted that to align the
matrices, the central SiPM was taken as the reference, namely channel 8 and channel
20 of the two devices under study. These two channels, in fact, show a higher number
of events. This is particularly evident from the plot in figure C.4, where the Time over
Threshold (ToT) does not seem to vary much from channel to channel (although some
slight variation is visible), but the main change is in the number of detected events.
The fact that the time above the threshold does not show substantial differences is an
indication that, by appropriately adjusting the threshold for each channel, it is possible
to obtain similar responses from the picoTDC, provided that we are observing channels
that behave similarly and do not require setting very different thresholds.

The difference in the number of events becomes more pronounced in figure C.3 as
the discrimination threshold increases: the number of detected events is halved when
going from a threshold of -30 mV to -40 mV, although we do not observe a substantial
difference in the number of events detected when moving to -50 mV, possibly because
the threshold was already sufficiently high.

Figure C.3: Response of different LiROC channels to a particle beam of energy 10 GeV/c at varying
discrimination threshold for two different SiPM arrays.
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Figure C.4: Time above threshold observed for different channels at a threshold of -30 mV for two
different SiPM arrays.
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