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Abstract

With the release of Large Language Models (LLMs), namely the GPT mod-

els, many companies have integrated AI-based technologies to automate nat-

ural language tasks like summarization, question-answering, and translation.

However, Small andMedium-sized Enterprises (SMEs) face a significant chal-

lenge in leveraging these advancements due to limited resources. Unlike large

corporations (e.g., Google, Meta, or Amazon), SMEs often lack not only the

computational power and financial capacity to train LLMs from scratch but

also the vast amounts of data that they require for training, forcing them to

rely on external models or services.

This work addresses the problem of implementing a machine translation

(MT) system tailored for an SME, Medhiartis s.r.l., with limited resources.

Our approach involved fine-tuning pre-existing LLMs using the company’s

proprietary data to create customized translation models. We systematically

evaluated these models’ performance and developed an API to integrate them

into a functional MT pipeline. The API was deployed in two applications: a

plugin for a Computer-Assisted Translation (CAT) tool and a web-based trans-

lation interface, both designed to streamline translation tasks for the company.

This study demonstrates how SMEs can effectively adapt LLMs to their

specific needs, providing a practical solution for high-quality machine trans-

lation in resource-constrained settings.



Chapter 1

Introduction

1.1 Definition of Machine Translation

Machine translation is area of computational linguistics which involves the au-

tomatic production of a target-language text on the basis of a source-language

text [19]. The critical role of computers during the Second World War led

to the rise of various non-numerical applications. Among these early applica-

tions, one of the pioneering developments wasmachine translation. Automatic

translation was mainly operating in defence under government and interna-

tional organisations by the 1960s and 1970s. It won’t be until the end of the

century when these applications will start to enter in commercial settings [19].

Machine Translation is usually handled using rule-based, statistical or neu-

ral approaches [36]. However, in the last few years, neural approaches using

LLMs have grown drastically [36], in fact, on this project we are going to fo-

cus on this last approach and how a Low-resource (LR) environment, such as

SMEs, can manage to access this so powerful language models, mainly rely-

ing on something called LLMs Operations (LLMOps). LLMOps is the name

given to the set of best practices, techniques and tools used for the operational

management of large language models in production environments1.
1MLOps-databricks
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1.2 Motivation

Machine Translation (MT) is a well-established field that has undergone many

periods of evolution as well as phases of inactivity. The earliest developments

were starred by Rule-Based Machine Translation (RBMT), which consisted

of human-crafted linguistic rules based on grammar, syntax, and vocabulary

knowledge [14, 43]. This approach was later succeeded by StatisticalMachine

Translation (SMT), which relied on big datasets of bilingual text to gener-

ate translations based on probabilistic models [22, 6]. Despite its limitations,

SMT was the dominant approach for many years [43]. In recent years, the

rise of Deep Learning has brought Neural Machine Translation (NMT) to the

front as the prevailing approach for implementing translation systems. Unlike

RBMT and SMT, NMT employs artificial neural networks to model transla-

tion patterns.

Early NMT systems were based on Recurrent Neural Networks (RNNs),

which processed sentences sequentially and captured contextual information

over time [55]. However, the development of the Transformer architecture

by Vaswani [51] has become the standard way of addressing this problem.

The transformer architecture introduced attention mechanisms that allowed

models to focus on different parts of the input sentence dynamically, address-

ing many of the weaknesses of RNN-based systems, such as their inability to

model long-range dependencies effectively. This a rapidly became the stan-

dard for NMT and enabled the rapid advancement of machine translation tech-

nologies, setting the foundation for state-of-the-art systems such as OpenAI’s

GPT models and Google’s continued advancements in the field [51, 4].

Current directions in Machine Translation (MT) are spreading into several

areas, including Low-resource NMT, which focuses on developing transla-

tion systems for environments with limited linguistic resources [16]. Another

emerging trend is dealing with informal spelling, such as colloquial expres-

sions, slang, and typographical inconsistencies, which are common in social
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media and casual communication [49, 2]. Additionally, there is growing em-

phasis on deploying NMT in more and more applications, such as document-

level and speech translation [54, 11].

There are many NMT technologies available that do not require building

an entire translation system from scratch, like Google Cloud Translation2 or

Azure AI Translator3. However, these technologies come with two significant

disadvantages: I) they create dependency on the company that owns the tech-

nology, and II) they often compromise data privacy. Relying on another com-

pany’s translation service means your data must be shared, which is typically

unwanted by companies. This project shows a more accessible approach suit-

able for Low-resource environments, such as SMEs, based on the guidelines

and best practices provided by many companies like Databricks4 or Weight

and Biases5.

1.3 Aims and Objectives

This project aims to explore the feasibility and effectiveness of implementing

a LLM-based machine translation system within a small company, therefore

facing the issue of limited resources. The following goals have been consid-

ered in pursuit of enhancing translation efficiency and effectiveness, minimiz-

ing costs, mitigating risks, and ensuring feasibility and scalability.

Exploration of benefits

• Evaluate how our solution helps the company’s needs related to the

translation.

• Assess possible improvements in efficiency, cost and effectiveness com-

pared to company’s traditional methods.
2https://cloud.google.com/translate
3https://azure.microsoft.com/en-us/products/ai-services/ai-translator
4https://www.databricks.com/
5https://wandb.ai/
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Analysis of feasibility

• Explore the computational demands of our approach and how the com-

pany can implement it with its current resources.

Evaluation of Translations

• Measure a set of metrics which tell us how good is performing our so-

lution.

• Assess potential downsides and limitations of our approach.

Develop and implementation

• Create a dataset suitable for model’s training from company’s data.

• Train and evaluate a set of models for automatic translation.

• Fit the models inside a system accessible to the company.

1.4 Document structure

This document is structured into five chapters listed below:

Chapter 1: Introduction The first chapter provides a general overview of

the motivation behind the project, focusing on the challenges SMEs face in

adopting LLM-based approaches, namely for machine translation. It outlines

the research objectives and scope of the project.

Chapter 2: Theoretical Framework This chapter provides the theoretical

foundations of machine translation and Large Language Models (LLMs). It

reviews relevant literature on neural machine translation, the development of

LLMs, and their applications, providing context for the techniques used in this

work.
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Chapter 3: Approach This chapter outlines the methods and techniques

applied to develop the machine translation system for Medhiartis s.r.l. It de-

scribes the dataset preparation, model fine-tuning, system architecture, and

describes the evaluation method along with the used metrics. In addition it

also outlines different considerations taken into account for the chosen mod-

els.

Chapter 4: Results In this chapter, the performance of the trained models

is evaluated through various metrics introduced in the previous chapter. The

effectiveness of the system is assessed, and comparisons with results given by

experts on the field are made to highlight the system’s strengths and areas for

improvement.

Chapter 5: Conclusion The final chapter summarizes the key findings,

discusses the limitations of the study, and suggests potential future improve-

ments.



Chapter 2

Theoretical Framework

2.1 Bayes’ Theorem

Before discussing probabilistic language models, it’s important to provide a

brief introduction to probability theory, particularly Bayes’ Theorem. Bayes’

Theorem is a mathematical rule that allows us to determine the probability of

a cause A given its effect B. This is known as the conditional probability of

A given B, denoted as P (A|B). The theorem is expressed mathematically as:

P (A|B) = P (B|A) · P (A)
P (B)

(2.1)

By inverting the conditional probabilities, we can calculate the likelihood ofA

given B. While Bayes’ Theorem is commonly used in statistics, it also serves

as the foundation for probabilistic language models. These models estimate

the probability of a word occurring in a sentence based on the preceding words

[18].

2.2 The Machine Translation Task

Machine translation is a crucial task within the field of NLP, especially for

reading newspaper articles or gathering information from online sources like
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Wikipedia or government websites in different languages. Thismakes it one of

the most widespread applications of NLP technology [18]. Human language

is incredibly complex, and globalization has heightened the need for accurate

translation. Today, understanding other languages is more important than ever

[21].

Rule-based The history of MT starts with rule-based (RB) systems which

was the dominant approach until a few years ago [36]. RB-MT deals with

translation by means of static rules which determine how to act on each sit-

uation. The main problem of this technique was its exponential growing in

system’s complexity due to the difficulty of developing a set of rules which

covers all the possible vocabulary and syntactic structures that can be done

inside a language. The cost of developing a good rule-based machine trans-

lation system was quite high and it required highly skilled linguistics on the

field to do so [19] [48].

There have been multiple approaches to RBMT through history. Inside these

approaches we can findDirect Translation Systems, which translates directly

by means of rules. An example of this approach is the so called ”Dictionary-

based” translation, which translates word by word like a dictionary [33].

Transfer-based approaches are also an important group inside RBMT. These

approaches analyse the source language to find its grammatical structure and

transform it to a new one which suits better the target language for its subse-

quent translation. [15].

A more representation-dependant approach is the Interlingua Translation,

which directly translates into an abstract language or representation, facilitat-

ing the consequent translation into the target language [1].

Statistical Entering deeper in the current century we can observe the in-

creasing interest in data-driven approaches, namely here we enter the realm
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of statistical machine translation [19]. Statistical MT aims to build a prob-

abilistic language model from the observed data. One fundamental concept

in SMT is the use of n-grams, which are sequences of ’n’ consecutive words

from a text. By analyzing these n-grams, the model computes the probability

of word sequences across the entire vocabulary [29]. For instance, if we have

the bigram (2-gram) ”I like” it is most likely for the next word to be ”pizza”

than ”over”. For the same reason, we expect P (T |S) to be lower for a pair like

P (Mi piace la pizza|I am a musician) and higher for a pair like P (Mi piace la

pizza|I like pizza), where P (T |S) is the probability of a translator generating

T given S [6]. Common approaches to SMT are Phrase-based, by translated

whole blocks learnt from parallel corpora [28], or Syntax-based, using parse

trees to translate syntactic units instead of words or phrases [57]. The two last

mentioned approaches gave birth to a hybrid one called Hierarchical phrase-

based translation by means of synchronous context-free grammars which is

learnt from parallel text with no syntatic notations [7]. There are many issues

related to SMT, one of them is the word alignment problem, which consists

on how to define the correspondence between the words of the source sen-

tence and the words of the target sentence. A famous approach was covered

by Vogel et al. with its HMM-Based Word Alignment model [52].

Neural In 2016, Stanford University developed a Neural MT (NMT) sys-

tem that significantly outperformed all statistical MT (SMT) systems [26, 27].

Compared to n-grammodels, neural languagemodels can process longer word

sequences, generalize more effectively across similar contexts, and achieve

greater accuracy in word prediction [18]. In practice, a NMT and an SMT

perform the same duty, they create a probabilistic language model from the

observed data, the difference relies on the complexity of the internal repre-

sentation created by the system. To build the language model, NMT uses a

neural network which consists of many perceptrons [39], analogous to bio-

logical neurons, and the activation of many of these units represents a word,
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enabling the model to understand complex language structures [19]. At the

beginning, neural language models (NLM) used fixed-length of a feature vec-

tor to represent each word [58], this representation has been enhanced over

time to what we know today as embeddings, which are dense, continuous vec-

tor representations of words or phrases that capture semantic relationships by

positioning similar words close to each other in a vector space.

2.3 Machine Learning Paradigms

To understand how language models are trained, it is important to introduce

the most common machine learning paradigms used for this purpose.

Supervised Learning (SL) In supervised learning, both input and output

data (labels) is provided to the model during training. The labeled data acts as

the ”supervisor,” guiding the model’s learning process [42].

Unsupervised Learning (UL) In contrast, unsupervised learning does not

require labeled data. The model learns patterns or relationships within the data

without explicit guidance from labels. This approach is commonly used for

tasks like clustering and association [42].

Semi-supervised Learning (SSL) Semi-supervised learning combines as-

pects of both supervised and unsupervised learning. In this case, the dataset

contains both labeled and unlabeled data. A typical SSL technique involves

training the model on the labeled data, using it to make predictions on the

unlabeled data, and then retraining on the newly labeled dataset [42].

2.4 Large Language Models

The main problem of supervised data-drive approaches is the necessity of

datasets annotated by humans. It was in the last few years where we discover
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that it was possible to train language models on natural language understand-

ing (NLU) by means of self-supervised learning and then fine-tuning those

models in more downstream tasks [17, 35, 8]. All of this, along with the

introduction of the Transformer architecture by Vaswani [51] allowed for

much bigger language models, what we call today Large Language Models

[59]. When we say Large Language Models we refer to Language Models,

not necessarily based on transformers, possessing ten to hundreds of billions

of parameters that are trained on large amounts of data [30]. The main tasks

used for general NLU are namelyMasked LanguageModeling (MLM) [9] and

Causal Language Modeling (CLM) [37], which are self-supervised learning

techniques. In contrast to the high costs associated with manual annotations

in strong supervised learning, the self-supervised paradigm avoids these ex-

penses. This approach enables the automatic generation of annotations di-

rectly from the data itself [3].

Masked LanguageModeling (MLM) Imagine you have the following sen-

tence:

”The dog is playing with the frisbee”

then you could ”mask” one of the words and train your model on learning the

correct word that should replace the mask:

”The dog is playing <MASK> the frisbee”

clearly, masking sentences is a process that can be easily done in an automatic

way, therefore we could scale this process by taking vasts amounts of text data

contained in the internet and masking the different existent sentences. The

main example using MLM for language modeling is Google’s BERT model

[9].

Causal Language Modeling (CLM) As for MLM, CLM is a task that can

be easily automated. The concept is similar, the final part of a sentence is
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truncated, and the model learns the probability distribution based solely on

the tokens preceding the predicted one. This creates a unidirectional context

window. CLM-based models are particularly well-suited for text generation

tasks. Moreover, they excel as few-shot learners, demonstrating the ability to

make highly accurate predictions with only a small number of labeled samples

[30].

”I am going to study → to the library”

in this case, ”to the library” is the part of the sentence which needs to be gen-

erated by the model. GPT family of models is an example of models trained

using CLM [37].

The key difference between the two tasks lies in the context the model uses

to learn the probability distribution. A model tranied using MLM utilizes all

tokens surrounding the masked token, whereas a model trained using CLM

focuses only on the tokens in the left context, predicting tokens on the right.

When this approach is applied sequentially, it is referred to as autoregres-

sive language modeling. The first approach (MLM) is capable of constructing

more robust and accurate language representations. However, the repetitive

mask-and-predict process makes the model significantly less efficient when

applied to unsupervised tasks [41].

2.5 Language Clustering

Machine translation has to deal with one important problem, it has to handle

a vocabulary in two or more languages. For small systems is fine to have

one model for each language pair, however, this becomes a problem when

scaling up. Imagine you want to develop a model for all the 24 different of-

ficial languages on the E.U. We would need to train CR(24, 2) = 300 differ-

ent models, where CR represents the number of permutations (combinations
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with order). This is clearly unfeasible. Even if we consider using a model

trained on one language pair for bidirectional translation, we would still need

to train C(24, 2) = 276 models, where C represents the number of combina-

tions (without regard to order).

The discovery of Large Language Models lead us to think of a possible

model able to learn all languages in the world, the so called multilingual lan-

guage models [60]. Nevertheless, according to theWorld Atlas of Languages1

(WAL) from UNESCO, there are around 7000 currently spoken different lan-

guages in the world and even discarding the minority languages we would

still be left with roughly 500, which is still unfeasible. A hybrid approach

to this problem was proposed by Tan et al., Language Clustering [44]. The

idea is actually quite simple, languages from the same family might have a

similar internal representation into a neural network, therefore we would be

able to cluster languages from the same family in one model without losing

too much accuracy when translating from one into another [44]. This type of

language clustering is done using ”prior knowledge”, however, we could also

apply clustering algorithms over the language embeddings.

2.6 Low-Resource Languages

Machine Translation typically requires large amounts of parallel data for the

languages being translated, but this is not always possible for many of the

over 7,000 languages spoken worldwide. A significant amount of textual data

remains unlabeled, noisy, or entirely unavailable for certain languages. This

brings us to the concept of Low-Resource Languages (LRLs), which refers to

languages that lack sufficient resources. A language can be considered LRL

either due to the scarcity of resources for the language itself or for specific

domains.
1WAL-UNESCO
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Defining an LRL is challenging [16], as the criteria, such as the number

of native speakers or the availability of datasets, can vary. Moreover, this

definition evolves over time, a language considered low-resource today may

not be in the future [38, 16]. LRLs have become a focus of research in recent

years due to the economic and industrial benefits of automatic translation,

particularly in countries with multiple official languages like India and Spain

[38].

2.7 Metrics for Machine Translation

The evaluation ofMachine Translation task is not trivial, we cannot just rely on

simple automatic metrics, a manual review is necessary in most of the cases.

Even though, these metrics can give us a good starting point or a way of mon-

itoring which models are improving with respect to a baseline.

2.7.1 BLEU

The Bilingual Evaluation Understudy (BLEU) [34] compares a translation to

a gold standard in terms of n-gram precision. Although it relies only on syn-

tactical features, i.e., n-grams occurrence, to evaluate the translation, it is very

powerful due to its ability to use more than one reference as gold standard,

this means, the more translations we have as a reference, the more accurate

will be our metric and the more robust will be to semantic discrepancies like

synonyms or expressions.

2.7.2 ROUGE

The Recall-Oriented Understudy for Gisting Evaluation (ROUGE) [24] is a

set of metrics widely used for evaluating machine translation. These metrics

assess the overlap of n-grams between the machine-generated text and a ref-

erence, with different ROUGE score types focusing on specific aspects of this
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overlap. In this project, we rely on ROUGE-1, ROUGE-2, ROUGE-L, and

ROUGE-LSUM.

ROUGE-N (including ROUGE-1 and ROUGE-2) measures the precision

and recall of overlapping n-grams, with ”N” indicating the length of the n-

grams being compared. ROUGE-L, on the other hand, is not constrained by

a specified n-gram length but instead leverages the Longest Common Subse-

quence (LCS) between the texts. ROUGE-LSUM is a variation of ROUGE-L

that divides the text into sentences, computes the LCS for each sentence, and

then averages these results to produce a score for the entire piece of text.

2.7.3 Embedding Similarity

Text similarity can be approached in various ways, though not all methods

focus on semantic similarity. A common semantic approach involves com-

puting vector representations of the sentences in the same vector space, also

known as embeddings, and then calculating their cosine similarity [53]. The

method used to compute these embeddings can vary, but in the context of ma-

chine translation, it is crucial to employ a model able of embedding texts in

different languages into the same space. An example of such a model would

be a multilingual version of BERT [10].

2.8 Technologies used

This section outlines the set of technologies used in the project. Given the

project’s magnitude, a diverse range of components had to be implemented,

necessitating the use of various technologies. The main goal was to select the

most suitable technology for each component, thus ensuring optimal perfor-

mance and functionality throughout the project.

Python For both the training and evaluation of machine learning models,

we opted to use the Python language, which is very popular for this such type
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of tasks due to its simplicity and the abundance of libraries existing for it.

Google Colaboratory Training the different machine translation engines re-

quires substantial computing power, therefore we had to depend on companies

supplying it. For this project we decided to use Google Colaboratory which is

a hosted Jupyter Notebook service that provides access to computing resources

like GPUs and TPUs.

HuggingFace Training big models like LLMs from scratch is a challenging

task, thus we rely on transfer learning and fine-tuning techniques to achieve

so. Additionally, training and evaluation loops vary a lot depending on design

decisions. The Hugging Face API furnishes us with a multitude of pre-trained

models which are available for fine-tuning, as well as a lot of useful classes

facilitating the training and evaluation of models.

JavaScript For two main purposes, we opted for JavaScript:

• Front-end development

• Web scraping

The ability of the language to work with web elements simplifies the design

of the web application’s front-end and the web scraping part to extract data to

train the models.

React The integration of the React library significantly contributed to achiev-

ing a more streamlined and modular design for the web user interface. React’s

component-based architecture facilitated the development process by allowing

for the creation of reusable UI elements. Additionally, React’s virtual DOM

and efficient rendering mechanism contributed to enhanced performance, this

approach not only simplified the design process but also improved the overall

responsiveness and scalability of the web application.
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Selenium For the web scraping of textual data we employed the Selenium

library. This tool enables us to run headless browsers which navigates through

the websites autonomously looking for the needed information.

Flask The Flask framework for python was the ideal option for the creation

of our API for the machine translation engines. Its simplicity allowed an easy

integration with the rest of the components, allowing us to create a lightweight

API in just a few lines of code.



Chapter 3

Approach

3.1 Problem Description

This project aims to develop a machine translation system based on Large

Language Models (LLMs) without depending on APIs of commercial ones.

When we say ”machine translation system”, we discuss every component that

makes a machine translation application to work inside the company, which

in this case can be summarized as follows:

• Machine Translation engine

• Machine Translation API

• Web application user interface

• Computer-Aided Translation Application Plugin

The whole systems can be seen on figure 3.1.

In the following sections we will cover the approaches applied for the im-

plementation of each component.
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Client UI
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Medhiartis NMT

Translator

Trados

Figure 3.1: MT System Architecture

3.2 Machine Translation Engine

During the development of the engine we followed some of the best practices

and guidelines for Large Language Models Operations (LLMOps), provided

by Weight and Biasis1. The first important decision to take when implement-

ing a system based on LLMs is whether to train amodel from scratch is suitable

for our company2. There are three basic approaches:

1. Use the API of a commercial LLM.

2. Use an existing open-sourced LLM.

3. Pre-train an LLM from scratch.

The company considers the provided data for training the models to be sen-

sitive, which excludes option 1. This leaves us with only options 2 and 3.

However, option 3 demands significant computing resources, substantial fi-

nancial investment, and considerable time to train large models, making it a

challenging approach for small and medium-sized enterprises (SMEs). Given
1https://wandb.ai/
2LLMOps-wandbai
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that the company lacks sufficient data and computing infrastructure, this op-

tion becomes unfeasible. As a result, focusing on the second option becomes

the most practical choice. The open-source community is rapidly expanding,

and as large language models (LLMs) gain popularity, they are increasingly

being optimized and pre-trained by the community, allowing SMEs to lever-

age them for commercial purposes. A diagram of the following pipeline for

the MT Engine development can be seen in figure [3.2].

3.2.1 Model considerations

The choosing of a good pre-trained model is a core part of this approach and

it depends mainly on the amount of data we have and the languages we want

to cover within the same model. As a general rule, for multilingual models

we will use bigger pre-trained transformers. The first models chosen were

the mBART [25] and mT5 [56] where ”m” stands for multilingual. These two

models are pre-trained on the fill-masking for natural language understanding,

hence they have to be trained on the downstream task on the translation task

through the data given to them (fine-tuning). Notice that, due to the huge

number of parameters these models posses, 680M for mBART and 1.2B for

mT5 on its large version [25, 56], the training process becomes significantly

slower.

While data availability is not an issue for languages like Italian, Spanish,

French, or English, it becomes a significant challenge for others. The company

lacks enough data for languages such as Arabic or Chinese, and the situation is

even worse for languages like Czech and Slovene. At this point, it is important

to address a key issue with Low-Resource Languages (LRLs). Since the mod-

els are trained solely on data produced by the company, the limited availability

of data for the mentioned languages arises mainly from the fact that they are

not in high demand by the company’s clients. In this context, these languages

can be said to be low-resource within the company’s domain. This is likely
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due to the geographical focus of the company’s business, which is in Italy and

neighboring countries. While this explains why languages like German have

more resources available than Chinese, it does not apply for languages like

Slovene. Languages such as Slovene and Czech are inherently low-resourced,

meaning they have limited resources and are often not considered in the devel-

opment of language technologies [38]. Machine translation for low-resource

languages is a vast field, with many approaches available to address this chal-

lenge [16]. In this project, we explored two strategies: first, we leveraged the

power of transfer learning by fine-tuning models, namely MarianMT [46, 47]

and SMaLL100 [31, 32], that are already pre-trained for our task in various

languages, and second, we search for additional data sources from the internet.

Opus-MarianMT

The Opus-MarianMT3 is a project conducted by the university of Helsinki

in which they trained the MarianNMT4 by the Microsoft translation team on

the Opus5 (Open Parallel Corpora). They do not only cover many bilingual

language pairs but also cover language clusters [2.5], for example, the model

opus-mt-itc-itc is trained in translating between any pair of italic languages.

While these models cover important language pairs such as Italian-German

and Italian-Arabic, they do not support others, like Italian-Slovene. However,

by stepping back in the linguistic classification, we can use the model for the

relevant language cluster, for instance, the Indo-European cluster for Italian-

Slovene. An example of language clustering inside indo-european languages

can be seen on figure [3.2] (italic languages are marked in mustard color)

A list with all the initials used by Helsinki per each language cluster is

listed on table [3.1], notice individual languages are not listed since they fol-

low the two letter system of ISO 6397

3https://github.com/Helsinki-NLP/Opus-MT
4https://marian-nmt.github.io/
5https://opus.nlpl.eu/
6https://en.wikipedia.org/wiki/File:Indo-European_Language_Family_Branches_in_Eurasia.png
7https://en.wikipedia.org/wiki/List_of_ISO_639_language_codes
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Figure 3.3: Language families inside indoeuropean languages 6

Prefix Full name
ine Indo-european
itc Italic
gmq North Germanic
zle East Slavic

Table 3.1: Language cluster codes

SMaLL-100

The SMaLL-100 model is a multilingual MT model based on the architec-

ture of M2M-100 by Facebook AI [12] and trained on the Tatoeba dataset by

Helsinki-NLP [45]. We rely on this model for those languages that are not

covered by Opus-MarianMT which are Simplified Chinese and Hungarian.

3.2.2 Memory Considerations

Multilingual BART and T5 are models trained on general Natural Language

Understanding (NLU). Hence, they are really big models that can be down-

streamed for many Natural Language tasks. Due to their size, the most con-

venient thing to do is to downstream them to translate into bigger clusters of
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languages like 3 or 4 instead of just a pair.

While an average mT5 model demands 5GB of memory, a MarianMT

model averages 2GB per language pair for three pairs. Thus, employing three

MarianMTmodels would require 6GB of memory, which is comparable to the

memory needs of an mT5. It’s important to note that using separate systems

for each language pair enhances scalability, as updating the weights for only

one language pair eliminates the need to adjust all pairs. On the other hand,

relying on a single system offers the advantage of compactness, making it eas-

ier to manage than handling three separate systems. Additionally, inference

time is generally faster for a smaller system.

3.3 Dataset Creation

When handling a company’s data, it’s essential to recognize that raw data isn’t

directly compatible with a machine learning model. Instead, wemust organize

a comprehensive dataset that consolidates all the raw data from the company.

This data may be unstructured and scattered across different files and formats.

In this case, the company stores translations in TranslationMemory eXchange

(TMX) files, an XML-based format used for managing translation memories8.

However, TMX files contain a significant amount of information that is irrel-

evant for training purposes. Therefore, we extracted the essential translation

units and exported them as a CSV file containing paired translated segments.

3.3.1 From TMX to CSV

First, it is important to define what a Computer-Aided Translation (CAT) ap-

plication is. A CAT tool is a software designed to assist in the translation of

documents by integrating various functionalities. These typically include ter-

minological management, the storage and reuse of previously translated seg-

ments through translation memories, and text alignment for consistency and
8http://xml.coverpages.org/tmxSpec971212.html
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efficiency [13].

All company’s data from translated senteces is contained in translation

memories, which are TMX files generated by SDL Trados Studio, a software

for computer-aided translation (CAT). These TMX files are structured in an

XML format which allows us to extract the translation units specifying the

sentence pair created by the translator. All the extraction from the TMX files

was performed using a Python script specifically designed to extract the XML

tag containing the translation units with the sentence pairs. Sentence pairs are

then exported into CSV files, which will be merged to create our final dataset.

Data size and pre-trained models used for each set can be seen on table [3.2]

Dataset Type Source Lang Target Lang Nº Samples Pre-trained Model
Multilingual Italian, English Italian, English, French, Spanish 520725 mBart-large
Multilingual Italian Danish, Finnish, Swedish 554150 mT5-large
Bilingual Italian Norwegian 79455 opus-mt-ine-ine
Bilingual Danish Italian 266350 opus-mt-tc-big-gmq-itc
Bilingual Swedish Italian 89893 opus-mt-tc-big-gmq-itc
Bilingual German Italian 480841 opus-mt-de-it
Bilingual Italian Dutch 135462 opus-mt-ine-ine
Bilingual Italian German 480841 opus-mt-ine-ine
Bilingual Italian Portuguese 96615 opus-mt-itc-itc
Bilingual Italian Brazilian 32068 opus-mt-itc-itc
Bilingual Italian Russian 156247 opus-mt-tc-big-it-zle
Bilingual Italian Arabic 27871 opus-mt-it-ar
Bilingual Italian Turkish 86490 opus-mt-tc-big-itc-tr
Bilingual Italian Czech 13960 opus-mt-ine-ine
Bilingual Italian Polish 87815 opus-mt-ine-ine
Bilingual Italian Chinese 35082 SMaLL100
Bilingual Italian Romanian 9604 opus-mt-ine-ine
Bilingual Italian Slovene 10380 opus-mt-ine-ine
Bilingual Italian Hungarian 13676 SMaLL100

Table 3.2: Dataset size for each language pair/cluster and pre-trained models
associated to each of them

3.3.2 Web Scraping from EUR-lex

As mentioned earlier, the primary issue with the company’s data lies in the

lack of sufficient data for languages beyond the most commonly spoken ones.

This gap is particularly evident for languages like Ukrainian or Portuguese

for example, necessitating the acquisition of additional data sentences. To

address this challenge, the approach employed involved sourcing documents

from EUR-Lex, an online platform housing official legislative documents of
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the European Union, available in all 24 of its official languages [50]. The

web scraping was performed thanks to Selenium’s API for the Javascript lan-

guage. A small script was developed for the purpose of navigating the plat-

form and automatically extract most of the legislative files contained in all the

languages.

3.3.3 From HTML to CSV

Extraction of datasets from legal documents involves another Natural Lan-

guage Task, Cross-lingual text alignment. Each nationality has its own reg-

ulations for official documents, hence, given two documents in two differ-

ent languages, sentences may not be aligned, making its automatic extraction

much more difficult. To address this problem, we implemented a similarity-

based approach. The method involves analyzing each line of every document

by maintaining a cursor in both. This cursor progresses through both docu-

ments for each sentence pair that exhibits a sufficiently high semantic sim-

ilarity, surpassing a predetermined threshold. If the sentences are not suffi-

ciently similar, we measure the semantic similarity of the current left sentence

with the preceding, current, and subsequent sentences in the right document

[figure 3.4]. The correct right sentence is then determined as the one with the

highest semantic similarity value, provided it meets a second threshold, which

is either lower or equal to the previous one.

Semantic similarity, when applied to sentences, is better referred to as Sen-

tence Similarity. It is computed by bringing both sentences into the same vec-

tor space and then calculating their cosine similarity. To do this, sentences are

first transformed into numerical high-dimensional vectors (embeddings), us-

ing amultilingual transformermodel, which has been pre-trained explicitly for

this purpose. Cosine similarity measures the cosine of the angle between two

vectors, with values ranging from -1 (indicating completely opposite vectors)
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Figure 3.4: Cross-lingual text alignment

to 1 (indicating identical vectors), and 0 meaning the vectors are orthogonal,

or unrelated. Semantic similarity using this approach may vary from one lan-

guage to another, yet, since we are comparing the metric for the same pair

of languages all the time this won’t be a huge issue. The resulting data was

augmented by 7M sentences for each language, which was reduced to 2.5M

sentences after removing those ones composed by less than 4 words. When

compared to the approximately 100k sentences available for Portuguese, it’s

evident that the dataset underwent a significant expansion, well surpassing our

initial expectations for data enrichment.

3.4 Metrics

After fine-tuning our models, we needed to evaluate their performance. This

evaluation was conducted with the assistance of expert translators. However,

since manual review is a time-consuming process, we decided to eliminate
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the poorest-performing models using automatic metrics before submitting the

results to the experts.

3.4.1 Automatic Evaluation

We used automatic metrics such as BLEU, ROUGE-1, ROUGE-2, ROUGE-

L, ROUGE-LSUM, and text similarity based on embeddings. It is important to

note that we only have one reference sentence for each generated translation,

which limits the full potential of the BLEU score. Nevertheless, BLEU, along

with the other metrics, provides us with a valuable indication of the model’s

performance.

For the embedding-based Text Similarity, we used the distilbert-base-mul-

tilingual-cased[40] model. This model covers all the languages we are evalu-

ating and can embed all the sentences into the same vector space, allowing us

to compute an appropriate cosine similarity.

3.4.2 Manual Evaluation

Manual evaluation is conducted by reliable freelance translators, who regu-

larly collaborate with the company and have a deep understanding of the com-

pany’s translation needs. They are provided with a set of 50 samples drawn

from the test set results. Each sample is manually graded on a scale from 1 to

10, assigned a label of either ’Acceptable’ or ’Not Acceptable,’ and annotated

with possible errors identified in the model’s output. An example of these

evaluation sheets can be seen in Figure 3.5 (Notice they are not real samples

from the dataset).

3.5 Machine Translation API

Once ourmodels are prepared for deployment, the next step involves establish-

ing a mechanism for interaction, which is facilitated through the development
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Figure 3.5: Sample sheet given to experts for manual evaluation

of an Application Programming Interface (API). The API is designed to accept

three inputs: a string representing the sentence, the source language code, and

the target language code. Utilizing these inputs, the API determines the ap-

propriate model to perform the translation and loads it from the model storage.

The sentence is then processed by the selected model to infer its translation.

Finally, the API returns the translated string as its output.

3.6 Machine Translation User Interface

A web user interface was developed so to allow translators (and every other

member of the company) to use the MT engine in a comfortable web applica-

tion [figure 3.6]. The designed is highly inspired on similar apps like google

translator9 and DeepL10. The layout was designed by the IT branch of the com-

pany, Medhit, and implemented by me using Javascript and React Native.

3.7 CAT Application Plugin

To leverage the power of our machine translation system, the company re-

quested the development of an MT plugin for a CAT application. While not a

core component of the system itself, this plugin demonstrates its performance

in a real-world scenario.
9https://translate.google.es/
10https://www.deepl.com/
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Figure 3.6: MT User Interface

The objective of an MT plugin is to boost the efficiency of translators,

allowing them to perform the same job in significantly less time. The plu-

gin achieves this by automatically selecting the appropriate MT model for the

given language pair and suggesting a possible translation for the current seg-

ment. The translator then has the option to accept or modify the system’s

suggestion, retaining full control over the final output.

Due to technological constraints, the plugin was originally developed for

a different CAT tool than the one used by the company. Specifically, it was

created for OmegaT11, a free software for computer-aided translation. The

development was based on the OmegaT plugin for custom MT engines12 ini-

tially designed by Atlas Studios13. Since the plugin’s code is available under

the GPL license, it was adapted to meet the specific needs of our company.

The plugin works as follows: it is configured via a panel located in the

machine translation settings tab (see figure 3.7). Configuration involves en-

tering the credentials of the company user, the server URL where the API is

hosted, and the relevant engine prefixes or Book code. For instance, if trans-

lating from German (Germany) to Italian (Italy), the configuration would use

the format de_DE;it_IT, as illustrated in figure 3.7.
11https://omegat.org/
12https://github.com/atlas-studios/omegat-plugin
13http://atlas-studios.com/



3.7 CAT Application Plugin 30

Figure 3.7: Configuration panel for the custom MT engine
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Results

4.1 Automatic evaluation

After properly fine-tuning the models, we evaluated the metrics defined in

the previous chapter on the test set. The fine-tuning was performed on the

dataset with no enrichment (Table 3.2). Results are displayed in Table 4.1.

Note that it > [da,fi,sv] and [it,en] > [en,es,fr] represent multilingual datasets,

so the results are grouped by model performance on each dataset, rather than

by individual language pairs. This means that, although the pre-trained model

remains the same in some rows, each row still represents a different fine-tuned

model. Key points to highlight from the results are:

mBart-large the main model, mBart-large, reaches a text similarity of 0.87,

a really nice result. However, for proper translations we need to avoid being

under the 0.90.

Nordic model The results from the model trained for translating Italian into

Nordic languages, namely Italian to Danish, Finnish, and Swedish, indicate

some challenges. These issues can likely be attributed to two main factors:

1. The model’s size is too large compared to the amount of data available

for fine-tuning it, whichmay interfere with its ability to effectively learn
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translation patterns.

2. Finnish belongs to the Uralic language family, which is distinct from

the Indo-European family to which Italian, Swedish, and Danish be-

long. Translations among languages within the same family tend to be

more straightforward. In contrast, translating to Finnish, which requires

learning entirely different linguistic patterns, demands more data. This

variance likely contributes to the poorer results for Finnish, negatively

impacting the overall performance.

Effectiveness of MarianMT The Text Similarity column reveals that most

MarianMT models perform exceptionally well, with the majority achieving

scores above 0.93. This indicates that these models are capable of generat-

ing translations that closely match the meaning of the original text. How-

ever, there are some intriguing points we should underscore. For instance, the

Chinese language achieves a respectable text similarity score of 0.87, despite

poor performance on BLEU and ROUGE metrics. This discrepancy may be

attributed to the isolating nature of Chinese [23], where each morpheme func-

tions as an independent word, allowing for sentences with similar meanings

to be constructed from entirely different words or characters. A similar phe-

nomenon is observed in languages like Russian and Arabic, likely due to their

highly fusional nature [5]. To be more precise, BLEU and ROUGE are heav-

ily influenced by syntactical variations in word formation, which is why Text

Similarity provides a more accurate assessment of a model’s performance.

Actually, we can notice that the number of samples for each language pair is

directly proportional to the Text Similarity score.

Results on SMaLL100 The results on the last bilingual model, while not

on par with MarianMT, are nonetheless significant. The model achieves a

score of 0.87 on Chinese and 0.65 on Hungarian, respectable results consider-

ing the limited data available for fine-tuning. We can underscore that, unlike
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Languages Pre-trained Model BLEU ROUGE-1 ROUGE-2 ROUGE-L ROUGE-LSUM Text Similarity
[it, en] >[en, es, fr] mBart-large 43.98 0.57 0.43 0.56 0.56 0.87
it >[da, fi, sv] mT5-large 22.56 0.54 0.37 0.52 0.52 0.44
it >nb opus-mt-ine-ine 54.08 0.74 0.58 0.72 0.72 0.98
da >it opus-mt-tc-big-gmq-itc 83.47 0.91 0.86 0.90 0.90 1.00
sv >it opus-mt-tc-big-gmq-itc 61.82 0.79 0.67 0.78 0.78 1.00
de >it opus-mt-de-it 45.62 0.68 0.50 0.66 0.66 0.94
it >de opus-mt-it-de 49.54 0.67 0.48 0.64 0.64 0.93
it >nl opus-mt-ine-ine 43.66 0.70 0.50 0.66 0.66 1.00
it >pt opus-mt-itc-itc 58.75 0.79 0.66 0.78 0.78 0.99
it >pb opus-mt-itc-itc 61.20 0.81 0.69 0.80 0.80 0.94
it >ru opus-mt-tc-big-it-zle 42.49 0.29 0.16 0.29 0.29 0.74
it >ar opus-mt-it-ar 28.10 0.25 0.13 0.25 0.25 0.62
it >tr opus-mt-tc-big-itc-tr 66.11 0.82 0.73 0.80 0.80 0.99
it >cs opus-mt-ine-ine 18.72 0.49 0.29 0.47 0.47 0.85
it >pl opus-mt-ine-ine 38.73 0.65 0.47 0.63 0.63 1.00
it >zh SMaLL100 25.28 0.36 0.14 0.35 0.35 0.87
it >ro opus-mt-ine-ine 35.17 0.63 0.44 0.62 0.61 1.00
it >sl opus-mt-ine-ine 29.75 0.53 0.32 0.51 0.51 0.89
it >hu SMaLL100 28.32 0.62 0.42 0.57 0.57 0.65

Table 4.1: Results of the models on the test set

MarianMT, SMaLL100-based models require more data to reach a similar

performance to those based on MarianMT.

4.2 Manual evaluation

The evaluation provided by translation experts closely aligns with the results

shown in Table [4.1]. Their feedback was essential in verifying which mod-

els performed as expected. For instance, although the mBart-large model

achieved a text similarity score of 0.87, experts pointed out its difficulty in

handling accents and special characters, which is critical for technical docu-

mentation.

The evaluation was not conducted for every language but was limited to

those where the translator was closely associated with the company. These

languages included Spanish, English, Italian, French, Swedish, Danish, Nor-

wegian, Finnish, and Russian. A subset of 50 samples from each language

pair dataset was used for the evaluation. For instance, the subset provided to

experts for the Italian-to-Russian (it>ru) language pair contained 50 transla-

tions from Italian to Russian. In contrast, for the Nordic languages, Danish,

Finnish, and Swedish, 50 samples were randomly selected from the test set

and translated into their respective target languages. As a result, the outcomes
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Language Pair Avg. Grading Pre-trained model
it >es 8.83 mBart-large
it >fr 7.84 mBart-large
it >en 8.41 mBart-large
it >da 4.16 mT5-large
it >fi 0.00 mT5-large
it >sv 2.70 mT5-large
it >nb 9.63 opus-mt-ine-ine
it >ru 9.27 opus-mt-tc-big-it-zle

Table 4.2: Average grading given by the experts for each language pair

in Table 4.2 are organized by language pair and not by dataset as in Table 4.1,

with each row representing the averaged feedback from a translator.

The experts’ feedback supports our hypothesis regarding the mT5-large

model’s performance with the Finnish language. While the average score for

Swedish and Danish hovers around 4, the average rating for Finnish is signif-

icantly lower at 0. Moreover, the results from Marian-based models show a

similar trend to those produced by the automatic evaluation.
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Conclusion

This report presents a more accessible approach to implementing a Machine

Translation (MT) system based on Large Language Models (LLMs), specifi-

cally tailored for small and medium-sized enterprises (SMEs). By adhering to

guidelines from leading AI companies with deep expertise in LLM develop-

ment, we successfully designed and implemented the system, demonstrating

its effectiveness and versatility in a real-world scenario.

The results confirm that it is feasible to develop a robust, state-of-the-

art LLM-based MT system without relying on external services provided by

larger companies. This autonomy has significant implications for the industry,

as it empowers SMEs to be more competitive while potentially reducing the

technological gap between them and larger corporations.

5.1 Limitations

Several limitations became evident throughout the development process. One

of the most significant challenges was the lack of access to our own GPUs,

which made model training more expensive, as we had to rely on third-party

services such as Google Colab. This increased the overall cost of experi-

ments and limited the scalability of our efforts. Another notable limitation

was the system’s performance on low-resource languages, such as Slovene
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and Hungarian, which demonstrated lower accuracy compared to more com-

monly tackled languages within the company. This highlighted the system’s

difficulty in handling languages with limited available data.

Scaling multilingual models, such as mBart and mT5, also presented chal-

lenges. Unlike single-language models, where updates can be isolated to spe-

cific language pairs, multilingual models require updating all weights simul-

taneously, increasing complexity and time demands. Additionally, the need to

self-host the models further added to resource requirements. Reproducibility,

a critical challenge in large language model development, also demands sub-

stantial time and effort to ensure consistent results, and when combined with

the slower time-to-market, these factors limit the system’s practical applica-

tion and competitiveness.

5.2 Future work

While this work demonstrated the potential of LLMs for Machine Transla-

tion systems in SMEs, there are many opportunities for further improvement.

Optimizing hardware resources is a key area for future work. Exploring al-

ternatives such as cloud-based GPU rental services or investing in dedicated

in-house hardware could significantly reduce costs and remove hardware re-

strictions, enhancing scalability.

Improving support for low-resource languages is another priority for fu-

ture research. Expanding the system to cover additional languages requires

solutions for these low-resource contexts. Techniques like data augmentation

or the use of pivot languages for translation [20] could be explored to ad-

dress this issue. These strategies, along with continued refinements to model

scalability, efficiency, and reproducibility, will be crucial for advancing the

application of LLM-based systems in SMEs.
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