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Introduction

Artificial intelligence has been one of the principal aims of scientific research in the last
years. Its target is to emulate in some way human intelligence, broadening the horizons
to tasks that until ’50s nobody thought could be performed by a machine.

One of the principal fields of this research is given by neural networks, which are sys-
tems that have the aim of independently elaborate the correct response over a stimulus
never encountered before. This thesis will take into consideration this type of systems,
in particular a neural network called perceptron, which has the task of recognizing and
cataloguing external stimuli. The perceptron is built of single building blocks connected
to each other, and each of these units corresponds to an artificial neuron. The first the-
orization of it was given by F. Rosenblatt (1958, [17] and [18]), with some assumptions
made on each neuron unit. Each artificial neuron takes some inputs and gives as output
a binary response. In addition, weights are associated to every input channel since it is
supposed that in biological systems there are information channels of different impor-
tance which have to contribute more or less in the calculus of the response.

In classical perceptrons input channels are physical wires, and a weight is associated
to each of them. This feature is different for what concerns quantum artificial neuron
models. In fact, while in classical circuits information is brought through physical wires
which transport classical bits (characterized by a binary value), quantum wires transport
qubits, which, since they can transport also superposition of states (as discussed in this
thesis), through the same number of channels can bring more information. In quantum
artificial neurons a weight is associated not to each quantum channel, but to every ba-
sis state of the Hilbert space generated by the qubits involved in the circuit as input
channels. Therefore if the qubits are n, the total number of equivalent input wires is
given by 2". It is clear there is an exponential advantage in the quantity of information
processed.

In fact, trying to implement a plausible quantum artificial neuron has been object of
research in the last years, even if for what concerns quantum computers there are still
many technological limits. This research is being deeply investigated because, as ex-
plained before, there are some tasks for which the quantity of information that can be
simultaneously processed in a quantum computer is exponentially greater, or the pro-
cessing time is exponentially smaller. This does not mean it is always convenient to



replace classical computer with quantum ones, but there are some suggestions that us-
ing quantum computer for artificial intelligence could get us closer to the functioning of
biological networks.

This has inspired the principal aim of this thesis, which is to try to simulate the func-
tioning of a quantum perceptron. It has been tested through the realization of a learning
procedure. This consists in teaching to the network to correctly recognize a pattern, in
order to finally obtain a machine that is able to recognize an image. This procedure is
fundamental in neural networks since it permits to the system, once it has been per-
formed, to correctly recognize also patterns not encountered during learning. To this
aim, this thesis will at first go through the explanation of some perceptron models in the
first two chapters, and gives also in the Appendix some fundamental notions of quan-
tum mechanics and quantum computing necessary for this treatment. In fact, the first
chapter tries to explain how classical artificial neural networks have been thought and
developed until now, in order to arrive to the theory of implementation of a perceptron
and give some examples. Then, in the second chapter the classical perceptron model
described by Minsky and Papert is taken (1969, [11]) and the treatment of the article
[21] is followed to implement a perceptron of the same logic on a quantum circuit. This
model of a quantum perceptron is finally used in the third chapter and realized through
a software development kit called Qiskit, provided by IBM Research. Here the steps
followed for the implementation of the learning procedure will be explained and the re-
sults obtained will be analyzed. The process in which the machine is trained in this
discussion is realized with a classical algorithm, and the quantum circuits have been run
on a classical simulator, which behaves as an ideal quantum computer.



Chapter 1

Classical models

In this chapter at first it will be given an introduction of our knowledge about how
biological neurons work (for more details see [15] and [23]). Consequently, the two
principal artificial classical models for reproducing neural systems (neural networks) will
be taken into consideration: in chronological order of implementation the McCulloch
and Pitts model and the Rosenblatt classical perceptron. The former is more linear and
simple, bit it will be seen it can reproduce almost all interesting dynamics of this type
of systems; the latter is thought to get closer to the real functioning of our brain, even
if it is built on hypothetical assumptions.

1.1 Biological model

Nervous systems are composed of single building blocks connected with each other. Neu-
rons receive a signal through branches called dendrides, which are directly connected to
other cells through synapses, and give back a response through the axon, at most one
per neuron. The part of the cell that elaborates the information received and so gives
the output to the axon is the body cell. These four elements are the base components
needed for a modelling of a neuron, which is shown in Figure 1.1.

It is assumed that neurons communicate with each other by electrical impulses, with the
connections controlled by biochemical processes through synapses. The totality of the
cell bodies, together with their reciprocal interconnections, constitutes a neural network.
The input for it is given by sensory receptors, which can take signals both from the body
or from sense organs. After the processing given to the input by the neural network,
the stimuli are passed to effectors, which control the organism and its actions. The
body and its actions are continuously controlled via feedback connection to the neural
network, implementing a sort of a closed loop control system.

The neuron fires if all the inputs collected in a certain interval (about 0.25 ms) together
make the potential of the cell body reach a threshold level. If the threshold of potential
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Figure 1.1: Schematization of a neuron ([3])

is reached, the condition for firing is respected and the neuron generates a pulse response
(which is called action potential, Figure 1.2) that is sent to the axon. The two possible
output states correspond to the neuron firing or not firing and this means the output
is a binary signal. Since the input channels to neurons (dendrides) are connected by
the appropriate links given by synapses to outputs of other neurons (axons), also inputs
are binary signals. Therefore the activity of any cell can be represented by a boolean
function f. In fact, if the number of dendrides of a neuron is n, the firing case denoted
by 1 and the non-firing case by 0, the body cell acts as f : {0,1}®" — {0,1}, which is
the definition of a boolean function of n variables.
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Figure 1.2: Action potential of a neuron ([8])

Input impulses can be excitatory or inhibitory. The first ones contributes positively to
the activity of the neuron, inhibition instead is the prevention or termination of the ac-
tivity of a group of neurons due to the antecedent or simultaneous one of a second group.
Now the hypothesis is that there exist some synapses whose impulses inhibit the neuron,



which is instead stimulated by impulses through other synapses. In addition, some con-
nections could be stronger than others and contribute more to the activity of the neuron.
In artificial models this difference between synapses is modelled by associating to each
input channel a real variable w, which is the weight with which the respective electrical
signal is received by the neuron.

It has not been demonstrated yet if inhibitory signals are absolute or relative. While in
the latter case a positive weight needs to be associated to the excitatory input channels
and a negative one to the inhibitory ones, in the former if at least one of the inhibitory
channels is active the neuron can’t fire.

As said before, the neuron fires if the impulses collected in a certain period of time make
the potential reach a threshold: this can be modeled by synchronous digital computation,
simulating discrete time dividing it in intervals. Indeed, after an activation, the neuron
can’t be excited for a period called refractory period, which begins with the reaching of
the threshold and ends when the neuron returns back to the resting state. In this this
time the neuron is not able to receive signals in input. If we divide the time scale in
intervals equal to this refractory period we can outline what happens assigning at the
instant k+1 the firing of the neuron due to the input received at the instant &, and so on.
Time units for modeling biological neurons can be taken of the order of a millisecond.
There are two aspects of biological neural networks that needs to be implemented in an
artificial model. The former is that the antecedent activities of a region of the network
could temporarily condition the response to a subsequent stimulation on the same part
of the net. The latter concerns learning, which is a permanent change in the logic of
the neural system, which means a change of the response due to a precise stimulation.
Building an artificial network has not the claim to be an explanation of how biological
neural systems work, but the aim is to try to reproduce their behaviour. Temporary
storage is in fictitious models obtained by circular paths, with recursive functions in
which output channels of a neuron are connected back to the input of the same neuron
(an idea of this is explained in Section 1.2, for finite state machines). Long term memory
and learning process are instead obtained by a change in the association of weights to
input channels.

1.2 McCulloch and Pitts model

One of the first neuron models was proposed by McCulloch and Pitts in 1943 [9]. A
McCulloch-Pitts unit takes n excitatory inputs x1, xs,..., x,,, and m inhibitory ones 1,
Y2,---, Ym. Lhe following hypothesis are taken:

- output and inputs of neurons are binary signals, by convention z;,y; € {0, 1};

- a certain number of synapses must be excited in a certain fixed interval of time in
order to excite a neuron, independently on the previous activity of any part of the



net;

- the only significant delay is synaptic delay, which means that approximately no
time is taken for the computation;

- inhibition is absolute;
- no weights are assigned to input channels;

- the structure of the net (connections and functions computed by neural units) does
not change with time.

Since inhibition is absolute, if at least one of y; is activated, the output is 0. Otherwise
the sum x = 1 + 29 + ... + z,, is computed and if x; > 0, which is the threshold value,
the computation gives 1, if x < 6 it returns 0.

Proposition 1.1 Any finite boolean function can be realized by McCulloch-Pitts neural
networks.

It is possible to show that any boolean function can be written using the set of gates
constituted by AND, OR and NOT, and that there are gates, such as NAND and NOR,
which by themselves perform the same task. To justify Proposition 1.1, in Figure 1.3,
1.4, 1.5 it will be shown that McCulloch-Pitts units are sufficient to build the set of gates
AND, OR and NOT [15].

Proposition 1.2 Network built with McCulloch-Pitts units (with absolute inhibition)
are equivalent to networks with relative inhibition.

Proof. ([15]) It is easy to see how to implement absolute inhibition with relative inhibitory
channels. Take a unit with n excitatory channels, a threshold 6 , an integer m > 6 which
is the nearest integer to . To build an absolute inhibition it’s sufficient to divide the
desired input signal in n —m+1 wires and connect them to the unit as relative inhibitory
channels. In this way if the input is equal to one the neuron will never fire, since in case
all excitatory signals are taken equal to 1, one hasn — (n—m+1)=m —1< 6.

On the contrary to obtain a unit with threshold 6 and relative inhibition with units that
have only one absolute inhibitory channel, build the following system. At first take a
unit with threshold 0, n excitatory channels and one absolute inhibitory one. Then take
a second unit without inhibitory channels with threshold # + 1. Finally use an OR gate
that takes as inputs the outputs of the two previous units. A positive signal in output
has to be obtained in two cases. The former coincides with the sum of excitatory inputs
greater or equal than € 4+ 1 with the inhibitory channel activated, the latter with the
sum greater or equal than 6 with the inhibitory channel turned off. Using OR gate the



Figure 1.3: AND gate: for x1 = 1 and x9 = 1, then z; + x5 > 6 = 2 and the output
signal is equal to 1. In the cases in which at least one between x; and x5 is equal to 0,
the threshold is not reached and the output is 0.
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Figure 1.4: OR gate: to reach the threshold 1 it is sufficient that at least one between
21 and x5 is equal to 1. The only case in which the output is 0 is given by z; = 0 and

To = 0.
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Figure 1.5: NOT gate: the black dot in the input channel denotes an absolute inhibitory
channel. For this reason if x1 = 1 the output that occurs is 0, while if z; = 0 the
threshold 6 = 0 is reached and the unit returns 1.

system returns back a positive signal for both the desired cases.

For what concerns long term and temporary memory, only one of them can be realized
using McCulloch-Pitts units. Long term memory can’t be implemented since in this
model there are no weights assigned to input channels; while temporary memory can be
obtained organizing connections in the right way, building recurrent networks. This is
true even if one of the hypothesis taken is that the action of a neuron singularly does
not depend on the previous activity of any part of the net. To see what this means, take
the example of finite automata. Finite automata are systems which have a finite number
of input and output channels and a finite number of internal states. The system turns
from one internal state to another and gives back a response (through the output) also
taking trace of precedent activity. The simplest one is the binary scaler (Figure 1.6). It
is possible to analyze the behaviour of the machine consequently to the receiving of an
input. The important feature to notice is that the output depends both from the input
and the precedent state of the automata. The response to the input received at time ¢
is produced at time t + 1, and the transition ¢t — ¢ + 1 constitutes an iteration. If one
assumes the initial state ¢t = 0 to be z = 0, y = 0, the following loop, where arrows
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Figure 1.6: Binary scaler ([10]). Each unit takes as inputs an external channel (denoted
as In) and the two outputs of the same units. The white dot denote it is an absolute
inhibitory channel, while the values 1 and 2 are the two thresholds.

denote an iteration, is obtained if the input is kept equal to 1:
x 0—-1—=1—=0 (1.1)

Y 0—-0—1—=0 (1.2)

Notice that the state x = 0, y = 1 never occurs, in fact if the unit with threshold 2
is activated, it means also the one with threshold 1 has to, since they have the same
inputs. If instead the input is equal to 0, beginning from all the three possible states,
the following values are obtained.

x 1—=0 1—1 0—0 (1.3)

Yy 1—0 0—0 0—0 (1.4)

It is evident that the machine gives 0 as result if input channel is off, while it can give
both 0 and 1 if the channel is on depending on the previous state of the system.

A network with these properties is clearly a finite state machine, but on the contrary,
one can show also that given a finite state machine, a network of McCulloch-Pitts units
that reproduces it can be built.

Proposition 1.3 Fvery finite state machine can be simulated by networks of McCulloch-
Pitts units.

Proof. Details can be found in [10],[15]; the scheme of the proof is shown in Figure 1.7.
C;; fires at time ¢ 4+ 1 when it receives positive signals from S; and is in the state @Q;
at time t. To each unit two output channels are attached: the first is connected to
Q(t+1) = G(S(t),Q(t)) and the second to R(t + 1) = F(S(t),Q(t)) in the respective
connection boxes.

Suppose that at ¢ = 0 .5; is given as input and the system is initialized in the state Q);.
Then the procedure ensures only one fiber per iteration is activated. In this way every
possible finite state machine can be realized.
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Figure 1.7: Generic scheme of a finite-state machine ([10]). Let’s call the machine M,
the m input channels Sy, ..., .S,,, the output ones Ry, ..., R, and the states of the machine
Q1, ..., Q. In total the units are m - [, they are labeled by Cj; and the threshold is set to
2. The functions G(S(t), Q(t)) = Q(t + 1) and F(S(t),Q(t)) = R(t + 1) are respectively
the function that indicates the state of the machine at each iteration depending on the
input and on the previous state and the function that associates the desired output to
the same arguments.

1.3 The classical perceptron

The need of implementing a learning process leads to another model of neurons, the clas-
sical perceptron, which was implemented by F. Rosenblatt in 1958 ([17] and [18]). He
was convinced that noise and randomness present in nervous systems were not inconve-
nient factors due to the approximated structure of the artificial model, but are inherent
in the brain. If it’s true of course the network can no longer be realized through boolean
functions and it would rather be better to implement a model founded on probability
theory, which will be adapted over the time under external stimuli. The assumptions
made are the following:

- the connections of the nervous system are randomly chosen at birth, differ from
one organism to another and are only subject to some genetic constraints;

- weights are associated to each channel and this allows the response to the same
stimulus to change in time. The topology of the system instead, which consists in
the connections between units, remains unaffected;
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- after an exposure to a large number of similar stimuli the system will reinforce
connections that have been in an active state for a long interval (increasing the
absolute value of weights). This ensures common features that characterize similar
inputs gain importance. In case for similar inputs the system gives a dissimilar
answer, which means the system gives a wrong response, an external control can
impose a deactivation of channels that lead to this result, weakening the respective
connections. This process takes the name of learning procedure and has the aim
to strengthen signals associated to the right answer.

The model taken into consideration below and drawn in Figure 1.8 tries to represent a
photoperceptron, the type of neuron responding to visual stimuli. The visual stimuli that
have to be identified as equal should correspond to the same output of the perceptron.
The photoperceptron works as follows:

(RANDOM
(LOCALISED (RANDOM CONNECTIONS)
CONNECTIONS) CONNECTIONS)

~

RESPONSES

Figure 1.8: Photoperceptron scheme([18])

- Stimuli arrive on a retina of sensory units (S-points), which are assumed to have a
binary response.

- Impulses are transmitted to an association area (Aj) through localized and deter-
ministic connections. The idea is that each of these cells should analyze different
small areas of the retina. Each A;-unit is similar to McCulloch-Pitts units, with
the difference that there is no absolute inhibition and that to every input channel
there is associated a real weight. The S-points connected with a certain Aj-unit
are called origin points of the unit. The cell fires if the threshold is reached and
gives as output a binary signal.

- The connection between the projection(A;) and the association area (Aj;) are
random and the units of A;; act the same as the ones of A;. Both A;; and A;-
units have only one output channel. To the binary output of A;;-units there is
associated a variable v, which can be any measurable characteristic of the output
pulse, and is important for the memory of the system since it determines the change
of weights of the respective channels. In fact, the change of weights, therefore the
learning procedure, involves only channels that connect A;; with R-units, the ones
which gives the final output.
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- R-units take randomly chosen inputs in the A;; set and can be of two types: they
can be activated when the mean value of input signals reaches the threshold 6y or
when the net value does. Since a stochastic procedure is used, usually the first is
convenient because it is less affected by stochastic deviations. A-units transmitting
signals to a certain response are called the source-set for that response.

- The connections between Aj; and R-units are both forward and feedbacks. The
feedbacks can be excitatory connections to the source-set cells or inhibitory feed-
back to the complement of the source-set. The latter is assumed because it leads
to a more easily analyzing system. The responses in this type of networks are
mutually exclusive. If the signals arriving to a specific response is more frequent
or stronger than that one directed to the other R-units, it will tend to inhibit the
alternative responses before their eventual activation.

Each R-unit can then be an input for another perceptron.

1.3.1 Mathematical analysis of the perceptron

A photoperceptron without the projection area is taken into consideration, in which the
stimuli go directly from the sensory units to the association area (A;-units). To analyze
the perceptron it is convenient to divide the activity of the neuron in two steps. The
first is the predominant phase, in which A-units response is obtained but the R-units
are inactive, and the the second is the postdominant phase, in which one of the possible
R-unit is activated. The former has the aim to catalogue different input patterns and to
reduce their complexity losing as little information as possible, the latter has the aim to
evaluate together all these computed parts to give the final response.

For what concerns the predominant phase, the perceptrons are assumed to have a fixed

threshold 6, x excitatory connections and y inhibitory connections; two variables are
defined:

- P,, the fraction of A-units activated by a certain given stimulus S;, which is for a
large retina equal to the probability that a given A-unit is activated by Si;

- P., the probability that an A-unit which responds to a certain stimulus S; will
respond also to another given stimulus Ss.

To have an efficient associative system both P. and P, have to be minimized and in
addition P, should have a constant value over stimuli that involve the activation of a
different number of S-units.

From probability theory one can see that, assuming .57 is a random stimulus, P, is given
by:

z min(y,e—0)

P.(S1) =) Z P(e,i) (1.5)
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where Ple.i) = (i) Re(1 — Ry)*—* (?ZJ) Ri(1— RV~ (1.6)

R, = fraction of S-points activated by Sy

x= number of total excitatory channels of the chosen A-unit

e = number of excitatory components received by the chosen A-unit from the stimulus
S

y= number of total inhibitory channels of the chosen A-unit

7 = number of inhibitory components received by the A-unit from the stimulus.

P(e, 1) is the probability that, given a precise number of inhibitory and excitatory signals
in input, the threshold is reached; in Eq. (1.6) it is calculated by multiplying the proba-
bilities of every channel to be activated or not with the number of possible permutations.
In Eq. (1.5) instead, all the cases of P(e, ) different from zero are summed.

Furthermore, for the definition of conditional probability, which is the probability of an
event given that another has already occurred:

Pa(SIJ SQ)
PCL(SI)
where P,(S1,52) is the probability that a A-unit is simultaneously activated by two

inputs S; and S5. Therefore, if one assumes that the two stimuli have the same number
of activated S-points, which implies P,(S;) = P,(S2) = P, and R; = Ry = R, one gets

P = (1.7)

z min(y,e—0) e i z—e y—i

Z > ZZZZPG@ (1.8)

=0 1o=01,=0 ge=0 gi=
with
~le+1li+ge—9 >0

where

P(e,i) :(”Z) Re(1— Ry (?Z) Ri(1— RV~ (f) Lle(1— L)~ (;) Lh(1— L)yt

(7, Jera—cyen (Y ema -y
(1.9)

where

S|
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n = total number of S-points

r = number of activated S-points by S7 or S

[ = total number of points activated by S; but not by S,

g = total number of new points activated by S, but not by 5;

l. = number of excitatory connections lost substituting S; with S,
l; = number of inhibitory connections lost substituting S; with S,
ge = the number of excitatory connections gained

g; = the number of inhibitory connections gained.

{a) vARIATION WITH & (bl EFFECT OF VARYING e} EFFECT OF VARYING TOTAL

FOR X = 10. g=0 J:':,n 2ATIO, FOR & = | HUMBER OF CONHECTIONS

&= y., 8=1)

PROPOATION OF .5 -UNITS ACTIVE
2
(&) €

Figure 7 G‘r A% FUNCTION OF RETINAL AREA ILLUMINATED, FOR BINOM|AL MODEL

Figure 1.9: P, as a function of illumination of the retina([16]), depending on the number
of inhibitory and excitatory channels and on the threshold.

Analyzing the trend of P, (Figure 1.9), it is possible to see that its value can be reduced
by increasing the threshold @ of the A-units or by increasing the proportion of inhibitory
connections. Furthermore, to reduce the variation in P, for different stimuli, one can
show this variation can be minimized for an equal number of inhibitory and excitatory
input channels, as shown in Figure 1.9(c). If instead one analyzes P., the same trend
depending on # and on the number of inhibitory and excitatory channels is found. In

14



addition, one obtains that the overlap increases for large stimuli (with more S-units
activated) and reduces for smaller ones. It is possible to obtain an optimal value of the
threshold 6 minimizing P..

Taking into account also the postdominant phase, the one involved in learning procedure,
denote as Ag r the set of A-units activated by the stimulus S and and which transmit
to the response unit R. The sets of A-units which responds to both stimuli are denoted
as As, s,.r- Since A-units have at most one output, they are connected only with one
R-unit.

Consider two unrelated stimuli chosen at random, each of which activates the 50% of
S-units, then assume R-units are two, denoted by R; and R,. With these assumptions
one obtains the following proportions of A-units activated:

As, R, 0.25
As, R, 0.25
As, r, 0.25
As, R, 0.25

As s 0.125
As, s,m,  0.125

Take into consideration P, probability defined for the predominant phase and define
the analog P.. for the postdominant phase. Therefore the fraction of units which trans-
mit to Ry being activated by the stimulus S; that are activated also by the stimulus Sy
is

A2
Aps

If the stimulus S; for some reason leads at first to the response Rs, the set A;; will
be inhibited before having time to be enabled. This causes a raise in the value of v
corresponding to the outputs of A5 units, so that the response Ry will be predominant
in the future whenever the association units receive the stimulus S;. If the stimulus S5
is then received, a bias is present towards the response Ry due to the association units
belonging to the set Aj 29 (which implies P.. # 0), and this could cause errors in the
performance. However this bias is negligible if the overlap of the two stimuli is small,
and will be further reduced by value-gain of v forcing the set to respond correctly to the
stimulus Sy (external control during learning process).

If on one hand allowing a P, different from 0 allows an incredible greater number of
possible input pattern to recognize, one has to take into account that this leads to a less
precise performance in producing the response. This is due to the fact that the percep-
tron learning procedure, with which one can adapt the responses corresponding to all
the input cases, after a training periods leads to a saturation of the system. Saturation
of the system takes place when the information taken from the gain of new association

Pcr:

= 0.5. (1.10)
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reinforcement balances with the information contained in the previous acquired associa-
tions lost by adjusting the same parameters (see Section 1.3.3).

A useful parameter for the capacity of the system after its saturation is the probability
P;, which is defined as the probability that a stimulus will retain the association to the
correct response after the system has been satured. After the learning procedure there
are two types of probability P;. The first type consists in the probability that a pat-
tern received during the learning process will be recognized correctly after the system
has ended the procedure, the second is the probability that the system will recognize
correctly a pattern not encountered during learning.

1.3.2 Minsky and Papert model

Minsky and Papert (1969) discussed in [11] a slightly different model, where the input
patterns are projected in a retina of pixels with binary values and the response instead
of computing a classification consists only in one unit. Therefore, the retina corresponds
to the set of S-units and the association units are connected, with differently weighted
channels, all to the same threshold # unit. The response of the system consists in a
binary value. A-units compute a set of local binary functions (or predicates), recog-
nising local features in the S-points and the R-unit puts together all this information.
The assumptions made for local predicates are realistic assumptions and differentiate
perceptrons as:

- diameter limited perceptrons: the receptive field (the inputs) of each predicate has
points of the retina contained in a limited diameter;

- perceptrons of limited order: the receptive field contains up to a certain number
of points of the retina;

- stochastic perceptrons: the input points for every predicate are randomly chosen.

The operation of the system to divide the retina and analyze separately every subset and
only then gather all the information loses in capacity of identifying global properties. One
example is connectedness, which indicates if the figure given by the activated S-points
can’t be divided into two or more separated figures (Figure 1.11). Minsky and Papert
in their book showed diameter limited perceptrons can’t recognize it ([11]).

Analyzing the behaviour of this system, one finds that this perceptron is a computing
threshold 6 unit that takes n inputs z1, ..., x,,, which can be real but also binary values,
through n channels associated with the weights wy, ..., w,. One has that the threshold is
reached and so the unit is equal to 1 when

> wir; >0, (1.11)
=1
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Figure 1.10: Minsky and Papert model([14])
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Figure 1.11: A, example of a non-connected figure; B, example of a connected figure([15]).

otherwise it is 0. The unit behaves the same also if the threshold is put to 0 and an
inhibitory channel input of value —6 is added. In this way if we think input values as
vectors in R, Eq. (1.11) can be seen as the equation of a straight line that divides the
manifold into two parts (see the following section). This two parts correspond to the
two possible outputs.

1.3.3 Learning algorithm

As already explained, only weights associated to channels which connect A-units with
R-units can change in time, through a process that takes the name of learning procedure.
Take into consideration Minsky and Papert model of the previous section. To produce the
desired response for each input pattern the weights wq, ..., w, that connect each A-unit
to the response have to be computed. This should be a process that takes information
from experience.

Supervised learning algorithms take place when a system control process knows which is
the correct answer for the set of input patterns involved in the learning procedure. This
can be divided in corrective learning and reinforcement learning. The former is when
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the only information the system can have is whether the answer given to an input by
the current system is correct or not. For this reason the only possible correction that
can be applied to the weights towards the right response has a standard and fixed real
value. In the latter instead also the magnitude of the error committed by the current
system in analyzing the input is known and this is used to compute the magnitude of
the correction. Usually in this way the error is corrected only in a single step.

If w = (wy,wy, ..., w,,—0) and & = (x1, z, ..., x,, 1) , which are respectively the weight
and input vectors, the request for activation is w - > 0. Assume both vectors can have
real values, which is the general case.

Before implementing the algorithm a definition has to be given.

Definition 1.1 Two sets of points A and B are called absolutely linearly separable if
for every x1,xo,...,x, € A then Z?’:l w;x; > ¢ and for every xy,xs,...,x, € B then
o wix; < ¢ for some real value of c.

One can show that the property for two systems to be absolutely linearly separable or
linearly separable (including also the equal sign in inequalities) is equivalent.

To see how to implement practically the algorithm for the learning process, two general
sets of points in the n-dimensional input space A and B are taken. The n-dimensional
input space is the space of possible inputs for the R-unit of the perceptron, which corre-
spond to the outputs of the n A-units.

1. An initial vector wyg is generated randomly, ¢ is set to 0;

2. a vector x is randomly taken from the set AU B,

if x € A and wx > 0, go back to (2);

ife € Aand wr <0, set t =t+ 1 and wyr1 = wy + @, then go back to (2);
- if & € B and wyx < 0, go back to (2);
- ifx € Band wgx > 0, set t =t + 1 and w1 = wy — @, then go back to (2).

The procedure is repeated taking vectors in the sets A and B until the system gives the
right response for each of them. The following theorem ensures the convergence of this
procedure ([15]).

Theorem 1.1 If the sets A and B are finite and linearly separable (or equivalently
absolutely linearly separable), the algorithm converges, which means it reaches a value
for which the system always gives the right response.

Proof. At first consider the set A’ = AUB~, where B~ is the set of the negated elements
of B, obtained inverting the signs of the vectors components. In this way one can work
with the same operations with all vectors involved in the learning procedure. Then
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normalize vectors in A’, operation that does not change the sign of @ - w;. Since the sets
are linearly separable, there exists a normalized solution w for the weight vector.

If all vectors are well classified it means the weight vector has reached a right value.
Otherwise, at a certain time ¢ a vector a; has to be wrongly classified, then w;;;1 =
wy + a;. To estimate the closeness of w43 to the solution of the problem, calculate

Wiyq - W
cosp = —+1 . (1.12)
w1l
Furthermore,
Wiy W=Ws W+ ;- W > Wg-w—+0>we-w+I(t+ 1), (1.13)

where 0 = min(a; - w), with a; € A’, and the last step is obtained by iteration. For the
denominator instead one can obtain

[wers]l* = llwel* + @il +2we-a; < [lwe]*+[la;l|* < [Jwe]|*+1 < [lwol*++1, (1.14)

for the normalization of a; and because wy-a; < 0 (wy has to lead to the wrong response).

Finally one obtains
wo-w—+5(t+1)

Viwe|P+t+1

As the right hand side grows as v/t and cos p < 1, there will be a value of ¢ for which this
inequality will not be satisfied anymore. Therefore the iteration of the algorithm has to
stop and a; will be correctly associated to its response.

If the sets are not linearly separable, the algorithm does not converge and at a certain
level it reaches the saturation, in which for every new correction the system loses the
capacity of recognizing a pattern already learned during the process. In fact, if the two
sets are not linearly separable, it means there does not exist a hyper-plane which divides
them, each part corresponding respectively to the affirmative and negative response.

cosp >

(1.15)
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Chapter 2

Quantum model

In this second chapter it will be seen how to implement a quantum model for a perceptron
starting from the classical models analyzed in the previous one. It is a very useful task
because of the exponential growth in capacity of storing and processing information
quantum systems have.

2.1 Introduction

Investigation is the last years has pointed out the convenience of using quantum com-
puters for realizing artificial neural networks [20]. The advantage brought by quantum
mechanics is the exponential growth in storage and recognition, due to quantum paral-
lelism. A quantum memory register, which lives in a quantum state space M, can be in
a superposition of states, each of which can be considered as an argument for a function
f.

For exemple, take a quantum memory register constituted by n qubits, with their respec-
tive computational basis (see Appendix). The total state space is therefore H"™, and it’s
m-dimensional, where m = 2". Define a function f : {0,1}®™ — {0, 1} that associates
to every basis state a binary output. Computing the function on a state [¢)) € H™,
with one iteration, for the linearity of quantum mechanics, means computing it for every
basis state. This means while this operation in a classical computer has to be realized
sequentially, on a quantum computer is instead processed in parallel. However, to ex-
tract the information about the function applied a measure has to be taken and if |¢) is
in a superposition of a huge number of quantum states, the probability of detecting the
result on one of them in particular is small.

To build the quantum analog of the Rosenblatt perceptron model, consider the previous
exemple of a quantum register of n qubits. Each of these qubits substitutes an output
channel of the A-units (see Section 1.3) (in the classical case each of them is a bit of
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information). In this model each qubit represents an individual neuron.
|neural qubit) = rest|0) + active|l) (2.1)

Rest and active are the probability amplitudes of being respectively inactive and active,
and each neuron of the perceptron has therefore the possibility to be in a superposition
of firing patterns.

The total quantum state lives in a m-dimensional space, and to each state of the com-
putational basis a weight is associated. A perceptron with n input qubits is therefore
equal to a classical perceptron with 2™ input bit channels.

The other aspect together with quantum parallelism concerns entanglement. States ob-
tained by the product of all the qubit neurons in a certain superposition of rest and
active states do not cover the whole space H®". Through unitary transformations ap-
plied to the set of qubits one can obtain also quantum entangled states (see Appendix),
extending the domain to the whole H®".

The conceptual problem of implementing a perceptron on a quantum computer concerns
the non-linear and dissipative dynamics of threshold functions in neural networks. This
non-linearity is fundamental for the recognition of non-trivial patterns. Acting on super-
positions of states with a threshold function breaks the linear and unitary evolution of
quantum systems, which is not acceptable. Therefore, the break of linearity is allowed
only after qubits are converted into classical bits. This happens if a measurement is
taken, which leads to the collapse of the state onto one of the basis states.

In addition, as quantum computers are not available yet, quantum circuits has to be
simulated, but even if it leads to a decrease of the computing speed, it overcomes the
difficulties a real quantum computer would encounter due to irrelevant interactions with
the real world. In fact, quantum theory is linear and transformation between states are
realized by linear and unitary operators, which conserve probability. Quantum circuits
are based on these transformations, but in the real world (for the interaction with the
environment) it’s very difficult to overcome dissipation (quantum analog to the classical
irreversible loss of energy) and decoherence (destruction of the correlations of the pure
quantum state), which have a non-linear and non-unitary dynamics|[20].

2.2 Quantum model of a classical perceptron

In the following description a possible way of implementing a quantum perceptron in-
spired by the Minsky and Papert model is taken into account [21]. Weights and in-
put vectors have components constituted by binary values (i; are the input vector
components and w; the weights associated to every input basis vector), in particu-
lar for computations zj,w; € {—1,1}. A perceptron of n qubits therefore lives in
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a 2"-dimensional input pattern vector space. The computational basis is so given by
17) € {]00...00) = [0Y®N|00...01), |00...10), ..., [11...11)}, with j € {0,1,...,m — 1}, where

m = 2".
[0) —
. B

: Encoding
: Ui U ( qubits
[0) —

2
0 — > i

j
|
Ancilla

0 S— A

Figure 2.1: Scheme of the quantum circuit of a Minsky and Papert perceptron[21].

These special quantum states with vector components constituted only by values 1 and
-1 are called REW states and can be written in the following way:

2" -1

) e = % Z (—1)70)[), (2.2)

where g : {0,1}" — {0, 1} is a boolean function and it defines completely the state.
Now two unitary gates have to be taken into consideration. They have to be unitary and
to satisfy the following conditions. Denote the first as U;, and impose

Uil0)*" = |i), (2.3)
where
1 m—1
) = —— i:17). 2.4
9 = 7 Xl (24)
The second instead, U, has to satisfy:
Uulthw) = [1)%" = |m — 1), (2.5)
where
1 m—1
W) = —— ). 2.6
o) = 7 2wl (26)



Applying U, to |;)
m—1
Unlti) = Y ¢ld) (27)
=0
for some coefficients ¢;. Therefore, if one considers that the base states are orthogonal
and that U, is unitary, from Eq. (2.5) and (2.7)

m—1
wyiy = m(Pults) = mWu|ULUL ) = m(m =11 Y ¢jlj) = mep-1. (2.8)
j=0

This means that up to a normalization factor the vector product is stored in a probability
coefficient. The aim is to extract this information through measurements. In this way the
linearity is broken as required by the threshold function. The measurement is made using
an ancilla qubit (see Appendix) initially set to |0),. With a C""!NOT (see Appendix)
the following state is obtained:

m—1 m—2
C"INOT = > ¢i|)[0)a = D ¢il5)|0)a + cmo1lm — 1)[1),. (2.9)
j=0 j=0

Measuring the ancilla qubit, the output 1 occurs with probability |c,,_1|>. Repeating the
procedure one obtains the value of the vector product by means of statistic data analysis.
Once the measurement is made the information is classical and can be given as input to
any non-linear function.

It is possible to notice that, since a probability is measured, both for i and parallel
and anti-parallel ¢,,_; = 1. For orthogonal vectors ¢,,_1 = 0 and the ancilla qubit will
always be in the state |0),.

2.3 Realization of the quantum circuit

In the following sections two different realizations of the same perceptron model will be
presented. The different steps to be performed for the simulation are the following:

- Ui 110)#7(0), — \ﬁZ] =0 Z.J|J>|0>a-
v g o Gl10)a = X7y ¢i15)0)a-

- CPNOT = Y 0} = T2 i) 0)a + conoalm — 1)]1)a.

The difference will consist in the realization of U; and U,,, but in both ways they will be
unitary and they will satisfy the requested conditions.

23



2.3.1 Sign flip algorithm

It’s important to find the most convenient and efficient way of implementing unitary
operators U; and U,,. The first way is to use sign flip blocks, that are operators defined
in this way:

. ity =7

SE, i) =< . > o (2.10)
) i j #

It is evident these operators are unitary and that CVZ gate is a particular case of SF,, ;,

with j =m — 1.

U; U,
li ! VT : 1
[0y N H — H H H N
[0y — B B — B B B B
He+ | | SF,, | | SF,, SF,.||SF,s||SF,,| | He: || Xes
[0y — B B — B B B B
[0y — H H — H H H H
[o}% A

Figure 2.2: In this image the scheme of a four qubit perceptron with sign flip blocks is
realized. The symbols H®* and X®* means 4 single operators are applied to the single
qubits, and the last qubit |0}, is the ancilla. In this exemple the input vector has weights
9,71 = —1 and ¢; = 1 for j = 2,...,15, while for the weight vector wy, ws,wy = —1
and w; = 1 for all the other components. The last operation performed before the
measurement is multicontrolled CNOT gate, where the target is the ancilla qubit (see
Appendix).

In Figure 2.2, to build U;, imagine to begin from the state |0)®" and apply the Hadamard
gate to every qubit (H®™) to obtain the transformation:

0)®" — Z \/_|j ) with i; = 1 ;. (2.11)

After that, SF, ; can be used to obtain the desired weights i; for the state [¢;) (Eq
2.4).

Equivalently, to build Uy (Eq. 2.5), imagine to start from the state |¢,) (Eq. 2.6) and
bring it to > " =0 f| j) through sign flip blocks. After that, Hadamard gates are applied
to every qubit, bringing the state to |0)®", followed by X-gates to finally find [1)®™.
The final CNOT gate applied to the the five qubits (see Appendix) acts on the ancilla
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as |0), — |1), in case the first four qubits are equal to 1. This is the reason why the
final measurement made on the ancilla qubit gives information about the total quantum
system.

For completeness m /2 independent sign flip blocks are required. Even if the invariance
under a global -1 factor halves the number of necessary n-qubit operators to obtain any
desired state, this number increases exponentially with n. It is therefore necessary to
find a more efficient way of building U; and U,,.

2.3.2 Hypergraph states algorithm

The second method involves instead a procedure called "hypergraph state generation
subroutine” (HSGS).

To begin, a k-uniform hypergraph g = {V, E} is a set of n vertices V with a set of
edges F, where each edge connects exactly k vertices, and is called k-hyperedge. More
generally, a hypergraph g<,, = {V, E'} is a set of n vertices V with a set F of hyper-edges
of any order k, not necessarily uniform. Each edge is therefore a connection between a
set of points.

Figure 2.3: An exemple of an hypergraph, where each hyper-edge is represented by a
circle including the desired vertices. The number of included vertices indicates the order
of the edge.

It is possible to demonstrate that there is a one-to-one correspondence between the
set g<, and REW states, defined in Section 2.2. To show this statement, introduce
the notation for particular controlled-Z gates. Denote as C*~'Z; ;. . with k = 1,...n,
controlled-Z gates that act on qubits 41, ...7x. Note that it is not specified which is the
target and which are the control qubits, since permutation of indices does not change
the action of the gate, which consists only in a change of sign of the basis states that
have the chosen qubits set to 1. Then, assign to each vertex a qubit and initialize
cach qubit in the state |[+) (|+) = 2H2) Wherever there is a k-hyperedge, perform a

V2
controlled-Z operation between the k connected qubits. Formally, if the qubits i1, 7o, ...7%
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are connected, then perform the operation C*Z;,;, . .

ggn—>H H Ckzi1i2.‘.ik‘+>®n (2.12)

k=1 {i1,...ix }€E

{i1,...ix} € FE means the k vertices are connected by a k-hyperedge. It is evident that for

[+)

[+)

[+)
[+)
I+HZ

[+)

[+)

[+)

Figure 2.4: In this circuit the Z-gate and the other vertical lines are the C*Z gates applied
in one-to-one correspondence with the hypergraph in Figure 2.3. From left to right, Zs,
C'%Z03, C'Z¢s, C3Z4567 C"Z19345678 are applied to the initial state |+)".

different hypergraphs, different REW states are obtained. Therefore with this procedure
it has been shown that g<,, is a subset of REW quantum states.

To show the converse use an operative approach, trying to associate to any of these
quantum states a hypergraph. Start from a REW state |¢rgw ), and perform a procedure
to finally obtain |[+)®". At first erase all the minus signs of the states with one excitation
(of the form |0...01,0...0)) applying Z; gates. Note that in this way we might create
unnecessary minus signs in front of states with more than one excitation. Then, apply
C17Z gates in order to erase the negative signs in front of the components with two
excitations (they could have been changed from the initial state due to the previous
step). Note that this procedure will not change the sign of states with only one excitations
taken into consideration before. Continue the procedure applying in the same way CF
until £ = n — 1, erasing step by step the minus signs in front of the components of
the computational basis. In general, at the step k, the signs in front of the states
with up to k excitations will be erased. The set of gates that are needed to transform
|YrEW) into |[4+)®™ constitutes the corresponding hypergraph for the REW state under
examination. Applying the same gates in the same order to |+) instead, |[Vrpw) is
obtained. One can see that for every REW state there is a unique hypergraph associated
in this way. The correspondence is therefore one-to-one. Even if the total number of
gates to involve is almost the same (O(2")), the advantage of this algorithm comparing
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it to sign flip consists in the fact that, while before all quantum gates involved n qubits,
now at most one is a n-qubit gate. C*Z with k¥ < n — 1 instead involves less qubits, and
therefore some gates which involve different channels can be applied in parallel, with
a consequent optimization in processing time. It is also possible to have an advantage
in the number of quantum gates to use, since for example in actual superconducting
quantum processors multi-qubit operations are not natively available and one has to
decompose them into elementary operations. In addition, controlled-Z gates are unitary,
as required (see Appendix).

The same perceptron model of the previous section will be described here with unitary
operators U; and U, realized with the hypergraph states algorithm. The only basis state
that can’t change sign with CZ-gates is |0)®" = |0...0). For this reason the total sign
convention has to be taken such that the weight iy of the first vector basis is positive.
For U; operator, as for the sign flip implementation, at first the Hadamard gate has to be

U U
T o TR e T e B e i
0+ z " — b
1 " :
ey :: HeN XON ||
[0y —H 7 a7z — :
: " !
|0y — L — :
1 " :
R e i o s i . o e i e i, B s e e e e e e e e e e
M L
a U /% e

Figure 2.5: ([21]) HSGS realization of the perceptron model in Figure 2.2, with the same
weight and input vectors. As explained above, the sign convention to adopt is the one

with ¢p,7; = 1 and i; = —1 for j = 2, ..., 15, even if the vector to analyze was its negative
counterpart. For the weight vector instead wq, w3, ws = —1 and w; = 1 for all the other
components.

applied to every qubit (Eq. (2.11)). Zy, Z; and Z; set negative signs on the components
of basis states with exactly one excitation corresponding to the first, the second or the
third qubit. However they change the sign also to other non-desired components. In fact,
after the first step, the basis states with exactly two excitations between the first three
qubits have undergone two changes of sign, and therefore have positive components.
C'Z1s, C'Zy3 and C'Z,3 are necessary to fix them with correct minus signs. In this case,
components 714 and 715 are affected by two changes of sign and are finally corrected by
(C?Z123. Equivalently, to build U,, (Eq. (2.5)), imagine to start from the state |¢,) (Eq.
(2.6)) and bring it to |+)®" erasing step by step minus signs in the same way. After
that, H®" brings the state to |0)®" and X®" finally to |1)®".
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Chapter 3

Implementation of the artificial
neuron

The model described in the previous chapter finds an important application in images
recognition. Taking into consideration for example a 4-qubit circuit, a 16-dimensional
Hilbert space is built, which can be represented by a 4 x 4 grid.

12 |13 | 14 | 15

Figure 3.1: In the figure above the sixteen squares represent left-to-right
and top-down the basis states of the Hilbert space of 4 qubits (]00...00) =
10)®V100...01), ]00...10), ..., [11...11) }, denoted respectively by i = 0,1,...,15). As seen
in the previous chapter components are given by 1 or -1, represented here respectively by
colours black and white. In the image one has the components equal to 1 for i = 1,4,6,9
and to -1 for all the others.

In the following section the procedure and the results of the realization of a classical
simulation of a circuit of the kind described in Chapter 2 will be analyzed. It will be
thought in the logic of image recognition, and realized using the software development
kit Qiskit. The purpose is to train the perceptron in order to recognize a precise image.
The implementation has been made following the reference article [21].
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3.1 Realization of the quantum perceptron model
with Qiskit SDK

Qiskit is an open-source software development kit founded by IBM Research that can
be used to construct quantum programs and run them on simulators or real quantum
computers. The principal version of Qiskit uses mainly Python programming language.
For what concerns the construction of the quantum circuit, instead of writing a code,
there is on IBM quantum computing website ([2]) the possibility to graphically build the
desired circuits through launching the application Quantum Composer. Using Python,
instead, there are defined classes which permit to realize the quantum circuit and the
state vector. One can at first set the number of qubits and classical bits. Then, there is
a class which defines the circuit that takes qubits and bits as inputs, to which one can
append the desired operators. The class for the state vector is instead the one which
contains the information about the quantum state of the circuit. Its variables are always
initialized with [0)®", where n is the number of qubits, and has to be changed through
operators applied to the circuit. To run a variable of the class state vector on a defined
quantum circuit, there is a function that updates the vector state if called, running the
circuit on the specified device (real or ideal quantum computer).

o — — —

Figure 3.2: An example of realization of the circuit described in Figure 2.5 (of the
previous chapter) with Qiskit.

The Python program that describes the desired circuit can then be run on a classical
simulator that performs all unitary operations and measurements as specified by the
code. Also noise that affects real computers can be simulated. All these features are
present in the high-performance quantum computing simulator which is called Qiskit
Aer, that has been used in this thesis. It provides interfaces to run quantum circuits
with or without noise using multiple different simulation methods([1]).

If no additional parameters are specified when QasmSimulator is used, the system simu-
lates the functioning of an ideal quantum computer, but as said before there are ways to
introduce noise in the simulation. With the suitable class NoiseModel one can manually
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add different type of errors on the desired qubits, or directly generate automatically a
NoiseModel from the properties of real devices of the IBM quantum provider. To di-
rectly run the program on these real devices, IBM offers also access to their cloud-based
quantum computers.

800

600

Count

400

200 143

Figure 3.3: If the class QasmSimulator of Aer is used, after running the circuit in Figure
3.2 this histogram is obtained; in this case it acts as a perfect quantum computer without
noise. It counts the occurrences in which the measurement of the ancilla qubit (fifth
qubit in Figure 3.2) gives 1 and 0, after 1024 iterations. The results show that the
scalar product of the input and weight vector is approximately 143/1024. In fact, as
explained in the previous chapter, the scalar product of the two vectors corresponds
to the occurrence of the state |1) in the measurement taken on the ancilla qubit. The
obtained result is not exact because it derives from a classical statistic.

Figure 3.4: From left to right respectively the input and the weight vector of the circuit
taken into consideration are represented with the notation adopted in Figure 3.1. The
signs of the input vector are reversed in the circuit only because it is necessary to build
it (for the HSGS algorithm) and this arrangement does not affect the result (see the
previous chapter).

One of the most simple examples which clearly shows the differences between processing
Qiskit programs on classic simulators of ideal quantum computers and on quantum real
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computers consists in the realization of the circuit which builds the Bell state w

starting from the state |00), which is shown in Figure 3.5. These differences can be
observed in Figure 3.6, where one can see in the real case there are outcomes that should
not occur in a measurement of a Bell state. In fact, noise in real quantum systems leads
to detect with a small rate also the states |01) and |10).

Figure 3.5: In this circuit one Hadamard gate is applied to ¢y and one CX gate to qq
and ¢; (qo is the control and ¢; is the target). It acts as |00) — %. At the end a
measurement is taken on both qubits.
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Figure 3.6: On the left: Histogram of the occurrences of measurements of the state in the
circuit represented in Figure 3.5, using the classical simulator QasmSimulator, without
noise. The histogram is the result of 1024 iterations. On the right: Histogram of the
occurrences of measurements of the state in the circuit represented in Figure 3.5, using
a real cloud-based IBM quantum computer. For this example the backend, which is the
computer hardware, ibmq_quito has been used (see [2] for details). The histogram is
again the result of 1024 iterations.
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In [21], to analyze the efficiency of the quantum perceptron discussed, a statistic made
on all the responses obtained by the machine with respect to all possible input patterns
and all weight vectors is made. This is realized with 2-qubit quantum circuits, as the
Hilbert space of the correspondent states is 4-dimensional and has therefore 2* vectors
(if the components are restricted to have only binary values). The resulting grid has
therefore 16 x 16 squares, each one corresponding to one possible input pattern and one
possible weight. In [21] it is run both on a classical simulator and on a real quantum
computer. The procedure carried out is calculating for every matching possibility of
weight(w) and input(i) the response that the circuit as in Figure 3.2 would give. From
algebraic calculation it turns out that the only positive response (which corresponds as
explained in Chapter 2 to the absolute value of the scalar product between i and w
greater than 0.5) should be obtained only for ¢ = w or i = —w. However the border is
not so clear when the code is run on the real quantum computer, which shows how much
the noise can alter the results obtained by unitary quantum dynamics. Figure 3.7 shows
also the difference in using sign flip and HSGS algorithm, which means there can be a
significant optimization and reduction of noise if one choose the best algorithm to build
circuits. D is the root mean square of the absolute value of the scalar product between i
and w, calculated taking as the mean value the ideal result represented in Figure 3.7 a).
On the vertical axis is represented the square of the absolute value of the scalar product.

b) D=02364 ¢) D=0.0598 i

Figure 3.7: ([21]) a) Ideal outcome of statistic described in the paragraph above, sim-
ulated on a classical computer. b) Results from the Tenerife processor using multi-
controlled sign flip blocks algorithm described in section 2.3.1. ¢) Results from the
Tenerife processor using hypergraph states algorithm described in 2.3.2.
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3.2 Learning procedure on a quantum perceptron

In this section will be explained a possible procedure to implement the training of an
image recognition perceptron on a quantum computer. The results will be analyzed with
a classical simulator and the model adopted will be the one explained in the previous
chapter.

The first thing to notice is that for the learning procedure a huge quantity of input
patterns have to be analyzed and the weight vector has to be updated each time a wrong
response is given by the system (see 1.3.3). As the HSGS algorithm used to realize the
perceptron requires that a circuit with different operators has to be constructed for each
different input pattern and weight vector, this implies the circuit has to be built from
zero at each iteration of the training.

In the case discussed below the pattern chosen to teach to the artificial neuron is the
following;:

Figure 3.8: The figure represents the pattern that one wants the artificial neuron to learn.
It corresponds, not taking into consideration the normalization factor, to the vector with
the following components: w = (1,1,1,1,1,—-1,—-1,1,1, -1, —-1,1,1,1,1, 1).

3.2.1 Algorithm for the learning

In this section the logical steps realized in the Python program will be discussed, includ-
ing the procedure to obtain the training set, which contains the information needed by
the machine to learn the desired pattern.

The realization of circuits will be made possible by Qiskit, and in particular for simulat-
ing the running on a quantum computer the classical simulator QasmSimulator will be
used.

First of all, the function evaluate(weight,input) is defined, which takes the two vectors
weight and input belonging to the Hilbert state space given by 4 qubits. This function
gives out 0 if the absolute value of the scalar product between them is less than 0.5 and
1 if it’s greater or equal to 0.5 (building the quantum circuit using HSGS algorithm).
Weight e input can only have components constituted by i\/Lmv where m = 2% (4 is the
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number of qubits in addition to the ancilla) and it makes the vectors normalized to 1.
Since evaluate gives back an absolute value (for how the quantum circuit is built), it
gives 1 also in the case weight = —input.

Then, after the choice of a weight vector w from the same 4-qubit Hilbert space, a
code has to be written to form the training set. The code used in this discussion
selects randomly from the Hilbert space 3000 input vectors for which the function
evaluate(w, input) gives 0 as a result and 50 for which it gives 1 (with some restric-
tions that will be discussed later in this chapter). The code writes the training set
constituted by all the input vectors on a file, together with the information about the
output given by evaluate(w, input).

The training procedure is the following:

- a wetght vector is selected randomly in the Hilbert space;
- the following procedure is repeated 5000 times:

— an tnput vector is randomly selected from the training set;

— the function evaluate(w, input) is called. If it returns back the value according
to the correct one stored in the training set (evaluate(w,input)), nothing
happens. Otherwise, if it returns a wrong response, the weight vector is
updated in this way:

1. evaluate(weight,input) returns 1 but evaluate(w, input) gives 0. In this
case one goes through the components associated to all vector basis states
(denoted by ), and selects the ones such that weight; = input;. Half of
the components of the weitght vector that satisfy this equation are ran-
domly selected and changed of sign. The fraction [, of them randomly
selected in this case in which the response of the artificial neuron is pos-
itive even if the input vector in the training set is labelled as negative,
takes the name of negative learning rate. In the artificial neuron imple-
mented in this discussion [, is taken equal to 0.5;

2. evaluate(weight,input) gives as a result 0 but evaluate(w, input) gives
1. In this case weight vector components that have to be changed with
a certain probability are the ones for which weight; # input;. A fraction
l, of components of the vector weight which satisfy this requirement are
selected and changed of sign. [, takes the name of positive learning rate
and in the discussed case is taken equal to 0.5.

3.2.2 Remarks and results

The first aspect to notice is that this classical algorithm is written without taking account
of the fact that the function evaluate does not distinguish between a vector and its
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negative. This ambivalence implies that if one does not modify in some way the training
set and the training procedure with this awareness, the weight vector stored in the
memory of the artificial neuron does not converge, as it is constantly attracted both by
w and —w.

In the graphics showed in the following pages the iterations of the training procedure are
represented along the z-axis, while the y-axis indicates the fidelity, which is the scalar
product between the vector weight that is updated during learning and w, the correct
vector from which the training set has been built. Note that the fidelity is therefore a
real number and not an absolute value.
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0.25 4

0.00
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—0.25 1

—0.50 1
—0.75 ]
=1.00

0 1000 2000 3000 4000 5000

iterations

Figure 3.9: The graphic is obtained with one iteration of the learning procedure described
in section 3.2.1, with no further requirements on the training set, that is uniformly
distributed on the Bloch sphere.

In Figure 3.9 explained in the previous lines, the vector weight tends to approach also
—w and it converges to it after approximately 4000 iterations. One can also see that the
curve has an oscillating trend between w and —w before reaching one of them, which
means it’s attracted by both during the process. Analyzing the trend in Figure 3.10,
which is an average of 100 trainings, one can see the curve does not converge to 1, but
remains in a range around 0. This means the procedure makes confusion between the
pattern w and its negative, converging half the time to the former and half to the latter.

One of the ways implemented to avoid the convergence to —w is to build the training set
only with vectors contained in one hemisphere, and in addition forcing the vector weight
while it is being updated to remain in that hemisphere. It is necessary to choose an
hemisphere which contains the vector w used to build the training set. This is obtained
by imposing as a request for vectors in the training set to have the first component
equal to 1, starting the procedure from a vector w that has this property and forcing
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Figure 3.10: The graphic is obtained from an average after repeating 100 times the
same training procedure of figure 3.9. The root mean square has been calculated and
it has been found that going through the learning procedure it tends to increase and to
approach 1. It is predictable since the single training procedure finishes usually with a
fidelity = 1 while the mean of the 100 training procedures has a value around 0.

it during the learning to keep this feature. In this way w, while being updated, never
changes hemisphere. It is important to notice that keeping the vector weight in the
desired hemisphere is an additional request one has to manually add during the learning
procedure, because only changing the training set does not guarantee it.

In Figure 3.11 one can see the convergence of the fidelity to 1 is reached approximately
after 2000 iterations, with the value 0.8 exceeded after 1000. This means the algorithm
with this corrections works as desired. After 4000 iterations the curve reaches exactly 1,
which means in all the 100 training procedures the pattern w has been learned.

However the method of optimization of the training set used in Figures 3.11 and 3.12
avoids the convergence of the fidelity to -1 but does not prevent the match between
input vectors and the negative pattern —w. An explicit example is given by

input = (1,-1,-1,-1,-1,1,1,-1,—-1,1,1, -1,-1, -1, -1, —1),
which have the first component greater than 0, and
w = (17 17 17 17 17 _17 _17 17 17 _17 _17 1a 17 17 17 1)a

which is the same of Figure 3.8. This is an example for which the vector weight stored in
the artificial neuron could be attracted to —w. In fact, evaluate(w,input) = 1 because
input is similar —w, and the algorithm then makes the vector weight approach —w.

To overcome this further problem, an alternative way of avoiding confusion between w
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Figure 3.11: Graphic of a learning procedure with the training set contained in the
hemisphere with the first component greater than 0 and the additional request for keeping
wetght in the same hemisphere. One can notice the convergence to 1 of the fidelity is
reached soon, even if there are some oscillations until approximately iterations = 1500.
It is intrinsic in how the algorithm is build and there is no way to completely remove
this oscillations, but at least one can try to eliminate the matching between input and
—w, which in this case is still present (as explained in this section).
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Figure 3.12: Graphic of the average of 100 training procedures equal to the one of Figure
3.11. One can calculate also the root mean square and it turns out than it starts from
0.25 at the beginning of the iterations and finishes with the value 0 after the curve has

reached 1.

and its negative consists in selecting the vectors for the training set among those that
have the number of positive components greater than the one of the negative ones. This
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Figure 3.13: This is the graphic obtained building the training set distributed uniformly
in the hemisphere with the first component greater than 0 without any changes in the
training algorithm. The average is always computed after 100 training procedures. It is
evident that comparing it with the graphic in Figure 3.12 the convergence of the curve
to the value 1 is slower and it never reaches it. The root mean square of the fidelity
starts at the beginning of the procedure from the value 0.25 and finishes with 0.2 around

the last iterations.

avoids confusion as the one described in the previous lines.
The problem with this training set is that the vectors which have more positive compo-
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Figure 3.14: Example of a successful learning procedure using a training set with more
positive components than the negative ones. The convergence seems fast, but to analyze
correctly the trend one has to look at the average after more training procedures.

38



1.0 A

0.8

0.6

fidelity

0.4 1

0.2 4

0.0

T T T T T T
4] 1000 2000 3000 4000 5000

iterations

Figure 3.15: The graphic is again an average between 100 training procedures with the
same choice of training set of Figure 3.14. It has also been found that the statistical
errors have the same trend of the graphic in Figure 3.12.

nents than the negative ones constitute a half of the Bloch sphere but not a hemisphere.
In fact, they are points distributed over all the Bloch sphere, and more operators are
needed to flip components signs. This is a disadvantage in terms of operators involved
and processing time.

The trend in Figure 3.15 is similar to that one of Figure 3.12, even if the convergence of
the curve in the image in this case seems a little slower. The reason is probably because
in Figure 3.12 there are 15 components to learn instead of 16 (the first is fixed). Nev-
ertheless also in this case after almost 4000 iterations the 100% of the procedures end
with weight = w, which means the pattern has always been learnt.

3.3 Conclusions

This discussion has shown the implementation of a quantum perceptron that, after an
appropriate training period, is able to recognize the desired pattern. Once the pattern
has been learnt by the perceptron, it remains stored in the memory (through the weight
vector) and therefore the artificial neuron will give a positive response whenever it re-
ceives an input similar to it (in this case the one displayed in Figure 3.8). Some choices
have been taken to optimize the learning and to avoid time delays in the convergence of
the weight vector.

During the algorithm implementations two principal critical points had to be faced. They
are both inherent in the quantum perceptron model described in Chapter 2. The first
consists in the fact that the quantum circuit, which from a weight and an input vector
gives back the response that indicates if they overlap or not, has to be built depending
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on the vector themselves, because the operators have to be chosen according to vector
components. This means that for each input and weight vector the circuit has to be
constructed from zero and this leads to a significant time delay. The second concerns
an intrinsic limit of quantum mechanics, since information has to be taken from mea-
surements, in the form of probability amplitudes of detection. In fact, this leads to the
loss of a phase factor, which in the case of the quantum perceptron implies that it does
not distinguish a vector from its negative (w and —w, in the notation of 3.2.2). This
is a problem because the training algorithm used in this discussion is a classical algo-
rithm that takes into consideration the signs of the components, but it has been solved
through an appropriate choice for the training set and some constraints in the algorithm
(as discussed in 3.2.2).

The attempts made for the choice of the training set and for the constraints in the algo-
rithm suggest the most performing algorithm and training set are the ones which trend
is represented in Figure 3.12, where the first component of the weight vector is fixed and
also the training set is chosen with this property.

Also the procedures used in Figures 3.13 and 3.15 perform well and avoid the weight
vector to converge to —w. It is remarkable the fact that in cases of Figure 3.12 and 3.15
all procedures of the average taken finish with the right pattern stored in memory. This
means the algorithm and the training set are correctly chosen.

In this discussion only the pattern in Figure 3.8 is taken into consideration for the learn-
ing, but it could be interesting to analyze the results of the learning procedure building
the training set with a different vector w. With this change the same artificial neuron
could lead to different responses by the neuron, such as a slower or faster convergence.
Furthermore, a fundamental choice for the optimization of the learning procedure is the
choice about how to build the training set from the selected pattern w. In this discussion
only some possibilities have been examined, but in general the problem of finding the
most suitable training set is not obvious and more attempts have to be made. Moreover,
the statistics here have been taken after 100 learning procedures, for a problem of pro-
cessing time, but to reduce statistical errors one could have increased this number (in
the reference article [21] the average is made on 500 learning procedures).

The last comment is about running the code on a real quantum computer. In fact,
the one implemented is a classical training algorithm thought in order to use a classical
simulator and does not take into consideration the possible noise. In fact, using a real
quantum computer some errors not compatible with the classical statistical ones could
be made both in the calculation of the function evaluate or in general in the flipping
of signs during the learning procedure. For this reason maybe the algorithm should be
modified or noise corrections should be introduced.
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Appendix: Introduction of quantum
computing

Linear and unitary evolution of quantum systems

The connection to the mathematical formalism of quantum mechanics to the physical
world is given by the postulates of quantum mechanics, which allow to give a physical
interpretation to the quantum state and its evolution.

Postulate 3.1 FEvery isolated physical system is associated to a Hilbert space called the
state space and the system is described at every moment by a state vector 1) € H.

If it is assumed that every vector in the state space is a possible state, then the super-
position principle holds. Furthermore, in every Hilbert space a inner product is defined,
and it is assumed that the state is defined up to a normalization factor, which means

(Yly) = 1.

Postulate 3.2 To every observable in classical mechanics there corresponds a linear,
self-adjoint operator in quantum mechanics.

This postulates ensures that the eigenvalues spectra consists of real numbers, and that
eigenvectors constitute an orthonormal basis.

Postulate 3.3 The time evolution of a closed quantum state is governed by a unitary
transformation.

() = U(t,0)[¢o), (3.1)
where [¢g) = [1(0)).

This is equivalent to say that the evolution of a closed quantum system is governed by
the Schrodinger equation
d(2))

ih e H|(t)). (3.2)
In fact, if one assumes the closed system evolution is described by the Schrodinger
equation, from Eq. (3.1) and (3.2),
dU (t + At,t)
dt

ih — HU(t + At, 1), (3.3)
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which means

(3.4)

U(t+ At,t) = exp {_ZHAt} :

h
The evolution operator is therefore a unitary operator. On the other hand, if one assumes
the evolution is given by a unitary operator U, takes the vector basis |1,) of the space
in which [¢(t)) lives and the matrix representations of the operators, in the limit t — 0

‘
h
for some operator H, where U, (t+At,t) = (,|U(t+At, t)|tn) and Hy,p = (| H|0m).
Since

Uy (t + At 1) = S0 — —tHpm, (3.5)

—tH* 1 m —tH m) — 5nm - _tHnm *

Upm is unitary if H,,, is hermitian and if this happens H is self-adjoint (the Hilbert space
is finite dimensional). One therefore has, for the completeness relation ), [1y)(¢x| = 1,

(Walip(t + AL)) =(ulU(t + AL )[Y(1)) =

U Um = (Okn + tH* 4+ O0(t*)  (3.6)

>~ Unm Wl o(8)) =(n[$(8)) = 7 At Hom (o 15(2)) = (37)

(Wbt (¢ + A1) — (W) = — 5 AL H o) (i 00)) = (35)
U+ A — ()

At - _£AtH|¢m><¢m|w(t)> = (3.9)

O _ 1) (3.10)

Therefore, for each unitary operator U, one can find for each instant ¢ an hermitian
operator H for which the system will satisfy the Schrédinger equation. This operator
will be called the Hamiltonian, and its eigenvalues are the permitted values of energy
for the system. The Schrodinger equation only applies to isolated systems, for which
the hamiltonian does not depend on time, or to systems that interact weakly with the
environment or in a way that doesn’t break the quantum coherence (avoiding quantum
collapse). Since the interaction with the real world does not respect this constraints,
the evolution of quantum systems is usually not unitary, but stochastic and governed by
probabilities.

Postulate 3.4 Quantum measurements are described by sets of operator {M,} acting
on the system state space, together with a set of possible outcomes {\,,}. For each set of
operators, that corresponds to an individual measurement, M, must satisfy:

> MM, =1 (3.11)
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The probability that the outcome \,, occurs is

p(m) = (Y| M} My |¢), (3.12)
and the state after the measurement becomes
M,,
LN (3.13)
(| My, My 1))

It can be shown that Eq. (3.11) ensures the sum of probabilities is equal to 1. It is
important to notice that measurement opertors are not unitary unless there is only one
possible outcome in the measurement. Different types of measurements will be discussed
later in this chapter.

Postulate 3.5 The state space of a composite physical system is the tensor product of the
state spaces of the component physical systems. Moreover, if |1;) represents the state of
the i-th component, the state of the composite system will be given by 1) ®[11)®...Q,),
where n s the number of component physical systems.

This postulate is suggested by superposition principle, which always holds in quantum
mechanics, that guarantees the sum of two quantum states is again a quantum state.
Postulte 3.5 allows to keep the linearity of quantum mechanics also in the composite
physical system.

Qubit and multiple qubits

The qubit is the most basic quantum information unit. It is the quantum analog of the
classical bit, which can take the values 0 and 1. However in quantum mechanics the
superposition principle necessarily leads to take into account also all the states that can
be written in the following way:

) = |0) + A[1), (3.14)

with o + 32 = 1, where o and 3 are probability amplitudes.

In this way a 2-dimensional complex vector space is built and normalization can always
be applied. For the construction of the Hilbert space H the states |0) and |1) constitute
an orthonormal basis and are known as computational basis states. Eq. (3.14), apart
from a modulo one phase factor, can be also rewritten as

|v) = cos g|0) + € sin g|1> (3.15)

This representation can be easily visualized by employing the so-called Bloch sphere,
where |0) and |1) correspond respectively to the angles § = 0 and 6 = 7 for every possible
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Figure 3.16: Bloch sphere: 6 and ¢, the parameters in Eq. (3.15), are respectively the
polar and azimuthal angles of the sphere.

value of ¢. An interesting observation follows from the infinite number of possible states
contained in ‘H. However, the performance of a measurement in the computational
basis leads to an irreversible change of the system and only two values can be obtained,
while the remaining information is lost. The quantum qubit has therefore some hidden
information that can be carried but can’t be detected.

If one considers 2 qubits [¢01) = a1]0) + 51[1) and [1y) = az|0) + [2|1), computing a
tensor product one finds the total state is

[U1) ® |1h2) = a12]|0)1 @]0)2 4+ 1/52|0)1 @ |1)2 + Sraa|1)1 @(0)2 + 51 62]1)1 @ [1)2. (3.16)

The tensor product between the computational basis states is denoted simply as the set
|00),]01), |10) and |11), and constitutes a basis for a new extended space H®2. Again for
superposition principle there are also some states that live in H®2 but can’t be written in
terms of tensor product between the two qubits. These states are said to be entangled,
which means there exists a correlation between the qubits. The correlation can be total
or partial. In the following four states, which take the name of Bell states, the correlation
is total, which means that from a measurement of one of the two qubits, also the value
of the other is known with probability 1.

~]00) + [11)

| Boo) = — 5 (3.17)
_|01) +|10)

|Bo1) = RV (3.18)
_ |00) —11)

B10) = 7 (3.19)

611) = 0) ~ 110) (3.20)
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The procedure with the same considerations can be repeated in the case of n qubits,
obtaining a 2"-dimensional Hilbert space.

There are ways of quantifying the entanglement, they take the name of entanglement
measures. For two-qubit quantum states, all possible entanglement measures turn out
to be equivalent. One of this measures is the tangle, which is defined by:

[¥) = VIWY @Y [v)] (3.21)

0 —i
ve[l o)

where

3.22
) =al00) + bj01) + ¢[10) + d|11), (3.22)
[¢%) =a”[00) +07[01) + ¢*[10) + d*[11).
Y ® Y is the tensor product of the two Y-Pauli matrices, which is defined by:
0. [0 —i _i.{o —z} 0 00 —1
0 — 0 —zf _ 0 ¢t 0] (0 01 O
Y®Y_lz' 0}@){@ 0}: o= g0 =TT o 1o 0 (3:23)
Tlioo i 0 -1 00 0
Therefore from Eq. (3.22) and (3.23) one has
0 00 —1] [a —d*
W o 01 o] |
YoYi) =0 14 ollel =15 |= (3.24)
-1 00 O dr —a*
VIR @ Y[er)| = v]2b et — 20%d"| (3.25)

One can check this expression lives between 0 and 1 and is 0 for product states and 1 for
the Bell states. At first take two qubits [¢1) = a4|0) + £1|1) and |1)e) = as]0) + Fa|1).
This means

) = |11) @ [the) = a1a|00) + a1 82]|01) + Braz[10) + B152[11), (3.26)

which with the notation used in (3.22) corresponds to

109 = Q
a1y =b
Bras = (3.27)
B1fr =d.
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Substituting Eq. (3.27) in (3.25), one finds \/|[(¢¥|Y @ Y[¢*)| = 0. If instead one con-
siders Bell states, defined in (3.17)-(3.20), immediately finds \/|<5Z]|Y ®Y|B;;)| =1 for
1=0,1and 5 =0,1.

If the total state has only a part that can be decomposed in a product of states, the
tangle measure will be a value included in the range ]0, 1[.

No-cloning theorem

There is an important difference between quantum and classical circuits, due to theo-
retical limits in quantum computing. In fact, while in classical computing data can be
copied without any limit, in quantum circuits the copying operation is not possible at
all. In fact, if we assume to begin with the states

[¥) @[s) and |¢) ® |s) (3.28)

and we apply some unitary operation such that
) ®@s) = U([Y) @ s)) = [¥) @ [¢) (3.29)
[9) ®|s) = U(|¢) ®|s)) = [¢) ®9). (3.30)

For the conservation of the scalar product using unitary operators, multiplying the two
equations above and assuming (s|s) = 1,

(616) = (016))% (3.31)

which holds only for null or orthogonal vectors.
This means in general it’s not possible to produce an independent copy of a quantum
state through unitary dynamics.

Single and multiple qubit gates, controlled and uni-
versal gates

Quantum circuits are the quantum analog of classical circuits and they carry qubits
instead of bits. Each qubit is carried by a channel symbolized by a wire and information
is transformed through quantum gates. Each wire does not necessarily correspond to a
physical wire, but can represent for example the passage of time or the translation in
space of a particle. Gates taken into account in quantum computing have to be linear and
unitary, as a plausible assumption from the postulates of quantum mechanics. Actually,
if one assumes quantum gates to be linear, unitarity follows from the request of the final
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state to be normalized, for the conservation of probability. This is the only request, in
fact all linear and unitary operators constitute a valid quantum gate.

An exception is constituted by measurements, which break unitary dynamics and turn
quantum information into classical.

First of all, let’s analyze the quantum NOT gate, acting on a qubit. Clearly, if we
consider the computational basis, similarly to the classic case the NOT gate takes |0)
into |1) and viceversa. In matrix representation,

_ 10 1
X = [1 O} (3.32)
10 1) || |8
=1 o] 3 - o 539
Other important quantum qubit gates are the Z-gates
|1 0
7= [O _J (3:34)

4- (2

E _11} (3.36)

and the Hadamard gates

Hy) = % H _11] m - % Bfg} . (3.37)

The Z-gate is the representation of the operator o, acting on the basis constituted by
its two eigenvectors, |0) = | 1) (spin-up) and |1) = | }) (spin-down), while the H-gate
can be interpreted as a change of basis where the two new basis states are respectively
0) — 222 and 1) — PR

Alternatively, considering the Bloch sphere, it can be shown that every single qubit gate
can be written as a rotation and a reflection about axis. In particular, the Hadamard
gate is a rotation of the basis states of 7 about the § axis in the Bloch sphere followed
by a rotation of m about the z axis.

For every single qubit gate one can build a respective controlled qubit gate. The simplest
is a gate that has two qubits in input, the control qubit and the target qubit. The function
of the control one is to able or disable the action of a single qubit gate U on the target.
If the vector basis are chosen to be |00), [01), |10), |11), in this order, where the first

47



qubit is the control and the second the target, this gates are represented by the matrix

1 0 0 0
01 O 0

U. = 00 Uy Up (3.38)
0 0 Uxn Uy

Note that if the matrix U is unitary, the controlled gate obtained from it is unitary too.
At first, take into consideration the controlled-NOT, or CNOT. In this case the gate
applied to the target is the X gate.

The gate is represented by the matrix

1 000
0100
Uonor =1y o o 1 (3.39)
0010
The behaviour of CNOT on the basis states is the following:

|00) — |00)

01) — |01

01) = |o1) 0,

|10) — |11)

|11) — |10).

If one considers as output the second qubit after the transformation, classically the
behaviour is that of the XOR gate. This explains the symbol ® used in quantum circuits
(Figure 3.17).

C—r—C

T—a—TDC

Figure 3.17: CNOT gate, where C indicates the control qubit, 7" is the target qubit and
the symbol @ is the classical XOR extended linearly to quantum qubits.

T and C in Figure 3.17 above are not written as quantum qubit states because the total
state can be entangled and so it could not be possible to decompose it into the tensor
product of two single states. An entangled state can be given as input but can be also
obtained as output of the gate from a non-correlated initial state.

More precisely, there is a way to quantify the entangling power of a general two-qubit
gate. The entangling power of a two-qubit gate U is defined as

EP(U) = (E(U|t1) ® ¥2)) )y w05 (3.41)
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where E() indicates the tangle calculated on the state in brackets, and (), 4, indicates
the mean value averaged over the two qubits |¢)1) and |¢;) sampled uniformly on the
Bloch sphere. One can calculate that for CNOT gate EP = %. The requirement of con-
servation of probability, that translates in the request of gates to be unitary, is satisfied
by CNOT gate. Note that this is due to the fact that CNOT is reversible, since from
the output state one could rebuild the input. In fact, since the control qubit does not
change with the transformation, it is known if the gate has flipped the target or not.
On the contrary the classical XOR gate does not conserve the control bit and definitely
loses the information. It is therefore an irreversible gate. In general, quantum unitary
gates are always invertible, because the inverse of a unitary matrix exists and is again a
unitary matrix, which therefore can constitute a quantum gate too.

If the operation to apply to the target is instead the Z operation, the controlled-Z qubit
gate (CZ) is obtained.

100 0
010 0

Uez= g 0 1 o (3.42)
000 -1

The two qubit gates can be generalized to multiple control qubit gates, where an oper-
ation on the target qubit is applied only if all the control qubits are set to 1. In fact, if
the total number of qubits is n, with n — 1 control ones and one target, and the gate to
apply to the latter is U, they are indicated by C*1U.

In general it is important to specify which qubit is the target and which the control ones,
but for what concerns the case U=Z, C"~1Z acts simply inverting the sign of the com-
ponent corresponding to the base state |11...1), and is therefore symmetric with respect
to the n qubits.

The aim with quantum circuits, to be a valid alternative to classical ones, is to be able
to reproduce any boolean function. It would be great to find a quantum gate which by
itself could implement any desired circuit. In classical computation this task is carried
out by NAND or NOR gates, which are called universal gates. In quantum computing
there is no two-qubit gate that can solve this problem, but there is a way to obtain this,
increasing the number of input qubits.

Consider a three-qubit gate called Toffoli gate (Figure 3.18), that acts one a three-qubit
state space. If the vector basis are chosen to be |000), |001), [010), |011),..., |[111), in this
order, where the last qubit is the target and the first two the control qubits, the gate is

49



represented by the matrix:

(3.43)

O OO OO oo
O OO OO o+ O
O OO O o+ OO
[l oo Nl o Mo M)
[ e Nell o N o Ne)
SO OO o oo
—_— o O O o o oo
SR OO O o oo

It is immediate to see this is a unitary gate. Its action on the basis states is the following:

000) — |000)
1001) — |001)
010) — |010)
011) — [011) (3.4
1100) — |100)
1101) — |101)

1110) — [111)

1111) — |110)

One can note it is equal to the one of the CNOT gate with the addition of a control
qubit (Ur=C?NOT).

C: G
Cs Cs
T —® T (C:C)

Figure 3.18: Toffoli, where C; and Cy are the control qubits, T" the target one. As for
the CNOT gate, the action on any quantum state, included entangled ones, is a linear
extension of the definition (3.44), which corresponds to the action of the matrix (3.43).

In the following it will be shown Toffoli gate constitutes a universal gate, which therefore
can reproduce totally any classical boolean function.

Classical circuits are characterized by two main operations: fanin and fanout. Fanin
is the classical operation in which wires are joined together in a logic gate, fanout is
instead the splitting of a wire into more channels, producing therefore a certain number
of copies. It is clear in general it’s not directly possible in quantum circuits, because the
first is an irreversible operation and the second is prohibited by the no-cloning theorem.
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However multiple qubit gates allow to reproduce every classical irreversible gate (fanin)
making it reversible, and allow also to obtain fanout (Figure 3.19 and Figure 3.20).

G G
C: C:
1 @ 16 (C:Cy)

Figure 3.19: Toffoli gate: setting the target qubit to 1, one obtains as output an expres-
sion that corresponds exactly to the NAND gate. Since NAND is a universal gate, this
means it can reproduce any fanin operation.

1
Ca
Ca

C-

o

Figure 3.20: Toffoli gate: the first control qubit is set to 1 and the target to 0. In this way
one obtains fanout. An important observation is that this does not violate the no-cloning
theorem because the gate produces an entangled copy. In fact, if Co=c|0) + 3|1), the
Toffoli will act as: a|100) + B]110) — «|100) + G|111) = |1) ® («|00) + 5]11)).

For the implementation of fanin and fanout, one obtains that every classical circuit can
be reproduced using only quantum unitary gates.

One can show ([4]) that Toffoli gate can be realized only using two-qubit CNOT and
single qubit gates. In addition, CNOT and single qubit gates, besides being able to
rebuild any possible classical circuit (which means they can completely reproduce boolean
computation), one can show they can also reproduce any quantum computation ([12] for
the demonstration).

Theorem 3.1 Any logic quantum gate can be built from CNOT gates and single qubit
gates.

Other examples of multiple qubit gates used often in quantum computing are H®Y and
X®N_ They correspond to n single qubit gates applied to the n input qubits. Their
matrices for the usual choice of basis states are the following block matrices:
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1 1 0 0 0 0
H o 0 1 —=10 0 0 0
0 H 0 0 0 1 1 0 0
HON _ :% 0 0 1 -1 0 0 (3.45)
: o : 2 1. . . .
0 0 H 00 0 0 11
0 0 0 0 1 —1]
[0 1.0 0 0 0]
< o 0 1000 0 0
) X 0 00071 ...00
XON _ o7 ) | = O 010 ... 00 (3.46)
0 0 X 0 00
0 0 0 |

Measurements and ancilla qubits

Different types of measurements can be applied, according to Postulate 3.4. The standard
one is the projection-valued measure (PVM), but sometimes in order to extract the
maximum information from the state another type is used, the positive-operator valued
measure (POVM). In PVM measurements M,, operators are usually written as P, and
satisfy in addition to the requirements of the postulate:

- P,, are hermitian;

P,, are positive semi-definite, which means that for every possible state |¢)) one
has (Y[ P[1) > 0;

P,, are idempotent (P2 = P,,)
- P,, are orthogonal (P, P, = 0mn)-

P; are therefore projection operators. Projectors on the basis states satisfy all the re-
quirements listed above in addition to the ones of Postulate 3.4 and therefore constitute
a PVM measure.

POVM measurements are instead a more generalized set of measures, which includes
also the previous one. In fact, no more requirements are imposed to M,,, while a new
operator is defined: FE,, = M;Mm This definition ensures F,, is hermitian and positive
semi-definite. In fact (M M,,)" = M} M,, and (| M} M,,|/b) = (M, 1)) M,,[b) > 0.

In the case of the projective-valued measure, from the itemized properties one has
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En = M! M, = M,, = P,,.

FE,, are called POVM elements of the measurement. From Postulate 3.4, one has that
the probability of the outcome m is given by (Y|E,,|¢). A possible way to implement
one of this measures is also to choose directly the operators F,, (hermitian, semi-positive
definite and such that Y, FE,, = I) and then rebuild {M,,} setting M,, = /E,,. For
example, consider one has to distinguish a system that can live in two possible states:
|Y1) = |0) and |¢n) = %. As the two states are not orthogonal, there is not a
projective-valued measurement that could determine with certainty the state of the sys-
tem. However a POVM set of elements can be chosen in order to distinguish them
sometimes, never making an error of mis-identification. Take three operators Fy, Fs, Ej,
that corresponds to the three possible outcomes of the measurement A, Ao, A3, as the
following:

- By = 1135‘1””
- By = 5 757(10) — [1)((0] — (1))

- E3£]I—E1—E2

It is easy to see they are hermitian, they satisfy )" FE,, = I and are positive semi-
definite for |¢;) and [¢)2). The first and the second operators are chosen to be respectively
orthogonal to [¢)1) and [¢9). In this way the probability of obtaining the outcome A;
if the state is |[¢1) is given by (11| Ej|11)=0, while the probability that Ay occurs if the
state is |¢) is given by (o] Ea|1)e)=0. Therefore the occurring of A implies the system
is in the state |1)9), and viceversa. No information is obtained if the third outcome is
found.

It is possible to show that every general measurement can be reduced to a projective
measurement through an auxiliary system, called the ancilla system, and a unitary
operator. To this aim, take a set of measurement operators M, acting on a state space
M and build an ancilla system A with a basis |m) in one-to-one correspondence with the
possible outcomes of the measurement. In this way a composite system is obtained. Take
a state of the form [¢)|0), where [¢)) € M and |0) € A, and define a unitary operator U
in this subspace W of M ® A that creates an entangled state:

Ul)|0) = D (M) ). (3.47)

m

One can verify this is a unitary operator through

(GOITTT)I0) = Y (9| M Myu|) (mlm') = Y (S| M, Mult)) = ($l0)).  (3.48)

m,m/’ m
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As single and multiple qubits form finite dimensional state spaces, it is immediate to
extend U, obtaining again a unitary operator, to the whole space M ® A. In fact, choose
two orthonormal basis respectively in W+ and U(W)* and build U’ : W+ — U(W)*
such that it sends orthonormal basis states into orthonormal basis states. In this way
the request of the conservation of the scalar product is satisfied. Then, build a PVM
set of operators P, = Iy ® |m)(m/|, and apply it to the state |¢)]0) after the unitary
operator U. The probability that the outcome m occurs, from Postulate 3.4, is equal to

p(m) = (@0|UTP,U[¢)|0) = (Y| M}, Miu|t) (3.49)

and after the measurement the state is found to be

PaUIOO) Mufi)lm) 550

VEIOTBTIN0) [ wfole)

In this way an equivalent set of measurement operators is found, and any general mea-
surement can so be reduced to a projective-valued measure on an ancilla auxiliary system
after the action of a unitary operator.
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