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Abstract

The heat kernel method is a powerful technique in mathematical physics,
with applications ranging from black hole entropy to mathematical finance.
It consists in a variety of perturbation methods applied to elliptic second–
order differential operators on manifolds, which allow to study asymptotic
expansions and singularities of Green functions. Perturbative quantum grav-
ity is grounded on the background field method, where the metric tensor is
split into a fixed background and quantum perturbations. By moving to
euclidean time, the kinetic operators of BRST–quantised gravity become el-
liptic operators of second–order in partial derivatives, which can be studied
via heat kernel techniques. The heat kernel coefficients obtained in this ex-
pansion correspond to the counterterms needed to renormalise the one–loop
effective action; once computed on–shell, i.e. by using Einstein equations,
they become gauge invariant. Up to now, only the first three coefficients for
perturbative quantum gravity were known, so the main goal of this thesis
is to compute the fourth one, which allows to study renormalisation the-
ory for D = 6 gravity at one–loop, behaving similarly to D = 4 gravity
at two–loops. Both theories are known to be non–renormalisable, and our
calculation shows the precise coefficient of the one–loop term that gives the
logarithmic divergences in D = 6 extended to arbitrary dimensions (for
D > 6 these divergences are not anymore logarithmic). Our result is in
accordance with the one–loop calculation performed independently through
the N = 4 spinning particle in the worldline formalism. The computations
are then extended to the case of matter fields coupled to the graviton, in
the vacuum approximation; a suitable extension of these results to the gen-
eral matter case might have a role in evaluating quantum corrections to the
entropy of Kerr–Newmann black holes.
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Introduction

In a well–known and over quoted paper [1], Eugene Wigner described a
peculiar despite recurrent phenomenon in theoretical physics: studying the
mathematical structure of a theory sometimes leads to truly physical devel-
opments of the theory itself. At the same time, the need to model unintel-
ligible physical phenomena has traditionally led to develop new mathemat-
ical structures. This unreasonable effectiveness of mathematics, and, more
broadly, the continuous interplay between mathematical formulations and
their corresponding physical theories, appear especially apparent in math-
ematical physics, where the same model finds unexpected applications in
different disciplines, completely independent one from the other.

The heat kernel method, object of the present thesis, is a powerful tech-
nique in mathematical physics, with applications ranging from black hole
entropy to mathematical finance; its name comes from the heat equation,
which was studied by Fourier in his Théorie analytique de la chaleur (1822).
His mathematical treatment of the heat propagation led to significant de-
velopments in mathematical analysis and differential equation theory [2],
but the advent of Riemannian geometry has shown that the technique can
be generalised further to study curvature perturbations on manifolds. This
idea, however, did not emerge until DeWitt pioneered the computation of
the first counterterms for the one–loop effective action for perturbative quan-
tum gravity in four dimensions [3; 4]. His computational techniques were
not efficient, and the results contained errors [5], presumably transcription
errors or typos; nevertheless, his deep intuition allowed to find more refined
computational methods [6; 7], which form now a full coherent mathematical
theory [8]. Nowadays, these methods are commonly employed for studying
second–order elliptic partial differential operators; since most systems can
be described through second–order PDEs, their appereance is ubiquitous in
theoretical physics and mathematical modeling.

In this thesis, we apply the heat kernel method to perturbative quan-
tum gravity, in order to investigate deeper the issue of renormalisation in
quantum gravity, and in particular the calculation of the counterterms nec-
essary to make the theory finite at one–loop. We shall see that perturbative
quantum gravity at two–loops is non–renormalisable, so it can be seen as an
effective theory of a more general and up to now unknown quantum theory
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of gravity. This is already well–known in the literature, and the novelty here
is the determination of the gauge–invariant structure of the fourth coefficient
in arbitrary dimensions, which reduces to the logarithmic divergence in six
dimensions.

In the first chapter, we present a general mathematical description of the
heat kernel method, following the most recent treatment of the sub-
ject by Avramidi [8]. After having described the connection between
second–order elliptic differential operators and Riemannian manifolds,
the heat kernel is defined in full generality. The focus is then re-
stricted to the particular case of perturbation theory: the heat kernel
can be written as an expansion around small curvature perturbations,
whose form is discussed in detail, introducing the necessary mathe-
matical tools. The coefficients of this expansion, defined through a
Mellin transform, are the heat kernel coefficients needed for solving
the partial differential equation at small times. In the second part
of the chapter, we review the effective action formalism for a generic
bosonic or fermionic theory, compute the effective action at one–loop
and show how this quantity, upon moving to euclidean time, is re-
lated to the heat kernel coefficients found above. The chapter ends
by sketching the most efficient method that allows to compute these
coefficients, and providing the generic values for the first four of them.

In the second chapter, we describe the BRST quantisation of quantum
gravity at one–loop: after expanding the Einstein–Hilbert action at
one–loop level, gauge fixing of the quantum gauge symmetry is accom-
plished by introducing ghosts and auxiliary fields. The kinetic operator
related to the graviton and ghost fields are found to be second–order
elliptic differential operators, which can thereby be treated with heat
kernel techniques.

In the third chapter, the computation of the first four heat kernel co-
efficients for perturbative quantum gravity is described in full detail.
After having introduced the curvature monomial expansion for Ein-
stein spaces, which allows to express any quantity defined on these
manifolds as a function of invariants up to a fixed order in curvature,
the kinetic operators for the ghost and graviton are simplified accord-
ingly. The heat kernel coefficients are then evaluated on–shell, i.e. on
a background satisfying Einstein equations, which ensures them to be
gauge independent. Thus, they can serve as a benchmark for verifying
alternative approaches to perturbative quantum gravity. The main
contribution of this work is the evaluation of the fourth coefficient,
which has never been computed before in its full generality. The value
of this new coefficient is shown to enforce non–renormalisability of
one–loop quantum gravity in D = 6, but the result, given in a generic
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dimension D, could be useful in other contexts. The final results are
then compared with a different computation, which exploits the N = 4
spinning particle treated within the worldline formalism, providing a
strong consistency check on their correctness.

In the fourth and last chapter, the heat kernel method is applied
to a slightly more general theory, including both the graviton and
matter fields. By adding to the gravity action a scalar, spinor or vector
field, the heat kernel coefficients are modified; the computations are
performed here only in the vacuum approximation, where matter fields
do not contribute to the background metric, which is therefore still a
solution of vacuum Einstein equations. Generalisation of these results
are found to be useful in computing quantum corrections to Kerr–
Newmann black holes entropy, even though a general computation is
still missing.
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Chapter 1

Heat kernel method

In this chapter we briefly review the mathematical foundations of the heat
kernel method, and show its connection with the effective action defined in
the background field method for quantum field theories. We also sketch the
fundamental ideas of the most recent technique for computing the HDMS
coefficients. Our main references are [9; 8].

1.1 Elliptic second–order differential operators

Let us write the coordinate vector in n spatial dimensions as (t, xi) ∈ Rn+1

with i = 1, . . . , n. The most general form for a second–order differential
operator is

L(t, x, ∂x) = −
n∑

i,j=1

αij(t, x)∂i∂j +
n∑
i=1

βi(t, x)∂i + γ(t, x) , (1.1)

where αij(t, x) are real functions, while βi(t, x) and γ(t, x) can be complex;
we will assume that they are all C∞(M)–functions, with M ⊆ Rn+1. Here
and in the following we assume also that M has no boundary, ∂M = ∅. By
introducing the dual variables pi and the inner product ⟨p, x⟩ ≡

∑
i pix

i, we
define the symbol of the operator (1.1) as the quantity

σ(t, x, p) ≡ ⟨p, A(t, x) p⟩+ i ⟨p, β(t, x)⟩+ γ (1.2)

and the leading symbol as

σL(t, x, p) ≡ ⟨p, A(t, x) p⟩ , (1.3)

where A ≡ (αij) and β ≡ (βi), and all derivatives have been replaced as
∂j → ipj . An operator is said to be elliptic if ∀x ∈M and p ̸= 0 the leading
symbol of the operator is positive, σL(t, x, p) > 0.1

1This is the case, for instance, of the Laplacian ∆ ≡
∑

i ∂
2
i , which has σL = |p|2 > 0.
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The operator (1.1) can be seen as acting on L2(M,µ), the space of
square–integrable functions on M with weight function µ(x), and its (for-
mal) adjoint L∗ is defined by (φ,Lψ) = (L∗φ,ψ).2 It turns out to be really
useful to decompose the quantities βj and γ in terms of real–valued functions
Ai, B

j and Q:

βj ≡ Bj −
∑
i

µ−1∂i
(
µαij

)
− 2i

∑
k

αjkAk

γ ≡ Q+
∑
ij

Aiα
ijAj − i

∑
ij

µ−1∂i
(
µαijAj

)
,

(1.4)

since this allows to write (1.1) as

L = −
∑
kj

µ−1Djµα
jkDk +BjDj +Q , (1.5)

where we introduced the covariant derivative Dj ≡ ∂j+ iAj . Equation (1.5)
enlightens that the theory of second–order differential operators is deeply
intertwined with Riemannian geometry, since if L is elliptic, αij is a real,
symmetric and non–degenerate tensor, which can be naturally identified
with a metric tensor.

1.1.1 Extension to Riemannian manifolds

Riemannian geometry shall be really helpful in studying elliptic second–
order differential operators, since they can be defined in terms of the in-
trinsic geometry of the manifold. Consider a Riemannian manifold (M, g),
equipped with a metric tensor g = gijdx

i ⊗ dxj ; the operator (1.1) can
likewise be written as

L = −αij(x)∂i∂j + βj(x)∂j + γ(x) , (1.6)

where the symmetric and positive–definite tensor αij is to be identified with
the inverse metric gij = (gij)

−1 and x ∈ U ⊆ M, ∂U = ∅. The decomposi-
tion (1.5) can be applied again, leading this time to

L = −g−
1
2 (∂i +Ai) g

1
2 gij (∂j +Aj) +Q , (1.7)

since now µ(x) = g
1
2 (x) in the Hilbert space L2(M, g

1
2 ), where g ≡ | det g|.

The quantities Ai and Q appearing in (1.7) are defined as

Ai ≡ −1

2
gij

(
βj + Γj

)
Q ≡ γ + gijAiAj + g−

1
2∂i

(
g

1
2 gijAj

)
,

(1.8)

2The inner product (·, ·) in the space of square–integrable functions L2(M,µ) should
not be confused with the one ⟨·, ·⟩ between coordinates xi and dual variables pi.
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where Ai is known as generalised connection, while Γj are the contracted
Christoffel symbols.3 Using the covariant derivatives defined above and a
simple identity,4 (1.7) can be written as

L = − (∇i +Ai) g
ij (∇j +Aj) +Q (1.9)

Q = γ + gijAiAj + gij∇iAj . (1.10)

This allows us to interpret the quantity Rij ≡ ∂iAj − ∂jAi as a generalised
curvature, since the covariant derivative can be extended to a generalised
covariant derivative containing both a gravitational (spacetime) term and a
purely gauge (internal) term,

∇A
i ≡ ∇i +Ai , (1.11)

allowing to write the Laplace–type operator (1.9) more compactly as

L = −gij∇A
i ∇A

j +Q . (1.12)

1.2 The heat kernel

Consider now a positive–definite operator A in a Hilbert space, (A,A) > 0.
We define the heat semigroup as the operator

U(t) = exp (−tA) =
∞∑
j=0

(−1)j

j!
(tA)j , (1.13)

which is well defined for t > 0, and satisfies the operator heat equation

(∂t +A)U(t) = 0 with U(0) = 1 . (1.14)

The operator U(t) enjoys the semigroup defining properties, since for any
t1, t2 > 0 one has U(t1 + t2) = U(t1)U(t2), but since in general it is not
invertible, as U−1(t) = exp (tA) is not well defined for t > 0, it cannot be
considered as an element of a group.

3Starting from Γi
jk = 1

2
gim (∂jgkm + ∂kgjm − ∂mgjk) and contracting with δki we get

the expression

Γi ≡ Γj
ij =

1

2
gjk∂igjk =

1

2
g−1∂ig = g−

1
2 ∂ig

1
2 .

4As a consequence of the previous result, given a vector fieldKi defined on the manifold,
we have the useful formula

∇iK
i = ∂iK

i + ΓiK
i = g−

1
2 ∂i

(
g

1
2Ki

)
.
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The heat kernel is then defined as the integral kernel5 of the heat semi-
group for the operator L in (1.1), which in spectral decomposition reads

U(t;x, x′) ≡
∑
j

e−tλjφj(x)φj(x′) , (1.15)

where Lφj(x) = λjφj(x) are the eigenfunctions and eigenvalues of the dif-
ferential operator L. According to (1.14), U(t;x, x′) satisfies the differential
heat equation6

[∂t + L(x, ∂x)]U(t;x, x′) = 0 , with U(0;x, x′) = δ(x, x′) , (1.16)

where the δ–function, in the case of curved space, is to be interpreted as a
biscalar density.7

The usefulness of this operator appears once we consider how it can be
exploited to solve the initial value problem for the “heat equation”{

[∂t + L(x, ∂x)]V (t, x) = 0

V (0, x) = f(x) ,
(1.17)

which is solved indeed by

V (t, x) =

∫
M

dx′ µ(x′)U(t;x, x′) f(x′) . (1.18)

Similarly, for the non–homogeneous case, where a generic (smooth) function
h ∈ C∞(M) appears on the right–hand side, we have that{

[∂t + L(x, ∂x)]V (t, x) = h(t, x)

V (0, x) = f(x)
(1.19)

5The integral kernel of an integral operator K acting on L2(M,µ), M ⊆ Rn, is a
two–point function K(x, x′) such that ∀f ∈ L2(M,µ) one has

(Kf)(x) =

∫
M

dx′ µ(x′)K(x, x′)f(x′) .

6There is also an equivalent equation for the adjoint operator L∗ [8, § 2.4.1] which for
sake of brevity we will omit in the following discussion.

7In detail, δ(x, x′) ≡ g−
1
4 (x)δ(x− x′)g−

1
4 (x′), where the factors of g(x) are inserted in

a symmetric way to satisfy the definition∫
M

dx
√
g δ(x, x′)f(x) ≡ f(x′) ,

so that the heat kernel is a biscalar (and not a biscalar density, as it would have been,
had we chosen the standard definition for the δ–function).
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is solved by

V (t, x) =

∫
M

dx′ µ(x′)U(t;x, x′) f(x′)

+

∫ t

0
dt′

∫
M

dx′ µ(x′)U(t;x, x′)h(t′, x′) .

(1.20)

The forcing term, according to Duhamel’s principle, is adding a new initial
condition at each instant of time [10, § 1.1]. On a Riemannian manifold M,
we can formulate the same problem, upon replacing L(x, ∂x) by the Laplace–
type operator (1.12). It can be shown that for t > 0 the heat kernel is a
smooth function of the time t and of x, x′ [8, § 5.1]; however, it is impossible
to analytically evaluate it in general; in the following, we will therefore focus
on the approximation at small times, t→ 0.

1.2.1 Singular perturbation theory

Consider the operator L written in the form (1.6), and rescale all derivatives
by a constant parameter ε > 0, to get a singularly perturbed operator

L(x, ε∂) = −ε2αjk(x)∂j∂k + εβj(x)∂j + γ . (1.21)

The corresponding heat equation becomes

[ε∂t + L(x, ε∂x)]U(t;x, x′) = 0 , with U(0;x, x′) = δ(x, x′) . (1.22)

We now look for a solution of (1.22) by introducing the following semi–
classical ansatz for the heat kernel:

U(t;x, x′) ∼ ε−
n
2 g−

1
4 (x)g−

1
4 (x′) exp

{
−1

ε
S(t;x, x′)

} ∞∑
j=0

εjbj(t;x, x
′) .

(1.23)

This choice is motivated as follows: the solution of equation (1.22) for oper-
ators (1.21) with costant coefficients is a sort of “plane wave” in euclidean
space [8, §§ 4.2.1, 4.3], so the idea is to replace in the limit ε→ 0 and t→ 0
this euclidean plane wave by a distorted one which depends on a function
S(t;x, x′) and on an expansion around ε = 0, with coefficients bj(t;x, x

′).

The factor ε−
n
2 g−

1
4 (x)g−

1
4 (x′) is introduced to satisfy the initial condition

(1.22), that is

lim
ε, t→0

U(t;x, x′) ∼ lim
ε, t→0

ε−
n
2 g−

1
4 (x)g−

1
4 (x′) exp

{
−1

ε
S(t;x, x′)

}
b0(t;x, x

′)

= g−
1
4 (x)δ(x− x′)g−

1
4 (x′) = δ(x, x′) . (1.24)

The algorithm for determining the function S(t;x, x′) and the coefficients
bj(t;x, x

′) is rather simple: we plug the ansatz (1.23) in the differential
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equation (1.22) and equate to zero the coefficients at order εj . For j = 0
we get a non–linear first–order partial differential equation for S, known as
Hamilton–Jacobi equation. To solve this equation, one has to introduce the
Hamiltonian system of equations, whose solution is the action S. For j ≥ 1,
we get a system of differential recursion relations for bj , known as transport
equations, which allow to find as many coefficients bj as needed.

Another form for the expansion

Introduce now a real two–point function Φ = Φ(x, x′) such that Φ(x, x′) > 0
for x ̸= x′ and Φ(x, x′) = 0 iff x = x′. We also assume that it is an analytic
function of x, so that it can be expanded in Taylor series around x′, with

∂iΦ(x, x
′)
∣∣
x=x′

= ∂j′Φ(x, x
′)
∣∣
x=x′

= 0 , (1.25)

and that it has a non degenerate Hessian det
[
−∂i∂j′Φ(x, x′)

]∣∣
x=x′

̸= 0. This
means that Φ(x, x′) has a non–degenerate absolute minimum at x′ equal to
zero.8 Then the limit derived in appendix 1.A, equation (1.108), can be
generalised as

lim
t→0

(4πt)−
n
2 det

[
−∂i∂j′Φ(x, x′)

] 1
2 exp

{
− 1

2t
Φ(x, x′)

}
= δ(x, x′) , (1.26)

and this equation still holds if Φ(t;x, x′) is an analytic function of t as
well, such that Φ0(x, x

′) = Φ(0;x, x′) satisfies the conditions above and
∂tΦ(0;x, x

′)|x=x′ = 0. By comparison between (1.24) and (1.26) the func-
tions S and b0 have the following asymptotics at t→ 0:

S(t;x, x′) =
1

2t
Φ(x, x′) +O(1) (1.27)

b0(t;x, x
′) = (4πt)−

n
2 det

[
−∂i∂j′Φ(x, x′)

] 1
2 +O

(
t1−

n
2

)
. (1.28)

These functions can then be written in terms of expansions around t → 0,
by introducing the unknown functions Sj(x, x

′) and bjk(x, x
′),

S(t;x, x′) =
1

2t
Φ(x, x′) +

∞∑
j=0

tjSj(x, x
′) (1.29)

bj(t;x, x
′) = (4πt)−

n
2 det

[
−∂i∂j′Φ(x, x′)

] 1
2

∞∑
k=0

tkbjk(x, x
′) , (1.30)

8We denote by primed indices, i.e. ∂i′ , the derivatives with respect to x′.
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and by plugging (1.29) and (1.30) inside our ansatz (1.23), upon a suitable
redefinition of the generic functions bjk(x, x

′), we find

U(t;x, x′) ∼ ε−
n
2 (4πt)−

n
2 g−

1
4 (x) det

[
−∂i∂j′Φ(x, x′)

] 1
2 g−

1
4 (x′)

· exp
{
− 1

2εt
Φ(x, x′)

} ∞∑
j=0

(εt)jcj(x, x
′) ,

(1.31)

where Φ(x, x′) and cj(x, x
′) are still undetermined functions.

1.2.2 Hamilton–Jacobi equation

At this point, it is important to note that the ansatz (1.31) is not written
in a covariant way, but can be easily made so. Consider the form (1.12) of
the operator L, and singularly perturb it as

Lε ≡ ε2L = −ε2gij∇A
i ∇A

j + ε2Q . (1.32)

Assuming that the coefficients of L do not depend on ε, the following com-
mutation formula [8, § 5.1] is easily seen to hold:

exp

(
1

ε
S

)(
ε∂t + ε2L

)
exp

(
−1

ε
S

)
= T0 + εT1 + ε2L , (1.33)

with {
T0 = −Ṡ − gijSiSj

T1 = ∂t + 2gijSj (∇i +Ai) + gijSij
(1.34)

by denoting Si ≡ ∇iS and Sij ≡ ∇i∇jS. In order to cancel the leading
term in (1.33), we require that T0 = 0 in (1.34), that is,

∂tS + gij∇iS∇jS = 0 , (1.35)

which is our Hamilton–Jacobi equation. Moreover, due to (1.29) we can
assume that S(t;x, x′) takes the form

S(t;x, x′) ≡ 1

2t
σ(x, x′) , (1.36)

hence (1.35) becomes

σ =
1

2
gij(∇iσ)(∇jσ) , (1.37)

which is the definition of the Synge function σ(x, x′), see appendix 1.B, and
gives the exact form of the action S. The ansatz (1.31) can now be written
in an explicitly covariant manner,

U(t;x, x′) ∼ ε−
n
2 (4πt)−

n
2 ∆

1
2 (x, x′) exp

{
− 1

2εt
σ(x, x′)

} ∞∑
j=0

(εt)jcj(x, x
′) ,

(1.38)

11



Chapter 1
;A<

where ∆(x, x′) is Van Vleck–Morette determinant, defined in appendix 1.C.
With the asymptotic ansatz (1.38) in mind, the second line of (1.34),

together with (1.36), gives the following transport operator

T1 = ∂t +
1

t

(
D + σiAi +

1

2
σii

)
, (1.39)

where σi ≡ ∇iσ, σij ≡ ∇i∇jσ and D ≡ σi∇i. Using (1.129), proved in
appendix 1.C, (1.39) can equivalently be written as

T1 = t−
n
2 ∆

1
2

[
∂t +

1

t

(
D + σiAi

)]
t
n
2 ∆− 1

2 ; (1.40)

moreover, by introducing of the generalised operator of parallel transport
P(x, x′), defined in appendix 1.D,

T1 = t−
n
2 P∆

1
2

(
∂t +

1

t
D

)
t
n
2 P−1∆− 1

2 . (1.41)

Since the asymptotic ansatz (1.38) depends on ε and t only through their
product εt, by replacing εt→ t and using (1.41), it becomes

U(t;x, x′) ∼ (4πt)−
n
2 P(x, x′)∆

1
2 (x, x′) exp

{
− 1

2t
σ(x, x′)

}
Ω(t;x, x′) (1.42)

where we assume that x and x′ are sufficiently close, so that all two–point
functions are well defined, i.e. the geodesic connecting the two points is
unique. The transport function Ω(t;x, x′) is arbitrary, besides satisfying a
transport equation(

∂t +
1

t
D + L̂

)
Ω(t;x, x′) = 0 with Ω(0;x, x′) = 1 , (1.43)

where L̂ ≡ P−1∆− 1
2L∆

1
2P. The condition (1.43) comes from imposing the

commutation formula (1.33).

1.3 Minakshisundaram–Pleijel equation

We assume that the potential Q(x) is bounded from below by a positive
parameter m2, so that Q(x) ≥ m2. Then the operator L is positive–definite
and the heat kernel U(t;x, x′) and the function Ω(t;x, x′) decrease at the
infinity t → ∞ more rapidly than any power of t, whereas around t → 0
we can expand Ω(t;x, x′) in positive integer powers of t. Therefore, for any
α,N ≥ 0:

lim
t→∞, 0

tα
(
∂

∂t

)N
Ω(t;x, x′) = 0 . (1.44)

12
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Consider now the Mellin transform of the transport function Ω(t;x, x′),

bq(x, x
′) ≡ 1

Γ(−q)

∫ ∞

0
dt t−q−1Ω(t;x, x′) , (1.45)

which converges in the region Re (q) < 0, q ∈ C. The function bq(x, x
′) can

be extended for Re (q) ≥ 0 via analytic continuation [7, § 2]. By integrating
by parts, for Re (q) < N ∈ N,

bq(x, x
′) =

(−1)N

Γ(−q +N)

∫ ∞

0
dt t−q−1+N

(
∂

∂t

)N
Ω(t;x, x′) , (1.46)

and the asymptotic property (1.44), together with integration by parts, al-
lows to compute bq(x, x

′) at the positive integers q = k,

bk(x, x
′) =

(
− ∂

∂t

)k
Ω(t;x, x′)

∣∣∣∣∣
t=0

(1.47)

with asymptotic behaviour

lim
|q|→∞

Re(q)<N

Γ(−q +N) bq(x, x
′) = 0 . (1.48)

The functions bq(x, x
′) can therefore be seen as an analytical continuation

of the coefficients bk on the whole complex plane of q from positive inte-
ger values, with the asymptotic condition (1.48). By inverting the Mellin
transform,

Ω(t;x, x′) =

∫ c+i∞

c−i∞

dq

2πi
tq Γ(−q) bq(x, x′) , c < 0 , (1.49)

which gives the heat kernel diagonal as an integral of the coincidence limit
x′ → x of the function bq,

U(t;x, x) = (4πt)−
n
2

∫ c+i∞

c−i∞

dq

2πi
tq Γ(−q) bq(x, x) . (1.50)

Shifting to the right the contour of integration in (1.49) and taking into
account the properties (1.47) and (1.48), it is possible to prove that

Ω(t;x, x′) =
N−1∑
j=0

tj

j!
bj(x, x

′) +

∫ cN+i∞

cN−i∞

dq

2πi
tq Γ(−q) bq(x, x′)

≡
N−1∑
j=0

tj

j!
bj(x, x

′) +RN (t;x, x
′) , (1.51)
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with N − 1 < cN < N . Here, RN (t;x, x
′) ∼ O(tN ) as t → 0 and is smaller

than the last term in the sum, so (1.51) gives the asymptotic expansion of
Ω(t;x, x′) as t→ 0 in the form

Ω(t;x, x′) ∼
∞∑
j=0

tj

j!
bj(x, x

′) , (1.52)

leading to the asymptotic expansion of the heat kernel diagonal,

U(t;x, x) ∼ (4πt)−
n
2

∞∑
j=0

tj

j!
bj(x, x) . (1.53)

The coefficients bj(x, x
′) are smooth functions known as Hadamard–DeWitt–

Minakshisundaram–Seeley (HDMS) coefficients, and the asymptotic expan-
sion (1.53) is known as Minakshisundaram–Pleijel equation.

Note that the expansion (1.52) is convergent only if the remainder term
RN (t;x, x

′) vanishes as N → ∞ in a neighborhood of t = 0, in which case
Ω(t;x, x′) is analytic at t = 0. In general, for any fixed t > 0, RN (t;x, x

′)
does not vanish as N → ∞ and (1.52) diverges for any t > 0. Thus the
asymptotic ansatz (1.52) makes sense only when its lowest–order terms are
essential.

1.4 One–loop effective action

Consider a generic field φ(x) on a n–dimensional space–time, with compo-
nents φA(x) which transform with respect to some representation of the
diffeomorphism group, and which can be either bosonic or fermionic:

φAφB = (−1)ABφBφA , (1.54)

with indices A, B equal to zero in the first case, and equal to one in the
latter. In order to construct a local action functional S[φ] we also need to
introduce a metric for the configuration space EAB, which allows to define
a scalar product

(φ1, φ2) = φA1 EABφ
B
2 (1.55)

and to higher and lower the indices, φA = φBEBA and φB = φA(E
−1)AB,

with (E−1)ABEBC = δAC . If the theory is gauge–redundant — which is the
case of quantum gravity — we assume that the ghost fields are included in
the set of fields φ(x), and that the action is modified accordingly. We also
employ DeWitt hyper–condensed notation.9

9This notation combines summation with integration, allowing to use a unique discrete–
continuous index i ≡ (A, x) to denote the fields, φi ≡ φA(x). Summation–integration is
then combined in a brief contraction of indices, φiψ

i ≡
∫
dnx φA(x)ψ

A(x).
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Consider two causally connected in– and out–regions in spacetime, that
lie in the past and in the future with respect to the region containing the
physical system we are looking at, and define two vacuum states |in⟩, ⟨out|
in the two regions. The transition amplitude between these two states, in
presence of background classical sources Ji, is given by the path integral

⟨out|in⟩ =
∫

dφM[φ] exp

{
i

ℏ
(
S[φ] + Jiφ

i
)}

≡ exp

{
i

ℏ
W [J ]

}
. (1.56)

The quantity M[φ] is a measure functional, fixed by canonical quantisa-
tion of the theory, while W [J ] is the generating functional for connected
correlations functions,

⟨φi1 . . . φik⟩C =

(
ℏ
i

)k−1 δkL
δJi1 . . . δJik

W [J ] , (1.57)

where δL is the left functional derivative. In particular, the first functional
derivative of W [J ] gives the background field

⟨φi⟩ ≡ Φi[J ] =
δL
δJi

W [J ] , (1.58)

in terms of which we can define the key concept of effective action Γ[Φ],
through the functional Legendre transform

Γ[Φ] =W [J ]− JiΦ
i . (1.59)

The right functional derivative of (1.59) gives the sources,

δR
δΦi

Γ[Φ] = −Ji[Φ] , (1.60)

and (1.60) shows that, by taking Ji[Φ] ≡ 0, the effective action generates
effective equations of motion in the background field Φ. The second deriva-
tive of (1.59) determines the propagator, while higher derivatives give all
vertex functions. By using the definition (1.59), as well as (1.56), one finds
that Γ[Φ] satisfies the integro–differential equation

exp

{
i

ℏ
Γ[Φ]

}
=

∫
dφM[φ] exp

{
i

ℏ

[
S[φ]− δRΓ[Φ]

δΦi
(
φi − Φi

)]}
. (1.61)

This shows that, when using the effective action functional for the construc-
tion of the S–matrix, one needs only tree–level diagrams, since all quantum
corrections determined by the loops are already included in the full prop-
agator and vertex functions. In other words, the fundamental entities of
the theory (effective action and Green’s function) become functionals of an
external classical (background) field and in principle contain the entire in-
formation of quantum field theory [11]. The effective equations of motion
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(1.60), with Ji = 0, describe the dynamics of the background fields with
regard to all quantum corrections.

At this point, a problem arises: the off–shell effective action depends on
the choice of the gauge, so it is not gauge–invariant. The solution of this
problem has been proposed by Vilkovisky [12] and later extended to curved
spacetimes by DeWitt [13], and goes under the name of Vilkovisky–DeWitt
formalism. The key idea is to introduce a connection in configuration space,
which allows to keep gauge invariance safe. Very recent developments [14],
however, show that a more refined definition of background independence,
rooted on the extensive studies on this subject made by Anderson [15; 16;
17], appears to conflict with gauge invariance. We will not tackle this issue
here,10 even though it is important, from a more general–theoretical point
of view, to be aware of its existence.

Going back to our formalism, we can now expand the effective action by
orders of ℏ, which correspond to the number of loops,11

Γ[Φ] ≡ S[Φ] +
∑
k≥1

ℏkΓ(k)[Φ] , (1.62)

and substitute (1.62) in (1.61), with the shift of variable φi ≡ Φi +
√
ℏϕi.

After having expanded the action S[φ] and the measure M[φ] in quantum
fields ϕi, by equating coefficients at equal powers of ℏ we get recurrence
relations that uniquely define the coefficients Γ(k)[Φ]. The fundamental ele-
ments of this computation are the bare propagators, i.e. the Green functions
of the differential operator

∆ij [φ] ≡
δLδR
δφiδφj

S[φ] . (1.63)

In particular, the one–loop effective action can be obtained from the com-
putation of a Gaussian–like integral, and has the well–known form

Γ(1)[Φ] = − 1

2i
log

sdet∆[Φ]

M2[Φ]
, (1.64)

where we have introduced the functional Berezin superdeterminant

sdet∆ ≡ exp (sTr log∆) (1.65)

and the supertrace

sTrFij ≡ (−1)iF ii . (1.66)

10Our computations in the background field method will be carried out only on–shell,
that is, by assuming that the background solves Einstein equations, so covariance will not
be a problem in our case.

11At L loops we will have an amplitude proportional to ℏL−1.
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The local functional measure M[φ] can be taken to be the square root of
the superdeterminant of the metric in configuration space,

M = [sdetEij(φ)]
1
2 , (1.67)

where we assumed ultralocality [18, § 3]

Eij [φ] = EAB(φ(x)) δ(x, x
′) . (1.68)

Note that the measure dφM[φ] is invariant under point–wise transforma-
tions of the fields, φ(x) → F [φ(x)]. Multiplicativity of the superdeterminant
[19, § I.2] allows then to write (1.64) as

Γ(1)[Φ] = − 1

2i
log sdet ∆̂ with ∆̂ ≡ E−1∆ . (1.69)

1.4.1 Effective action and heat kernel expansion

The most general form of the operator ∆̂ (1.69) is covariantly given by
(1.12); by explicitly writing down the configuration space indices A, B, as
well as factoring out the lower bound of Q(x) ≥ m2 > 0 as

QAB(x) ≡ Q̃AB −m2δAB , (1.70)

we have

∆̂A
B(x, x

′) =
[
δAB

(
∇2 −m2

)
+ Q̃AB(x)

]
g

1
2 (x) δ(x, x′) . (1.71)

By means of the Fock–Schwinger–DeWitt proper time method, we can write
down the Green function GAB′(x, x′) for the operator (1.71), that is,12[

δAC
(
∇2 −m2

)
+ Q̃AC

]
GCB′(x, x′) = −δAB′ g−

1
2 (x) δ(x, x′) , (1.72)

as a contour integral over an auxiliary “time” variable s [9, § 1.2]. Then, as
the heat kernel is the integral kernel of the heat semigroup,

G(x, x′) ≡ i

∫
C
ds exp (−ism2) U(s;x, x′) . (1.73)

In the following we will choose the Feynman causal propagator by integrating
s from 0 to ∞, and shifting m2 → m2 + iε. Using (1.52) and (1.53), at
coinciding points x = x′ we then have

G(x, x) = i

∫ ∞

0
ds (4πs)−

n
2 exp (−ism2 + εs) Ω(s;x, x) . (1.74)

12Note that this Green function is a two–point quantity, transforming as the field φA(x)
under the transformation of coordinates in x, and as the current JB′(x′) under the trans-
formation at x′.
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We now move for further convenience to euclidean time β ≡ is, and exploit
the operatorial identity [20, § 1]

logA = −
∫ ∞

0

dβ

β
exp (−βA) , (1.75)

which can be seen to hold by differentiating both sides with respect to A,
and neglecting an infinite additive constant which does not depend on A
itself. By recalling that log sdet ∆̂ = sTr log ∆̂ and setting A ≡ ∆̂, (1.69)
becomes13

Γ(1) =
1

2
log sdet ∆̂ = −1

2

∫ ∞

0

dβ

β
sTr exp (−β∆̂)

= −1

2

∫ ∞

0

dβ

β
exp (−βm2)

∫
dnx

√
g sTrU(β;x, x) , (1.76)

and the integral (1.76) admits two different kinds of divergences:

� for β → ∞, infrared divergences can be due to negative or zero eigen-
values of ∆̂ (they can be removed by assuming that m is sufficiently
large, which is not the case of the graviton);

� for β → 0, we have instead ultraviolet divergences; indeed, by intro-
ducing a cutoff at β = Λ−1,

ΓΛ = −1

2

∫ ∞

Λ−1

dβ

β
exp (−βm2)

∫
dnx

√
g sTrU(β;x, x) , (1.77)

it is easy to see that the divergent part of ΓΛ, for Λ → ∞, is a subgroup
of the heat kernel coefficients.

By using the HDMS expansion (1.53) in euclidean time β,14 the action
(1.76) becomes

Γ(1) = −1

2

∫ ∞

0

dβ

β
exp (−βm2)

∫
dnx

√
g

(4πβ)
n
2

sTr
∞∑
j=0

βj

j!
bj(x, x) , (1.78)

which is the general form for the effective action in terms of HDMS coef-
ficients. From a physical point of view, the expansion in series in proper
time corresponds to the expansion in the dimensionless parameter α ≡ λ/L,
where λ = ℏ/mc is the Compton wavelength, and L is the characteristic scale
of variation of the background fields. When λ ≪ L, this approximation is
nothing else than the semi–classical approximation of quantum mechanics,
since α ∼ ℏ in usual units.

13When going to euclidean time β = is, the factor −(2i)−1 in front of the effective
action (1.69) becomes 2−1.

14Note that (1.53) is written for a Riemannian manifold; since, when shifting to eu-
clidean time, we move from a pseudo-Riemannian manifold to a Riemaniann one, the
“time” coordinate t introduced in (1.53) is to be identified with β, and not with s.
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1.5 Heat kernel coefficients computation

The computation of the HDMS coefficients was carried out by DeWitt [3,
§ 17; 4, §§ 9.7–9.9], but the method employed by him, which exploits a recur-
sive relation between the coefficients, although being the simplest in prin-
ciple, turns out to be cumbersome when looking for higher order terms
(indeed, he did not compute a3). The fourth heat kernel coefficient a3 was
computed for the first time by Gilkey [21, §§ 3–4], with all terms spelled out
explicitly, and to which we refer as a starting point in our computations.
However, the method due to Gilkey is still formulated in a very complicated
form, which cannot be immediately applied to the physical problems: it
is not covariant nor can be extended to computer calculations [6, § 1]. A
fully covariant and algorithmic method has been more recently developed
by Avramidi [11; 6; 7; 9, §§ 2.1–2.4; 8, §§ 5.5–5.7].

To briefly sketch this latter procedure, we rewrite the transport equation
(1.43) for the differential operator (1.71) with t = is, to get(

d

dis
+

1

is
D

)
Ω(s) = P−1

(
1∆− 1

2∇2∆
1
2 + Q̃

)
PΩ(s) , (1.79)

where Ω(s) ≡ Ω(s;x, x) in the coincidence limit, satisfying the boundary
condition ΩA

′
B′(0;x, x) = δA

′
B′ . Then, from (1.52) we get

Ω(s) =
∞∑
j=0

(is)j

j!
bj , (1.80)

and hence, by plugging (1.80) into (1.79) we find

a0 = 1 (1.81)(
1 +

1

j
D

)
bj = P−1

(
1∆− 1

2∇2∆
1
2 + Q̃

)
Pbj−1 . (1.82)

While equation (1.81) gives immediately the first heat kernel coefficient as
reported in (1.96), we can rewrite the recursion relation (1.82) as

bj =

(
1 +

1

j
D

)−1

F

(
1 +

1

j − 1
D

)−1

F . . . (1 +D)−1 F , (1.83)

where
F ≡ P−1

(
1∆− 1

2∇2∆
1
2 + Q̃

)
P . (1.84)

Assuming that HDMS coefficients admit a coincidence limit for x→ x′,
we can introduce the covariant Taylor series described in appendix 1.E:

bj =
∑
n≥0

|n⟩ ⟨n|bj⟩ (1.85)
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and hence (
1 +

1

j
D

)−1

=
∑
n≥0

j

j + n
|n⟩ ⟨n| . (1.86)

The recursive relation (1.83) can therefore be rewritten as

⟨n|bj⟩ =
∑

n1,...,nj−1≥0

j

j + n
· j − 1

j − 1 + nj−1
. . .

1

1 + nj

· ⟨n|F |nj−1⟩ ⟨nj−1|F |nj−2⟩ . . . ⟨n1|F |0⟩ , (1.87)

where the matrix elements of the operator F are

⟨m|F |n⟩ = ∇(µ1 . . .∇µm)F
(−1)n

n!
σν

′
1 . . . σν

′
n . (1.88)

As the operator F is a differential operator of second order, the matrix ele-
ments (1.88) do not vanish only for n ≤ m+ 2, so the summation (1.87) is
always finite, an in particular n1 ≥ 0, nj ≤ nj+1+2. The problem of comput-
ing HDMS coefficients is therefore reduced by (1.87) to compute the matrix
elements (1.88). This last procedure can be simplified even more by intro-
ducing a diagrammatic technique, which consists in writing a generic element
⟨m|F |n⟩ as a “block” of m lines coming from the left and n lines going out
to the right, whereas contractions between matrix elements ⟨m|F |k⟩ ⟨k|F |n⟩
are represented by two blocks connected by k intermediate lines. To get the
contraction (1.87), we must then draw all possible diagrams with j blocks
connected in all possible ways by any number of intermediate lines k, which
does not exceed the number of incoming lines by more than two nor by
exactly one. The different diagrams are then summed with the weights
provided by (1.87); for the first coefficients these diagrams are:

⟨0|b1⟩ = (1.89)

⟨0|b2⟩ = +
1

3
(1.90)

⟨0|b3⟩ = +
1

3
+

2

4
(1.91)

+
2

4
· 1
2

+
2

4
· 1
3

+
2

4
· 1
5

.

Explicit results

The exact computation of the matrix elements is quite involved, and will not
be carried out here; the results obtained by Avramidi [11; 6], however, are
in accordance with the earlier ones by Gilkey [21], which is a strong cross–
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check for the correctness of both procedures.15 More recently, the same
coefficients have been written in [23] with all curvature monomials spelled
out.

To show the outcome of these involved computations, it is useful to write
the operator (1.71) in the following simplified form

H ≡ −∇2 − V , (1.92)

where we keep implicit configuration space indices, and define V ≡ −Q
[20, § 2.1]. We will also denote by n = D the dimension of our spacetime
manifold. The trace of the heat kernel coefficients (1.53) can be written as

1

(4πt)
D
2

Tr

 ∞∑
j=0

tjaj(x, x)

 ≡ 1

(4πt)
D
2

Tr

exp
 ∞∑
j=1

tjαj(x, x)

 , (1.93)

whereas the standard coefficients, in the normalisation previously employed,
are the bj ’s defined as

aj ≡
1

j!
bj with aj ≡ αj + βj . (1.94)

We separated the contribution αj , coming from connected diagrams, from
βj , due to disconnected ones, as it is commonly performed in quantum field
theory [22, §B]. By comparing the two terms in (1.93) we find

β0 = β1 = 0

β2 =
1

2
α2
1

β3 =
1

6
α3
1 + α1α2 .

(1.95)

Proof. Neglecting the prefactor in (1.93), we expand the exponential as

Tr

exp
 ∞∑

j=1

tjαj(x, x)

 = Tr

∞∑
k=0

1

k!

 ∞∑
j=1

tjαj(x, x)

k

= Tr

[
1+ α1t+

(
α2 +

1

2
α2
1

)
t2 +

(
α3 +

1

6
α3
1 + α1α2

)
t3 +O(t4)

]
and direct comparison between the two terms identifies the coefficients β2 = 1

2α
2
1

and β3 = 1
6α

3
1 + α1α2, as reported in (1.95). ■

15It is important to note that the notation we employ here for the Riemann tensor,
Ricci tensor and scalar is the same of [22; 5],

Rµ
νρσ ≡ ∂ρΓ

µ
σν − ∂σΓ

µ
ρν − Γµ

ρλΓ
λ
σν − Γµ

σλΓ
λ
ρν , Rµν ≡ R α

αµ ν , R ≡ Rµ
µ ,

while [21; 20] adopt the opposite sign in the Riemann tensor and in its contractions,
Rµν ≡ R α

αµν , so the heat kernel coefficients (1.96)–(1.99) have been changed accordingly.
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By using the form (1.92) for the differential operator and by denoting
the gauge field strength tensor as Ωµν ≡ [∇µ,∇ν ], the first four HDMS
coefficients16 are given by:

α0(x) = 1 (1.96)

α1(x) =
1

6
R1+ V (1.97)

α2(x) =
1

6
∇2

(
1

5
R1+ V

)
+

1

180

(
R2
µνρσ −R2

µν

)
1+

1

12
Ω2
µν (1.98)

α3(x) =
1

7!

[
18∇4R+ 17(∇µR)

2 − 2(∇µRνσ)
2 − 4∇µRνσ∇νRµσ

+ 9(∇αRµνρσ)
2 − 8Rµν∇2Rµν + 24Rµν∇ν∇σR

µσ

+ 12Rµνρσ∇2Rµνρσ − 208

9
R ν
µ R

σ
ν R

µ
σ +

64

3
RµνRρσR

µρνσ

− 16

3
RµνR

µ
ρστR

νρστ +
44

9
R ρσ
µν R αβ

ρσ R µν
αβ

+
80

9
RµνρσR

µαρβRν σ
α β

]
1

+
2

6!

[
8(∇µΩνσ)

2 + 2(∇µΩµν)
2 + 12Ωµν∇2Ωµν − 12Ω ν

µ Ω σ
ν Ω µ

σ

+ 6RµνρσΩ
µνΩρσ − 4RµνΩ

µσΩνσ + 6∇4V + 30(∇µV )2

+4Rµν∇µ∇νV + 12∇µR∇µV ] . (1.99)

These results can be equivalently employed for gauge fields and potentials
expressed in matrix form, as it will be apparent in the following.

16In the following, when referring to the HDMS coefficients for perturbative quantum
gravity, we will simply speak of Seeley–DeWitt coefficients.
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Appendix

In this appendix we review some mathematical tools which were needed to
define the heat kernel expansion in the previous chapter.

1.A Elliptic operators with constant coefficients

One of the very few simple cases in which computations can be carried
out explicitly is that of elliptic differential operators (1.1) with constant
coefficients (A, β, γ). Let λ ∈ C and h = h(x) ∈ C∞(M) be a given smooth
function, and let f(x) be an unknown function satisfying the equation

(L− λ) f(x) = h(x) with lim
x→±∞

f(x) = 0 . (1.100)

By Fourier transforming, (1.100) is solved by

f(x) =
(
F−1f̂

)
(x) =

∫
Rn

dnp

(2π)n
ei⟨p,x⟩

ĥ(p)

σ(p)− λ

≡
∫
Rn

dnx′ G(λ;x, x′) h(x′) , (1.101)

having introduced the resolvent of the operator L,

G(λ;x, x′) ≡
∫
Rn

dnp

(2π)n
ei⟨p,(x−x

′)⟩ 1

σ(p)− λ
, (1.102)

which satisfies the condition

(L− λ)G(λ;x, x′) = δ(x− x′) . (1.103)

Let us assume that Re (λ) is sufficiently large and negative, so that for any
p ∈ R, Re (σ(p)− λ) > 0. Then, we can parametrise

1

σ(p)− λ
=

∫ ∞

0
dt exp {−t[σ(p)− λ]} , (1.104)

and therefore (1.102) admits an integral representation

G(λ;x, x′) ≡
∫ ∞

0
dt eλtU(t;x, x′) , (1.105)
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in terms of the heat kernel operator

U(t;x, x′) ≡
∫
Rn

dnp

(2π)n
exp

{
−tσ(p) + i ⟨p, (x− x′)⟩

}
. (1.106)

Since in this case the symbol σ(p) = ⟨p,Ap⟩+ i ⟨p, β⟩+γ (1.2) is a quadratic
polynomial, (1.106) is a Gaussian integral and can be computed exactly, to
give [8, § 2.5.3]

U(t;x, x′) = (4πt)−
n
2 (detA)−

1
2 exp

{
1

2
⟨(x− x′), A−1β⟩

}
· exp

{
−t

[
γ +

1

4
⟨β,A−1β⟩

]}
exp

{
− 1

4t
⟨(x− x′), A−1(x− x′)⟩

}
(1.107)

and by using the Fourier integral representation of the δ–function we find

lim
t→0+

(4πt)−
n
2 (detA)−

1
2 exp

{
− 1

4t
⟨(x− x′), A−1(x− x′)⟩

}
= δ(x− x′) .

(1.108)

This implies that U(t;x, x′) satisfies the initial condition (1.16), because in
the limit t→ 0+ the other two exponential terms give the identity.

1.B Synge function

Consider a fixed point x′ ∈ M and assume that there is a sufficiently small
neighborhood of x′ such that each point x therein can be connected to x′

by a single geodesic x = x(τ), with τ ∈ [0, t] and x(0) = x′, x(t) = x. The
Synge function is defined as half of the square of the geodesic distance

σ(x, x′) ≡ 1

2
d2(x, x′) =

1

2
t

∫ t

0
dτ gij ẋ

iẋj . (1.109)

It is a biscalar function that fully determines the local geometry of the
manifold. Consider now the one–parameter family of geodesics xi = xi(τ, ε),
such that the initial point xi(0, ε) = x′i is fixed, and let us denote

hi(τ) =
∂xi(τ, ε)

∂ε

∣∣∣∣
ε=0

. (1.110)

Since x′ is fixed, hi(0) = 0, and we can compute ∇iσ as

∂σ

∂ε

∣∣∣∣
ε=0

= hi(t)∇iσ . (1.111)
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By plugging (1.111) into the integral definition (1.109) we find

∂σ

∂ε

∣∣∣∣
ε=0

=
1

2
t

∫ t

0
dτ

[
2gij ẋ

i∂ẋ
j

∂ε
+
∂gij
∂ε

ẋiẋj
]
ε=0

=
1

2
t

∫ t

0
dτ

[
2gij ẋ

i∂h
j

∂τ
+ hk∂kgij ẋ

iẋj
]
ε=0

(1.112)

and integrating by parts the first term returns

∂σ

∂ε

∣∣∣∣
ε=0

= t
[
gij ẋ

ihj
∣∣t
0

]
ε=0

+ t

∫ t

0
dτ

[
−gij ẍihj − ∂kgij ẋ

kẋihj

+
1

2
∂kgij ẋ

iẋjhk
]
ε=0

= t
[
gij ẋ

ihj
∣∣t
0

]
ε=0

− t

∫ t

0
dτ

[
ẍi + Γijlẋ

j ẋl
]
gikh

k
∣∣∣
ε=0

. (1.113)

The second term in (1.113) vanishes, since x = x(τ, ε) is a geodesic, and as
h(0) = 0 we are left with

∂σ

∂ε

∣∣∣∣
ε=0

= tgij ẋ
i(t)hj(t) −→ ∇jσ = tgij ẋ

i(t) , (1.114)

where we recalled (1.110). Equation (1.114) shows that first derivatives of
the Synge function are proportional to the tangent vectors, and hence

gij(∇iσ)(∇jσ) = t2||ẋ||2 = d2 , (1.115)

from which, by comparing once more with (1.109), we find

σ =
1

2
gij(∇iσ)(∇jσ) . (1.116)

Equation (1.114) for the first covariant derivative of Synge function can be
equivalently derived for primed indices — that is, for derivatives with respect
to x′ — in which case it reads as

σµ
′
= −tẋµ′(0) , (1.117)

and then

σ =
1

2
gi

′j′(∇i′σ)(∇j′σ) . (1.118)

1.C Van Vleck–Morette determinant

The Van Vleck–Morette determinant is a two–point quantity ∆(x, x′), de-
fined in terms of the Synge function as [8, § 3.6.3]

∆(x, x′) ≡ g−
1
2 (x) det

[
−σij′(x, x′)

]
g−

1
2 (x′) , (1.119)
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where we denote by pedices the covariant derivatives of Synge function, i.e.
σij′ ≡ ∇i∇j′σ. In the following, we will also denote D ≡ σi∇i, so that
(1.116) takes the form Dσ = 2σ. By differentiating (1.116) and (1.120),

σj = σjiσ
i and σj′ = σj′iσ

i , (1.120)

or, equivalently,

Dσi = σi and Dσi
′
= σi

′
. (1.121)

By derivating again the second equation in (1.120), and using the fact that
derivatives with respect to x always commute with derivatives with respect
to x′, we find

σj′k = σj′ikσ
i + σj′iσ

i
k −→ σi∇iσ

j′

k + σj
′

iσ
i
k − σj

′

k = 0 . (1.122)

Define now the matrices ξ = (ξij) ≡ σij and η = (ηi
′
j) ≡ σi

′
j . Then (1.122)

can be written in a more compact form:

Dη + η(ξ − 1) = 0 . (1.123)

By setting γ ≡ η−1, one has σij′ = gj′k′η
k′
i and

det (−σij′) = g(x′) det (−η) = g(x′) det (−γ)−1 ; (1.124)

therefore, the Van Vleck–Morette determinant can also be written as

∆(x, x′) = g−
1
2 (x) det (−η)g

1
2 (x′) = g−

1
2 (x) det (−γ)−1g

1
2 (x′) . (1.125)

We may now compute

∆−1∇i∆ = ∂i log
[
g−

1
2 det (−η)

]
= Tr [γ∂iη]− g−

1
2∂ig

1
2

= γkj′∂iη
j′

k − Γkik = γkj′∇iη
j′

k = Tr [γ∇iη] (1.126)

and by contracting with σi we get

∆−1D∆ = Tr [γDη] . (1.127)

The trace of (1.123), contracted with γ on the left, gives Tr [γDη] = n−σii,
therefore the Van Vleck–Morette determinant satisfies the linear differential
equation

D∆ = (n− σii)∆ , (1.128)

and its square root satisfies the equation

D∆
1
2 =

1

2
(n− σii)∆

1
2 . (1.129)
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1.D Operator of parallel transport

With the same conventions as in appendix 1.C, we define the operator of
parallel transport P(x, x′) as the two–point scalar function which solves the
equation DAP(x, x′) = 0 with initial condition P(x, x) = 1. Here, we denote
by DA ≡ σi∇A

i the operator of differentiation along the geodesic connecting
x and x′. Formally, the solution is given by [8, § 3.7.3]

P(x, x′) = exp

{
−
∫ t

0
dτ ẋiAi[x(τ)]

}
, (1.130)

where τ is the affine parameter along the geodesic, and it satisfies the sym-
metry property P(x′, x) = P−1(x, x′). Note that (1.130) is unitary and
preserves the norm only if Ai is purely imaginary.

1.E Covariant Taylor series

The subject of covariant Taylor series is quite involved, and here we will
just scratch the surface of this mathematical technique [9, § 2.1]. Consider
the usual collective field φ, and transport it parallel along the geodesic
connecting x to x′, to obtain:

φ̄ = φ̄C
′
(x′) = PC′

A(x
′, x)φA(x) = P−1φ , (1.131)

where P−1 = PC′
A(x

′, x) is the parallel transport operator along the oppo-
site path, satisfying PP−1 = 1. The function φ̄ is a scalar under coordinate
transformations at point x, since it does not have non–primed indices; there-
fore, it can be expanded in Taylor series as a function of the geodesic affine
parameter τ :

φ̄ =
∑
k≥0

τk

k!

dk

dτk
φ̄

∣∣∣∣∣
τ=0

. (1.132)

Now, exploiting again the fact that φ̄ is a scalar,

d

dτ
φ̄ = ẋµ∂µφ̄ = ẋµ∇µφ̄ . (1.133)

Moreover, equation (1.117) in this context reads as

σµ
′
= −τ ẋµ′(0) . (1.134)

Combining these results with the geodesic equation ẋµ∇µẋ
ν = 0 we eventu-

ally find

φ = Pφ̄ = P
∑
k≥0

(−1)k

k!
σµ

′
1 . . . σµ

′
k∇(µ1 . . .∇µk)φ , (1.135)
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which is know as generalised covariant Taylor series for an arbitrary field
and connection in curved space. The key point is that the series (1.135) is
a complete set of eigenfunctions for the operator D ≡ σµ∇µ. Indeed, as
the vectors σµ and σµ

′
are eigenfunctions of D with eigenvalue one, we can

construct the basis

|0⟩ ≡ 1 and |n⟩ ≡ |ν ′1 . . . ν ′n⟩ =
(−1)n

n!
σν

′
1 . . . σν

′
n , (1.136)

which, due to (1.120), satisfies

D |n⟩ = n |n⟩ , (1.137)

and which has dual elements

⟨m| ≡ ⟨µ′1 . . . µ′m| = (−1)mgµ1
µ′1
. . . gµmµ′m

∇(µ1 . . .∇µm)δ(x, x
′) , (1.138)

which satisfy

⟨m|n⟩ =
∫

dnx ⟨µ′1 . . . µ′m|ν ′1 . . . ν ′n⟩ = δmnδ
ν1
(µ1

. . . δνnµn) . (1.139)

The scalar product (1.139) allows to write the covariant series (1.135) in a
much more compact form, since

⟨m|φ⟩ = ∇(µ1 . . .∇µm)φ and |φ⟩ = P
∑
n≥0

|n⟩ ⟨n|φ⟩ . (1.140)

It is now easy to see that a relation of completeness holds,

1 =
∑
n≥0

|n⟩ ⟨n| , (1.141)

and that a generic differential operator F [φ] can be written in the form

F =
∑
m,n≥0

P |m⟩ ⟨m|P−1FP|n⟩ ⟨n| P−1 , (1.142)

with

⟨m|P−1FP|n⟩ ≡ ∇(µ1 . . .∇µm)P−1FP (−1)n

n!
σν

′
1 . . . σν

′
n . (1.143)
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Gauge–fixing the graviton

In this chapter we apply the BRST quantisation procedure to find a quantum
action principle for the graviton in the background field method [5].

2.1 Perturbative quantum gravity action

Consider a D-dimensional Riemannian manifold (M,G) equipped with a
metric tensor G with euclidean signature. The line element is given by
ds2 = Gµνdx

µdxν , where Gµν are the components of G, and the metric
enjoys the local gauge symmetry1

Gµν(x) −→ G′
µν(x

′) =
∂xα

∂x′µ
∂xβ

∂x′ν
Gαβ(x) , (2.1)

leaving the Einstein–Hilbert action

SEH [G] = − 1

k2

∫
dDx

√
G [R(G)− Λ] (2.2)

invariant, where k2 ≡ 16πGN , being GN the Newtonian universal gravita-
tional constant, R(G) is the Ricci scalar computed from G, G ≡ |detGµν |
and a cosmological constant Λ ̸= 0 has been included. As well known, Ein-
stein field equations in presence of a cosmological constant may be obtained
from (2.2) through the principle of least action.

In perturbative quantum gravity we employ the background field method
described above, by splitting the metric tensor G into a fixed (but generic)
classical background g and a “small” perturbation h, that is, |h| ≪ |g|:

Gµν(x) = gµν(x) + hµν(x) . (2.3)

1In general, gravity has a global gauge symmetry leaving (M,G,T ) invariant, where
T are all tensor structures on M; this wide symmetry is described by the non–Lie type
Bergmann–Komar algebra, and is larger than local diffeomorphism invariance (2.1), which
describes only local transformations that are connected to the identity.
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Quanta of the field h are usually called gravitons. As a consequence of
the splitting (2.3), the action (2.2) can be expanded in power series in the
fluctuations h,

SEH [g + h] ≡ 1

k2

∞∑
n=0

Sn[g,h
n] . (2.4)

Since we are to consider perturbative quantum gravity at one–loop, we will
be concerned with the terms up to S2 in (2.4). This expansion can be
explicitly computed, as described in appendix 2.A. The result is:

S0 = −
∫

dDx
√
g[R− 2Λ] (2.5)

S1 =

∫
dDx

√
g

[
hµν

(
Rµν −

1

2
gµνR+ gµνΛ

)]
(2.6)

S2 =

∫
dDx

√
g

[
−1

4
hµν

(
∇2 + 2Λ−R

)
hµν +

1

8
h
(
∇2 + 2Λ−R

)
h

− 1

2

(
∇νhµν −

1

2
∇µh

)2

− 1

2

(
hµλh ν

λ − hhµν
)
Rµν

−1

2
hµλhνρRµνλρ

]
. (2.7)

It is important to note that in (2.5)–(2.7) the Ricci tensor Rµν = Rµν(g) and
scalar R = R(g), as well as covariant derivatives ∇µ = ∇µ(g), are computed
with respect to the background metric g. As expected, the principle of least
action on the tree–level action S1 (2.6) leads to the graviton equations of
motion, which are the Einsten equations for the metric g.

2.2 Gauge fixing

To overcome gauge redundancy (2.1), the computation of Seeley–DeWitt
coefficients requires to fix a specific gauge. Consider an infinitesimal change
of coordinates

xµ −→ x′µ = xµ − ξµ(x) , |ξµ(x)| ≪ |xµ| , (2.8)

under which the components of the metric tensor G transform as

δGµν(x) = G′
µν(x)−Gµν(x) = ξα∂αGµν +Gαν∂µξ

α +Gµα∂νξ
α (2.9)

= ∇µξν +∇νξµ = (LξG)µν , (2.10)

where we denote by Lξ the Lie derivative along the vector field ξµ, and the
last equality (2.10) comes from its definition when applied to tensor fields.
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Proof. By inverting equation (2.8) we get xµ = x′µ + ξµ, which plugged into the
transformation law (2.1) gives

G′
µν(x

′) =
∂(x′α + ξα)

∂x′µ
∂(x′β + ξβ)

∂x′ν
Gαβ(x) = (δαµ + ∂′µξ

α)(δβν + ∂′νξ
β)Gαβ(x)

= Gµν +Gαν∂µξ
α +Gµα∂νξ

α ,

where we used the fact that, at first order in ξ, we can approximate ∂′ξ ∼ ∂ξ, with
∂′ denoting derivatives w.r.t. x′. By Taylor expanding and keeping only first order
terms,

G′
µν(x

′) = G′
µν(x− ξ) = G′

µν(x)− ξα∂αG
′
µν(x) = G′

µν(x)− ξα∂αGµν(x) ,

hence

G′
µν(x) = G′

µν(x
′) + ξα∂αGµν(x)

= Gµν +Gαν∂µξ
α +Gµα∂νξ

α + ξα∂αGµν ,

from which (2.9) follows. To get (2.10), recall that the covariant derivative is defined
as ∇µξν ≡ ∂µξν − Γα

µνξα, therefore

∇µξν = ∂µξν − 1

2
Gαβ (∂µGβν + ∂νGβµ − ∂βGµν) ξα

=

[
Gνα∂µ − 1

2
(∂µGαν + ∂νGαµ − ∂αGµν)

]
ξα + ξα∂µGνα

∇µξν +∇νξµ = ξα∂αGµν +Gαν∂µξ
α +Gµα∂νξ

α ,

where we used ∂µξν = ∂µ(Gναξ
α) = Gνα∂µξ

α + ξα∂µGνα to remove antisymmetric
terms under the exchange of indices {µ↔ ν}. ■

2.2.1 Two gauge symmetries

The splitting (2.3) we introduced before gives rise to two different gauge
symmetries:

1. the truly quantum gauge symmetry, which transforms h, leaving the
background g unchanged:{

δ1g = 0

δ1h = LξG = Lξ(g + h) ;
(2.11)

2. a background gauge symmetry, which transforms g as a dynamical field
as well, so that g and h transform as tensor fields:{

δ2g = Lξg
δ2h = Lξh .

(2.12)
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Only (2.11) is a true dynamical symmetry, and is to be gauge–fixed. The
gauge–fixing procedure will remove 2D unphysical degrees of freedom from
the metric tensor (they are canceled by the ghost fields), leaving us with

n =
D(D + 1)

2
− 2D =

D(D − 3)

2
(2.13)

degrees of freedom for the graviton. Note that the above expression for
D = 4 gives the familiar result of n = 2 degrees of freedom of a massless
spin–2 gauge theory, while for D = 3 the number of degrees of freedom is
n = 0 and Einstein gravity has no dynamics.

2.2.2 BRST quantisation

Following the BRST quantisation procedure, we introduce the BRST varia-
tion of the field h by performing the substitution ξµ −→ Λcµ in (2.11), with
the aid of (2.10):

δBhµν ≡ Λ(∇µcν +∇νcµ) = Λ(shµν) , (2.14)

where cµ is the ghost field, Λ is a constant Grassmann number and s is
the Slavnov variation operator, defined by δB ≡ Λs. Moreover, two non–
minimal fields are needed: the antighost c̄µ, satisfying fermionic statistics,
and the Nakanishi–Lautrup auxiliary field Bµ, which instead is a bosonic
field, with the following BRST variations:{

δB c̄
µ ≡ ΛBµ = Λ(sc̄µ)

δBB
µ ≡ 0 .

(2.15)

The BRST variation of the ghost cµ can be found by requiring that it is
nilpotent (i.e. s2 = 0) when acting on a generic scalar field ϕ,

δBc
µ = Λcν∂νc

µ = Λ(scµ) . (2.16)

Proof. Since the Lie derivative on a scalar field ϕ acts as the usual directional
derivative, Lξϕ = ξµ∂µϕ, we have by the usual substitution ξµ −→ Λcµ that
δBϕ = Λcµ∂µϕ, and requiring nilpotency:

s2ϕ = 0

= s(cµ∂µϕ) = (scµ)∂µϕ− cµ∂µ(c
ν∂νϕ)

= (scµ)∂µϕ− cµcν∂µ∂νϕ− cµ(∂µc
ν)∂νϕ

= (scµ − cν∂νc
µ)∂µϕ ,

where in the last line we removed the vanishing term cµcν∂µ∂νϕ and relabeled the
indices µ, ν in the last term of the sum. By comparing the first with the last line,
we end up with (2.16). ■
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The most suitable gauge–fixing choice for our problem is de Donder
gauge, which is defined by the gauge–fixing function

fµ(x) ≡ ∇νhµν −
1

2
∇µh , (2.17)

with h ≡ Tr [h]. Using (2.17), we define the following gauge fermion:

Ψ ≡ c̄µ (fµ + αBµ) , (2.18)

where α ∈ R is a constant. The action S2 computed in (2.7) can be made
BRST–invariant by adding the Slavnov variation of the gauge fermion,

Stot2 [h, c, c̄] = S2[h] + s

∫
dDx

√
g Ψ . (2.19)

The actions Stot2 and S2 belong to the same cohomology class, as their dif-
ference is an exact element (a BRST variation), therefore they give rise to
the same physical observables.

The Slavnov variation in (2.19) can be computed by the aid of the BRST
variations (2.14) and (2.15),

s

∫
dDx

√
g Ψ =

∫
dDx

√
g [(sc̄µ) (fµ + αBµ)− c̄µ(sfµ)]

=

∫
dDx

√
g

[
Bµfµ + αB2 − c̄µ(sfµ)

]
. (2.20)

From the first two terms in (2.20), LB ≡ Bµfµ + αB2, we can compute the
equations of motion for the auxiliary field Bµ,

0 =
∂LB
∂Bµ

= fµ + 2αBµ −→ Bµ = − 1

2α
fµ , (2.21)

which, plugged back in (2.20), returns

LB = − 1

2α
f2 + α

1

4α2
f2 =

1

4α
f2 . (2.22)

With the gauge choice (2.17), the Lagrangian (2.22) cancels off in the total
action (2.19) by hitting the term

−1

2

(
∇νhµν −

1

2
∇µh

)2

⊂ L2 , (2.23)

with

S2 ≡
∫

dDx L2
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identified from (2.7), provided that we set the arbitrary parameter α ≡ 1
2 .

What remains in Stot2 (2.19) is then the action (2.7), stripped off of the term
(2.23), which in the following will be denoted by

Sh[h] ≡ S2[h] +
1

2

∫
dDx

(
∇νhµν −

1

2
∇µh

)2

, (2.24)

and the ghost action, which can be proved to be

Sgh ≡ −
∫

dDx
√
g c̄µ(sfµ) = −

∫
dDx

√
g c̄µ(∇2cµ +Rµνc

ν) . (2.25)

Proof. Using the expression for the Slavnov variation of the metric (2.14) we get

sfµ = s

(
∇νhµν − 1

2
∇µh

)
= ∇ν(∇µcν +∇νcµ)−

1

2
s(∇µh

ν
ν)

= ∇2cµ +∇ν∇µcν − 1

2
(2∇µ∇νcν) = ∇2cµ + [∇ν ,∇µ]c

ν

= ∇2cµ +R ν
νµ σc

σ = ∇2cµ +Rµνc
ν ,

where we used the definition of the Riemann tensor as a commutator of covariant
derivatives, [∇µ,∇ν ]V

ρ = R ρ
µν σV

σ, which allows to reproduce (2.25). ■

2.2.3 Kinetic operators

We are now able to identify the invertible (thanks to gauge–fixing) kinetic
operators from the actions Sgh and Sh. The ghost action (2.25) can be
immediately rewritten as

Sgh = −
∫

dDx
√
g c̄µ(δ

µ
ν∇2 +Rµν)c

ν ≡
∫

dDx
√
g c̄µFµ

νc
ν , (2.26)

allowing us to identify the ghost kinetic operator

Fµ
ν ≡ −(δµν∇2 +Rµν) . (2.27)

Similarly, the graviton kinetic operator can be defined by writing the action
Sh (2.24) as

Sh ≡
∫

dDx
√
g
1

2
hµνF

µναβhαβ , (2.28)

where

Fµναβ ≡− 1

4

(
gµαgνβ + gναgµβ − gµνgαβ

) (
∇2 + 2Λ−R

)
− 1

2

(
Rµανβ +Rµβνα − gµνRαβ − gαβRµν

)
− 1

4

(
gµαRνβ + gµβRνα + gναRµβ + gνβRµα

)
.

(2.29)
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Proof. The explicit form of Sh, see (2.7) and (2.24), is

Sh =

∫
dDx

√
g

[
−1

4
hµν

(
∇2 + 2Λ−R

)
hµν +

1

8
h
(
∇2 + 2Λ−R

)
h

+
1

2

(
hµλh ν

λ − hhµν
)
Rµν − 1

2
hµλhνρRµνλρ

]
.

The first line in (2.29), when plugged into (2.28), gives

−1

4
hαβ

(
∇2 + 2Λ−R

)
hαβ +

1

8
h
(
∇2 + 2Λ−R

)
h ,

which corresponds to the first line of Sh; note that indices are highered and lowered
by the background metric g. The second line gives instead

− 1

4

(
hµνhαβRµανβ + hµνhαβRµβνα − 2hhαβRαβ

)
= −1

2

(
hhαβRαβ + hµνhαβRµανβ

)
,

where the symmetry of hαβ allows to relabel the indices α, β and obtain twice the
first term. This corresponds to the last two terms in Sh; to conclude, the third line
gives

−1

8

(
hανhαβR

νβ + hβνhαβR
να + h α

µ hαβR
µβ + h β

µ hαβR
µα

)
= −1

2
hαβh

α
νR

νβ ,

which corresponds to the third to last term in Sh. ■

To fit properly in the following computations, the graviton kinetic oper-
ator (2.29) needs to be slightly transformed. To lower its first two indices,
we introduce the DeWitt super–metric2

γµναβ ≡ 1

4

(
gµαgνβ + gµβgνα − gµνgαβ

)
(2.30)

γµναβ = gµαgνβ + gµβgνα − 2

D − 2
gµνgαβ , (2.31)

which is symmetric under the exchange of the two couples of indices and is
normalised by

γµναβ γ
αβρσ =

1

2

(
δρµδ

σ
ν + δσµδ

ρ
ν

)
. (2.32)

2In general, the form of the graviton operator is compatible with a more general family
of metrics,

γµναβ
(k) ≡ 1

4

(
gµαgνβ + gµβgνα − kgµνgαβ

)
γ
(k)
µναβ = gµαgνβ + gµβgνα − 2k

kD − 2
gµνgαβ ,

where the parameter k is arbitrary. Note that k = 2
D

is not allowed, since it brings a
singularity in the inverse metric: indeed, for k = 2

D
the metric γ is the projector on the

traceless subspace [5, § 2]. In this thesis we will always keep k ≡ 1.
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Proof. By direct computation,

γµναβ γ
αβρσ =

1

4

(
gµαgνβ + gµβgνα − 2

D − 2
gµνgαβ

)(
gαρgβσ + gασgβρ − gαβgρσ

)
=

1

4

[
2
(
δρµδ

σ
ν + δσµδ

ρ
ν

)
− 2gµνg

ρσ − 2

D − 2
(2−D)gµνg

ρσ

]
=

1

2

(
δρµδ

σ
ν + δσµδ

ρ
ν

)
,

where we used the fact that, in D dimensions, gαβg
αβ = D. ■

Under the action of the super–metric, the graviton kinetic operator (2.29)
assumes the form

F αβ
µν =− 1

2

(
δαµδ

β
ν + δβµδ

α
ν

) (
∇2 + 2Λ−R

)
− 1

D − 2
gµνg

αβR

+
2

D − 2
gµνR

αβ + gαβRµν −R α β
µ ν −R β α

µ ν

− 1

2

(
δαµR

β
ν + δβµR

α
ν + δανR

β
µ + δβνR

α
µ

)
.

(2.33)

Proof. The first line in (2.29), when contracted as F αβ
ρσ = γρσµνF

µναβ , gives the

usual factor
(
∇2 + 2Λ−R

)
multiplied by

− 1

4

(
gµαgνβ + gναgµβ − gµνgαβ

)(
gρµgσν + gρνgσµ − 2

D − 2
gρσgµν

)
=

1

2

(
δαρ δ

β
σ + δβρ δ

α
σ

)
,

which is exactly the same computation performed in the contraction γµναβ γ
αβρσ

above; this reproduces the first term of F αβ
ρσ . The second line, instead, gives:

− 1

2

(
Rµανβ +Rµβνα − gµνRαβ − gαβRµν

)(
gρµgσν + gρνgσµ − 2

D − 2
gρσgµν

)
= −1

2

(
R α β

ρ σ +R β α
ρ σ +R α β

σ ρ +R β α
σ ρ − 2

D − 2
2gρσR

αβ

−2gρσR
αβ − 2gαβRρσ +

2D

D − 2
gρσR

αβ +
2

D − 2
gρσg

αβR

)
= −R α β

ρ σ −R β α
ρ σ + gαβRρσ − 1

D − 2
gρσg

αβR

+

(
2

D − 2
+ 1− D

D − 2

)
gρσR

αβ

= −R α β
ρ σ −R β α

ρ σ + gαβRρσ − 1

D − 2
gρσg

αβR ,

where we used the symmetries of the Riemann tensor to enforce

R β α
σ ρ = Rµβναgρνgσµ = Rναµβgρνgσµ = R α β

ρ σ ,
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and similarly for R α β
σ ρ . This corresponds to the last term in the first line and the

three last terms in the second one of (2.33); to conclude, the third line gives

− 1

4

(
gµαRνβ + gµβRνα + gναRµβ + gνβRµα

)(
gρµgσν + gρνgσµ − 2

D − 2
gρσgµν

)
= −1

2

(
δαµR

β
ν + δβµR

α
ν + δανR

β
µ + δβνR

α
µ

)
+

1

2(D − 2)
4gρσR

αβ

= −1

2

(
δαµR

β
ν + δβµR

α
ν + δανR

β
µ + δβνR

α
µ

)
+

2

(D − 2)
gρσR

αβ ,

corresponding to the last line and to the first term of the second line of (2.33). ■
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Appendix

In this appendix we prove the expansions for the Einstein–Hilbert action up
to one–loop, as given in equations (2.5)–(2.7), following [24, § 4].

2.A Expansion of the action at one–loop

In order to expand the Einstein–Hilbert action (2.2), which we here rewrite
by expanding R(G) = GµνRµν(G),

SEH [G] = − 1

k2

∫
dDx

√
G [GµνRµν(G)− Λ] , (2.34)

we need to consider three different terms separately, namely: the square
root of the metric determinant

√
G (2.A.1), the inverse metric Gµν (2.A.2)

and the Ricci tensor Rµν(G) (2.A.3).

2.A.1 Square root of the metric determinant

By using some well know properties of the exponential and logarithmic func-
tions of operators, we find:

√
G =

√
| det g + h| =

√
|det g|

√
det |1+ g−1h|

=
√

| det g| exp

[
1

2
log det

∣∣1+ g−1h
∣∣]

=
√

| det g| exp

[
1

2
Tr log

∣∣1+ g−1h
∣∣]

=
√

| det g| exp

[
1

2
Tr

(
g−1h− 1

2
(g−1h)2 +O(h3)

)]
=

√
| det g|

[
1 +

1

2
Tr

(
g−1h

)
− 1

4
Tr

(
g−1h

)2
+

1

8
Tr2

(
g−1h

)
+O(h3)

]
=

√
g

[
1 +

1

2
hµµ −

1

4
hµνhµν +

1

8

(
hµµ

)2]
+O(h3) . (2.35)
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2.A.2 Inverse metric

To invert the metric G we observe that

G−1 = (g + h)−1 = g−1(1+ g−1h)−1

= g−1 − g−2h+ g−2hg−1h+O(h3) . (2.36)

Since
(
g−2h

)
µν

= gµαgνβhαβ = hµν and
(
g−2hg−1h

)
µν

= hµαh ν
α in com-

ponents (2.36) becomes

Gµν = gµν − hµν + hµαh ν
α +O(h3) . (2.37)

2.A.3 Ricci tensor

The most involved computation is the expansion of the Ricci tensor Rµν(G),
since we need to start from the full Riemann tensor and contract it. The
starting point is therefore the evaluation of Christoffel symbols:

Γλµν(G) =
1

2
Gλα (∂µGνα + ∂νGµα − ∂αGµν)

=
1

2

(
gλα − hλα + hλβh α

β

)
· [∂µ(gνα + hνα) + ∂ν(gµα + hµα)− ∂α(gµν + hµν)] +O(h3)

= Γλµν(0) + Γλµν(1) + Γλµν(2) +O(h3) , (2.38)

where we used (2.37) and denoted by Γλµν(n) the Christoffel symbol at n-th
order in h. It is then clear that

Γλµν(0) =
1

2
gλα (∂µgνα + ∂νgµα − ∂αgµν) , (2.39)

while

Γλµν(1) =
1

2
gλα (∂µhνα + ∂νhµα − ∂αhµν)−

1

2
hλα (∂µgνα + ∂νgµα − ∂αgµν)

=
1

2
gλα (∂µhνα + ∂νhµα − ∂αhµν)− gραh

λαΓρµν(0)

=
1

2
gλα

[
∂µhνα + ∂νhµα − ∂αhµν − 2hαρΓ

ρ
µν(0)

]
=

1

2
gλα (∇µhνα +∇νhµα −∇αhµν) , (2.40)

where we used (2.39) and in the last step we added and subtracted the term
(hµρΓ

ρ
αν + hνρΓ

ρ
αµ), in order to reproduce ∇µhνα = ∂µhνα−hνρΓραµ−hραΓρµν

and so on. Note that all covariant derivatives in (2.40) and in the following
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equations are computed with respect to the background metric g. When
not specified, moreover, Γλµν ≡ Γλµν(0) = Γλµν(g). In the same manner,

Γλµν(2) =
1

2
hλβh

βα (∂µgνα + ∂νgµα − ∂αgµν)−
1

2
hλα (∂µhνα + ∂νhµα − ∂αhµν)

= −hλαΓαµν(1) . (2.41)

The results obtained in (2.40) and (2.41) show that both Γλµν(1) and Γλµν(2)
are tensors, so it is meaningful to apply covariant derivatives to them, as it
will be done in the following.

With the aid of equations (2.39)–(2.41) we can now expand the Riemann
tensor around perturbations:

Rµνρσ(G) ≡ Rµνρσ(0) +Rµνρσ(1) +Rµνρσ(2) +O(h3) . (2.42)

The term of order zero is just given by the definition of Riemann tensor,

Rµνρσ(0) = ∇ρΓ
µ
νσ(0)−∇σΓ

µ
ρν(0) , (2.43)

while the first order term will be of the form

Rµνρσ(1) = ∂ρΓ
µ
σν(1)− ∂σΓ

µ
ρν(1) + ΓµρλΓ

λ
σν(1) + Γµρλ(1)Γ

λ
σν

− ΓµσλΓ
λ
ρν(1)− Γµσλ(1)Γ

λ
ρν . (2.44)

This rather involved expression can be simplified by adding and subtracting
the quantity ΓλρσΓ

µ
λν(1), to reproduce covariant derivatives as in (2.43),

Rµνρσ(1) = ∇ρΓ
µ
νσ(1)−∇σΓ

µ
ρν(1) . (2.45)

The second order expression is

Rµνρσ(2) = ∂ρΓ
µ
σν(2)− ∂σΓ

µ
ρν(2) + ΓµρλΓ

λ
σν(2) + Γµρλ(2)Γ

λ
σν (2.46)

− ΓµσλΓ
λ
ρν(2)− Γµσλ(2)Γ

λ
ρν + Γµρλ(1)Γ

λ
σν(1)− Γµσλ(1)Γ

λ
ρν(1) ,

which can be likewise simplified to give

Rµνρσ(2) = ∇ρΓ
µ
νσ(2)−∇σΓ

µ
ρν(2) + Γµρλ(1)Γ

λ
σν(1)− Γµσλ(1)Γ

λ
ρν(1) . (2.47)

Another equivalent way of writing (2.47), by exploiting (2.41), is

Rµνρσ(2) = −hµβR
β
νρσ(1)− gµαgβγ

[
Γγρα(1)Γ

β
σν(1)− Γγσα(1)Γ

β
ρν(1)

]
. (2.48)

Using again (2.37), the Ricci tensor is then given by

Rνσ(G) ≡ Rνσ(0) +Rνσ(1) +Rνσ(2) +O(h3) , (2.49)
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where quite trivially Rνσ(0) = Rµνµσ(0), while

Rνσ(1) = Rµνµσ(1) = ∇µΓ
µ
νσ(1)−∇σΓ

µ
µν(1)

=
1

2

(
∇µ∇νh

µ
σ +∇µ∇σh

µ
ν −∇σ∇νh−∇2hσν

)
, (2.50)

where we used the explicit form (2.40). At the next order, thanks to the
alternative form (2.48), we have

Rνσ(2) = Rµνµσ(2)

= −hµβR
β
νµσ(1)− gµαgβγ

[
Γγµα(1)Γ

β
σν(1)− Γγσα(1)Γ

β
µν(1)

]
. (2.51)

The Ricci scalar curvature can likewise be decomposed as

R(G) = R(0) +R(1) +R(2) =
(
gνσ − hνσ + hνλh

λσ
)
Rνσ(G) , (2.52)

where R(0) = gνσRνσ(0) as before, while from (2.50)

R(1) = −hνσRνσ(0) + gνσRνσ(1)

= −hνσRνσ(0) +∇ν∇σh
νσ −∇2h , (2.53)

and from (2.51)

R(2) =− hνσRνσ(1)− gνσhµβR
β
νµσ(1) + hνλh

λσRνσ(0)

− gνσgµαgβγ

[
Γγµα(1)Γ

β
σν(1)− Γγσα(1)Γ

β
µν(1)

]
. (2.54)

We can expand some of the terms in (2.54) by using (2.45) and (2.40), to
obtain

−gνσhµβR
β
νµσ(1) = −gνσhµβ

[
∇µΓ

β
νσ(1)−∇σΓ

β
µν(1)

]
= −

(
hµβ∇µ∇νh

βν +
1

2
hµβ∇

ν∇βhµν −
1

2
hµν∇2hµν

−1

2
hµβ∇

ν∇µh
β
ν −

1

2
hµβ∇µ∇βh

)
= −hµβ∇µ∇νh

βν +
1

2
hµν∇2hµν +

1

2
hµβ∇µ∇βh , (2.55)

and similarly

− gνσgµαgβγ

[
Γγµα(1)Γ

β
σν(1)− Γγσα(1)Γ

β
µν(1)

]
=

− 1

4

(
4∇µhµβ∇νh

βν +∇βh∇βh− 4∇µhβµ∇βh

−3∇µhνβ∇µhβν + 2∇νhµβ∇
βhµν

)
, (2.56)
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which plugged back into (2.54) gives

R(2) = hνλh
λσRνσ(0)− hνσ∇µ∇σh

µ
ν − hνσ∇µ∇νh

µ
σ + hνσ∇2hνσ

+ hνσ∇σ∇νh−∇µhµβ∇νh
βν − 1

4
∇βh∇βh+∇µhβµ∇βh

+
3

4
∇µhνβ∇µhβν −

1

2
∇νhµβ∇

βhµν . (2.57)

Collecting all terms, the action (2.2) becomes

SEH [G] = − 1

k2

∫
dDx

√
g

{(
1 +

1

2
h− 1

4
hµνhµν +

1

8
h2

)
·
[
R(0) +

(
−hνσRνσ(0) +∇ν∇σh

νσ −∇2h
)

+
(
hνλh

λσRνσ(0)− hνσ∇µ∇σh
µ
ν − hνσ∇µ∇νh

µ
σ + hνσ∇2hνσ

+ hνσ∇σ∇νh−∇µhµβ∇νh
βν − 1

4
∇βh∇βh+∇µhβµ∇βh

+
3

4
∇µhνβ∇µhβν −

1

2
∇νhµβ∇

βhµν

)
− 2Λ

]
+O(h3)

}
,

(2.58)

whence S0 (2.5) follows immediately by taking only zeroth order terms, and
S1 (2.6) from terms first order in h, recalling that h ≡ gµνh

µν and neglecting
the total derivative ∇ν∇σh

νσ−∇2h. The one–loop result S2 (2.7) is instead
given by

S2 = − 1

k2

∫
dDx

√
g

[
R(2) +

1

2
hR(1) +

1

8

(
h2 − 2hµνhµν

)
R(0)

+2Λ

(
1

4
hµνh

µν − 1

8
h2

)]
, (2.59)

where integration by parts, neglecting total derivatives as before, allows to
simplify the expression in the form (2.7). In detail,

1

2
hR(1) = −1

2
hhµνRµν(0) +

1

2
h∇µ∇νh

µν − 1

2
h∇2h

→ −1

2
hhµνRµν(0)−

1

2
∇µh∇νh

µν − 1

2
h∇2h (2.60)

while for the terms contained in R(2) we have hνσ∇σ∇νh = −∇σh
νσ∇νh,

which cancels off with ∇µhβµ∇βh; 1
4∇βh∇βh = −1

4h∇
2h, which sums with

the similar term in (2.60); 3
4∇

µhνβ∇µhβν = −3
4h

νβ∇2hβν , which can be
summed with hνσ∇2hνσ. The other five terms can be related one to the other
by using the explicit form of the commutator between covariant derivatives,

[∇µ,∇ν ]h
γ
α = Rγλµβh

λ
α +Rλαβµh

γ
λ . (2.61)
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Indeed:

−hνσ∇µ∇σh
µν = ∇σh

νσ∇µh
µ
ν − hνσ

(
Rµλµσh

λ
ν +Rλνµσh

µ
λ

)
= ∇σh

νσ∇µh
µ
ν − hνσhλνRλσ − hνσhµλR

λ
νµσ , (2.62)

and the same for −hνσ∇µ∇νh
µ
σ, while

−1

2
∇νhµβ∇

βhµν =
1

2
∇β∇νhµβhµν

= −1

2
∇βhµβ∇

νhµν +
(
Rµ βν

λ +Rλ βν
β h µ

λ

)
hµν

= −1

2
∇βhµβ∇

νhµν +Rµ βν
λ hλβhµν − hµλhµνR

λν , (2.63)

so that what remains is really the expansion (2.7). It is important to note
that a more general form of the action can be guessed from first principles:
by requiring gauge–invariance in Einstein spaces it is possible to fix three
of the five arbitrary parameters therein [25, § 3.3]. However, the direct
computation performed here shows in a more explicit form the terms to be
considered in expanding the action at one–loop.
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Chapter 3

Seeley–DeWitt coefficients

In this section we apply the heat kernel method to euclidean perturbative
quantum gravity. The computation is performed assuming that the back-
ground satisfies Einstein equations, and the results are extended up to the
fourth coefficient, which was unknown up to now [5]. At the end of the
chapter, a new form for the effective action is provided.

3.1 Einstein manifolds

A D-dimensional Riemannian manifold without boundary can be described
through an (infinite) basis of curvature monomials Rn,k

i . These are geomet-
ric invariants of order n in the Riemann tensor, Ricci tensor and scalar, and
have been introduced precisely to deal with heat kernel computations [26],
and more recently reviewed by [27; 28]. The order n of such monomials, that
is, the number of differentiations of the metric tensor implicitly appearing
in the monomial, should not be confused with his rank k, defined as the
number of free indices [27; 28]. Since we consider only scalar invariants, we
will always take k = 0. Up to order n = 2, there are only five,

R0 = 1 (3.1)

R1 = R (3.2)

R2
1 = R2 R2

2 = RµνR
µν R2

3 = RµνρσR
µνρσ , (3.3)

while moving to third order we encounter ten more invariants,

R3
1 = R∇2R R3

2 = Rµν∇2Rµν R3
3 = R3

R3
4 = RRµνR

µν R3
5 = R ν

µ R
ρ
ν R

µ
ρ R3

6 = RµνRρσR
µρνσ

R3
7 = RRµνρσR

µνρσ R3
8 = RµνR

µρστRνρστ R3
9 = R ρσ

µν R αβ
ρσ R µν

αβ

R3
10 = Rα β

µ νR
µ ν
ρ σR

ρ σ
α β , (3.4)
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where ∇2 ≡ Gµν∇µ∇ν and we used the assumption that the manifold has
no boundary to exclude two invariants, which are total derivatives.1 In this
thesis, however, we will restrict ourselves to the case of Einstein manifolds,
which are a special class of Riemannian manifolds whose metric satisfies
Einstein field equations:

Rµν −
1

2
GµνR+ ΛGµν = 0 . (3.5)

By contracting (3.5) with Gµν we get

R− 1

2
DR+DΛ = 0 −→ Λ =

D − 2

2D
R , (3.6)

which allows to express the cosmological constant Λ as a function of R;
moreover, by plugging (3.6) back into (3.5) we find

Rµν −
1

2
GµνR+

D − 2

2D
RGµν = 0 −→ Rµν =

1

D
GµνR , (3.7)

so the Ricci curvature Rµν is proportional to the Ricci scalar R on Ein-
stein manifolds. Another important result comes from the second Bianchi
identity,

∇µRαβνρ +∇νRαβρµ +∇ρRαβµν = 0 , (3.8)

that through multiple contractions leads to

∇ρRµναρ = ∇νRµα −∇µRνα (3.9)

∇νRµν =
1

2
∇µR , (3.10)

which are known as contracted Bianchi identities. Plugging equation (3.7)
in (3.10), as Rµν ∝ R, we find that ∇µR = ∇νRµν = 0. Moreover, by
taking the covariant derivative of (3.7), ∇αRµν = 0, so that equation (3.9)
together with the last result implies that ∇ρRµναρ = 0 as well. Therefore,
on Einstein manifolds all covariant derivatives of the form ∇µR, ∇αRµν
and ∇σRµνρσ vanish identically.

As a consequence, the basis given by (3.1)–(3.4) reduces to

E0 = 1 (3.11)

E1 = R (3.12)

E2
1 = R2 E2

2 = RµνρσR
µνρσ (3.13)

E3
1 = R3 E3

2 = RRµνρσR
µνρσ

E3
3 = R ρσ

µν R αβ
ρσ R µν

αβ E3
4 = Rα β

µ νR
µ ν
ρ σR

ρ σ
α β , (3.14)

1These are R2
4 = ∇2R and R3

11 = ∇4R [28, §A].
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since we can substitute (3.6) and (3.7) repeatedly in (3.3)–(3.4) to find the
equations relating the new basis elements to the old ones,

R2
2 =

1

D
E2
1 (3.15)

R3
1 = R3

2 = 0 R3
4 =

1

D
E3
1

R3
5 = R3

6 =
1

D2
E3
1 R3

8 =
1

D
E3
2 . (3.16)

Proof. Equation (3.15) comes from direct substitution,

R2
2 = RµνR

µν =
1

D
RGµνR

µν =
1

D
R2 =

1

D
E2
1 ,

and the second equation in (3.16) follows immediately; to get the last two conditions
of (3.16) we have to manipulate indices,

R3
5 = R ν

µ R
ρ
ν R

µ
ρ = GµαGνβGργR

ανRβρRγµ =
1

D3
R3GµαGνβGργG

ανGβρGγµ

=
1

D3
R3δµν δ

ν
ρGργG

γµ =
1

D3
R3GµγG

µγ =
1

D2
R3 =

1

D2
E3
1 ,

and similarly

R3
6 = RµνRρσR

µρνσ =
1

D2
R2GµνGρσR

µρνσ =
1

D2
R3 =

1

D2
E3
1

R3
8 = RµνR

µρστRν
ρστ =

1

D
RGµνR

µρστRν
ρστ =

1

D
RRµρστRµρστ =

1

D
E3
2 ,

which completes the proof of (3.16). ■

Some useful identites

The basis constructed above, when combined with the second Bianchi iden-
tity, leads to useful identities involving contractions of the Riemann tensor.
At order R2 we just have

RµναβR
µανβ =

1

2
R2
µναβ =

1

2
E2
2 , (3.17)

while at order R3 there are three independent conditions,

RµανβRµνρσR
ρσ

αβ =
1

2
E3
3 (3.18)

R ρσ
αβ RαµβνRρµσν =

1

4
E3
3 (3.19)

RµανβR
µρνσRα β

σ ρ = −1

4
E3
3 + E3

4 . (3.20)
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Proof. Since these identities are crucial in the following computations, we derive
them in full detail. The first identity (3.17) comes from

RµναβR
µανβ = −RµνβαR

µανβ = Rµνβα

(
Rµβαν +Rµνβα

)
= R2

µναβ +RµνβαR
µβαν

= E2
2 −RµναβR

µανβ ,

having exploited the first Bianchi identity and the symmetry properties of the
Riemann tensor, as well as the relabeling of indices α↔ β. Equation (3.17) follows
from comparing the first with the last term in the above equality. For what concerns
(3.18) we can write

RµανβRµνρσR
ρσ

αβ = −
(
Rµνβα +Rµβαν

)
RµνρσR

ρσ
αβ

= RµναβRµνρσR
ρσ

αβ −RµβανRµνρσR
ρσ

αβ

= E3
3 −RµανβRµνρσR

ρσ
αβ ,

where in the last line we again relabeled α↔ β. Similarly, (3.19) is proven by

R ρσ
αβ RαµβνRρµσν = −R ρσ

αβ Rαµβν (Rρσνµ +Rρνµσ)

= R ρσ
αβ RαµβνRρσµν −R ρσ

αβ RαµβνRρνµσ

=
1

2
E3
3 −R ρσ

αβ RαµβνRρµσν ,

where we used (3.18) as well. The last one can be deduced by exploiting the previous
identities in a similar manner,

RµανβR
µρνσRα β

σ ρ = −RµανβR
µρνσ

(
Rαβ

ρσ +Rα β
ρσ

)
= −RµανβR

µρνσRαβ
ρσ +RµανβR

µρνσRα β
ρ σ = −1

4
E3
3 + E3

4 ,

which corresponds to (3.20). These identities are stated without proof in [27, § 5.1],
equations (5.5 a–c); identity (3.17) is proved in [26, § 2]. ■

There is also a useful identity which involves covariant derivatives of the
Riemann tensor, not contracted with the tensor itself:

Rµναβ∇2Rµναβ =
2

D
E3
2 − E3

3 − 4E3
4 . (3.21)

Proof. By using the second Bianchi identity (3.8) and the commutator of covariant
derivatives acting on the Riemann tensor,

[∇α,∇β ]Rµνρσ = R λ
αβµ Rλνρσ +R λ

αβν Rµλρσ +R λ
αβρ Rµνλσ +R λ

αβσ Rµνρλ ,

we find

Rµναβ∇2Rµναβ = −Rµναβ∇ρ

(
∇βRµνρα +∇αRµνβρ

)
= −2Rµναβ∇ρ∇βRµνρα

= −2Rµναβ

(
∇β∇ρR

ραµν +R βµ
ρ λR

λνρα +R βν
ρ λR

µλρα

+Rβ
λR

µνλα +R βα
ρ λR

µνρλ
)

=
2

D
RR2

µναλ − 2RµναβR
αλβρRµν

λρ − 4RµναβR
βµ

ρ λR
ραλν

=
2

D
E3
2 − E3

3 − 4RµνβαR
νλαρR µ β

λ ρ =
2

D
E3
2 − E3

3 − 4E3
4 ,
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where we used ∇ρR
ραµν = 0 and the antisymmetry properties of the Riemann

tensor; in the second–to–last step, we also employed the identity (3.18).2 A similar
identity, stated without proof, appears in [27, § 5.1], equation (5.4). ■

3.1.1 Kinetic operators on Einstein manifolds

The expression for the kinetic operators for the ghost (2.27) and for the
graviton (2.33) can be greatly simplified in the context of Einstein manifolds.
In a previous work [5], the operators are not reduced to this simpler form,
and the first three coefficients are computed off–shell. Without employing
Vilkovisky–DeWitt formalism [12; 13], however, these results are not gauge
invariant, and have to be hereafter reduced to Einstein manifolds, as it
occours indeed in [5]. Here, to simplify computations, we immediately reduce
the differential operators to the case of Einstein manifolds; the outcoming
coefficients will then be automatically gauge invariant. Therefore, from now
on we assume that the background field g satisfies Einstein equations (3.5).

The ghost kinetic operator (2.27), with the aid of (3.7), becomes

Fµ
ν = −(δµν∇2 +Rµν) = −δµν

(
∇2 +

1

D
R

)
, (3.22)

while the graviton kinetic operator (2.33) can be reduced to

F αβ
µν = −1

2

(
δαµδ

β
ν + δβµδ

α
ν

)
∇2 −R α β

µ ν −R β α
µ ν , (3.23)

by repeated application of (3.6) and (3.7).

Proof. The starting point is equation (2.33): it is simple to see that Einstein man-
ifold constraints do not modify the terms appearing in (3.23). We now prove that
all the remaining terms vanish identically:

− 1

2

(
δαµδ

β
ν + δβµδ

α
ν

)
(2Λ−R)− 1

D − 2
gµνg

αβR+
2

D − 2
gµνR

αβ + gαβRµν

− 1

2

(
δαµR

β
ν + δβµR

α
ν + δανR

β
µ + δβνR

α
µ

)
= −1

2

(
δαµδ

β
ν + δβµδ

α
ν

)(D − 2

D
− 1

)
R+

[
− 1

D − 2
+

2

D(D − 2)
+

1

D

]
gµνg

αβ

− 1

D

(
δαµδ

β
ν + δβµδ

α
ν

)
R

= −
(
D − 2

2D
− 1

2
+

1

D

)(
δαµδ

β
ν + δβµδ

α
ν

)
R = 0 . ■

2I thank Francesco Comberiati and Filippo Fecit for having drawn my attention on
this identity. The proof given here was suggested by them.
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3.1.2 Maximally symmetric spaces

The basis (3.11)–(3.14) simplifies even more in the case of maximally sym-
metric spaces, where the Riemann tensor is proportional to the Ricci scalar,

Rµνρσ =
1

D(D − 1)
(GµρGνσ −GµσGνρ)R , (3.24)

and the number of linearly independent Killing vectors can be proved to
be 1

2D(D + 1), which is the highest possible one. In euclidean time, these
spaces are given by the D–spheres SD [29, §A.2]. From condition (3.24),
it is possible to prove that the basis of curvature monomials, in the case of
maximally symmetric spaces, contains only one element at each order Rn,
proportional to the Ricci scalar n–th power Rn, since

E2
2 =

2

D(D − 1)
R2 E3

2 =
2

D(D − 1)
R3 (3.25)

E3
3 =

4

D2(D − 1)2
R3 E3

4 =
D − 2

D2(D − 1)2
R3 . (3.26)

Proof. The second equation in (3.25) is trivially deduced from the first one, which
can be proved by direct computation using (3.24):

E2
2 = RµνρσR

µνρσ =
1

D2(D − 1)2
(GµρGνσ −GµσGνρ) (G

µρGνσ −GµσGνρ)R2

=
1

D2(D − 1)2
(
2D2 − 2D

)
R2 =

2

D(D − 1)
R2 .

Similarly,

E3
3 = R ρσ

µν R αβ
ρσ R µν

αβ

=
1

D3(D − 1)3
(
δρµδ

σ
ν − δσµδ

ρ
ν

) (
δαρ δ

β
σ − δβρ δ

α
σ

) (
δµαδ

ν
β − δναδ

µ
β

)
R3

=
1

D3(D − 1)3
2
(
δαµδ

β
ν − δβµδ

α
ν

) (
δµαδ

ν
β − δναδ

µ
β

)
R3

=
2

D3(D − 1)3
2
(
D2 −D

)
R3 =

4

D2(D − 1)2
R3 ,

and

E3
4 = Rα β

µ νR
µ ν
ρ σR

ρ σ
α β

=
1

D3(D − 1)3
(
GαβGµν − δαν δ

β
µ

) (
GµνGρσ − δµσδ

ν
ρ

) (
GρσGαβ − δρβδ

σ
α

)
R3

=
1

D3(D − 1)3
[
(D − 2)GαβGρσ + δαρ δ

β
σ

] (
GρσGαβ − δρβδ

σ
α

)
R3

=
1

D3(D − 1)3
(D − 2)(D2 −D)R3 =

D − 2

D2(D − 1)2
R3 ,

which proves (3.26). ■
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The ghost kinetic operator (3.22) cannot be simplified more, while the
graviton operator (3.23) can be cast in the even simpler form

F αβ
µν = −1

2

[
δαµδ

β
ν + δβµδ

α
ν

](
∇2 +

2

D(D − 1)
R

)
− 2

D(D − 1)
GµνG

αβR .

(3.27)

Proof. Starting from (3.23) we get

F αβ
µν = −1

2

(
δαµδ

β
ν + δβµδ

α
ν

)
∇2 − 1

D(D − 1)

(
GµνG

αβ − δβµδ
α
ν +GµνG

βα − δαµδ
β
ν

)
R

= −1

2

(
δαµδ

β
ν + δβµδ

α
ν

) [
∇2 +

2

D(D − 1)
R

]
− 2

D(D − 1)
GµνG

αβR . ■

3.2 Seeley-DeWitt coefficients computation

Everything is now ready to start a detailed computation of Seeley–DeWitt
coefficients for perturbative quantum gravity. In the following, we consider
the ghost, graviton and total coefficients — obtained as a combination of
the previous two — up to the fourth one, a3(x). The result will allow us to
write a more general form for the effective action in D dimensions.

3.2.1 Ghost coefficients

To compute the ghost heat kernel coefficients we have to relate the ghost
kinetic operator in its simplified form (3.22) to the general form for an
elliptic operator (1.92). This implies to replace 1 ↔ δµν and V ↔ 1

DRδ
µ
ν .

Moreover, the contravariant ghost field cµ satisfies the commutation relation

[∇µ,∇ν ]c
ρ = R ρ

µν σc
σ , (3.28)

which stems from the definition of the Riemann tensor. Since in non–abelian
gauge theories Ωµν ≡ [∇µ,∇ν ], we conclude that (Ωµν)

ρ
σ = R ρ

µν σ. Note
that in this expression the indices µ, ν label the different elements of the
gauge field strength Ωµν , which are D ×D matrices whose components are
given by the (spacetime) indices ρ, σ. Therefore, the substitutions to be
performed in the heat kernel coefficients (1.96)–(1.99) are

1 ↔ δµν

V ↔ 1

D
Rδµν

(Ωµν)
ρ
σ ↔ R ρ

µν σ .

(3.29)
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To compute the first two coefficients we note that Tr [δµν ] = D, and with
the aid of (1.94) and the first line of (1.95) we can transform (1.96) and
(1.97) in

Tr
[
agh0 (x)

]
= Tr

[
αgh0 (x)

]
= D (3.30)

Tr
[
agh1 (x)

]
= Tr

[
αgh1 (x)

]
=

(
1

6
D + 1

)
R . (3.31)

Similar computations are to be performed in the case of (1.98), where the
term containing ∇2 identically vanish because of Einstein manifolds prop-
erties, and we are left with

Tr
[
αgh2 (x)

]
=

D

180

(
R2
µνρσ −R2

µν

)
+

1

12
Tr

[
Ω2
µν

]
=

D

180

(
R2
µνρσ −

1

D
R2

)
− 1

12
R2
µνρσ . (3.32)

Proof. By the last of (3.29),

Tr
[
Ω2

µν

]
= Tr

[
(Ωµν)

ρ
σ (Ω

µν)
σ
τ

]
= (Ωµν)

ρ
σ (Ω

µν)
σ
ρ

= RµνρσR
µνσρ = −R2

µνρσ . ■

According to (1.95), αgh2 is to be summed to

βgh2 =
1

2

(
αgh1

)2
=

1

2

[
δµν

(
1

6
+

1

D

)
R

]2
=

1

2
δµν

(
1

6
+

1

D

)2

R2 , (3.33)

hence, by taking the trace of (3.33),

Tr
[
βgh2 (x)

]
=
D

2

(
1

6
+

1

D

)2

R2 , (3.34)

which combined with (3.32) gives in the end

Tr
[
agh2 (x)

]
=

5D2 + 58D + 180

360D
R2 +

D − 15

180
R2
µνρσ . (3.35)

In D = 4 these coefficients reduce to

Tr
[
agh0 (x)

]
D=4

= 4 (3.36)

Tr
[
agh1 (x)

]
D=4

=
5

3
R (3.37)

Tr
[
agh2 (x)

]
D=4

=
41

120
R2 − 11

180
R2
µνρσ , (3.38)
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where (3.36) reproduces the correct number of degrees freedom for the ghost
field. On maximally symmetric spaces the third coefficient (3.35) can be
further simplified, using the first equation in (3.25), to3

Tr
[
ãgh2 (x)

]
D=4

=
5D3 + 53D2 + 126D − 240

360D(D − 1)

∣∣∣∣
D=4

R2 =
179

540
R2 . (3.39)

Fourth heat kernel coefficient for the ghost

We are now ready to compute the fourth heat kernel coefficient for the
ghost field, starting from the general formula (1.99) and performing the
substitutions (3.29). It is convenient to write

αgh3 (x) ≡ 1

7!
Agh[R,Rµν , Rµνρσ] +

2

6!
Bgh[R,Rµν , Rµνρσ,Ωµν , V ] , (3.40)

where Agh and Bgh are two (involved) functions of the metric invariants
and of the gauge field strength, as reported in (1.99).

Let us start from Agh: six of the first eight terms vanish identically,
since they are all proportional to covariant derivatives of R, Rµν or Rµνρσ,
except from the two proportional to (∇αRµνρσ)

2 and Rµνρσ∇2Rµνρσ, as
the covariant derivatives are not contracted with the Riemann tensor there.
Recalling again that Tr[δµν ] = D, we are therefore left with

Tr [Agh] = D

(
3Rµνρσ∇2Rµνρσ − 208

9
R ν
µ R

σ
ν R

µ
σ +

64

3
RµνRρσR

µρνσ

− 16

3
RµνR

µ
ρστR

νρστ +
44

9
R ρσ
µν R αβ

ρσ R µν
αβ

+
80

9
RµνρσR

µαρβRν σ
α β

)
= − 16

9D
E3
1 +

2

3
E3
2 +

17D

9
E3
3 − 28D

9
E3
4 , (3.41)

which, on maximally symmetric spaces, reduces to

Tr
[
Ãgh

]
= −

16
(
D2 −D − 6

)
9D(D − 1)2

R3 . (3.42)

Proof. Let us start from the vanishing terms: ∇4R = (∇µR)
2 = (∇µRνσ)

2 = 0 by
Einstein manifolds properties. Similarly,

∇µRνσ∇νRµσ = 0 and Rµν∇ν∇σR
µσ = 0 .

3Here and in the following equations, a tilde indicates that the quantity is computed
in maximally symmetric spaces.
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Moreover, it is useful to integrate by parts, and use the assumption that ∂M = ∅
to neglect boundary terms, so that

Rµν∇2Rµν = −∇αRµν∇αRµν = 0 .

What remains are then two terms, proportional to (∇αRµνρσ)
2 and Rµνρσ∇2Rµνρσ.

By integrating by parts,

(∇αRµνρσ)
2 = −Rµνρσ∇2Rµνρσ ,

where we neglected again boundary terms, so that (1.99), by identity (3.21), will
contain only

3Rµνρσ∇2Rµνρσ = 3

(
2

D
E3
2 − E3

3 − 4E3
4

)
.

For what concerns the terms in (1.99) which do not contain covariant derivatives,
using (3.16) we have

R ν
µ R

σ
ν R

µ
σ = R3

5 =
1

D2
E3
1

RµνRρσR
µρνσ = R3

6 =
1

D2
E3
1

RµνR
µ
ρστR

νρστ = R3
8 =

1

D
E3
2 ,

while the other two factors cannot be simplified, being already equal to the elements
of the Einstein manifold basis E3

3 and E3
4 , respectively. On maximally symmetric

spaces, instead, these reduce to

RµνR
µ
ρστR

νρστ = R3
8 =

1

D
E3
2 =

2

D2(D − 1)
R3

R ρσ
µν R αβ

ρσ R µν
αβ = E3

3 =
4

D2(D − 1)2
R3

RµνρσR
µαρβRν σ

α β = E3
4 =

D − 2

D2(D − 1)2
R3 ,

by using (3.25) and (3.26). ■

We now compute Bgh. Since (Ωµν)
ρ
σ = R ρ

µν σ, the second term of Bgh

in (1.99) vanishes identically; moreover, as V ∝ R, the same occours for the
last four, leaving us with

Tr [Bgh] = 4Tr
[
Ωµν∇2Ωµν

]
− 12Tr

[
Ω ν
µ Ω σ

ν Ω µ
σ

]
+ 6Tr [RµνρσΩ

µνΩρσ]− 4Tr [RµνΩ
µσΩνσ]

= − 4

D
E3
2 − 2E3

3 + 4E3
4 , (3.43)

and on maximally symmetric spaces

Tr
[
B̃gh

]
= − 4(D + 2)

D2(D − 1)2
R3 . (3.44)
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Proof. The vanishing terms are (∇µΩµν)
2 = (∇µRµνρσ)

2 = 0, as well as ∇4V =
(∇µV )2 = Rµν∇µ∇νV = ∇µR∇µV = 0, since V ∝ R. The only terms contain-
ing covariant derivatives which do not vanish are 8(∇µΩνσ)

2 + 12Ωµν∇2Ωµν ; by
integrating by parts they sum up to

4Tr
[
Ωµν∇2Ωµν

]
= 4Tr

[
Rµνρσ∇2Rµνσα

]
= −4Rµνρσ∇2Rµνρσ

= −4

(
2

D
E3
2 − E3

3 − 4E3
4

)
,

where we used the identity (3.21). The traces appearing in the remaining three
terms can be computed by explicitly writing all the matrix indices:

Tr
[
Ω ν

µ Ω σ
ν Ω µ

σ

]
= Tr

[
Rα ν

βµ R
β σ
γν Rγ µ

δσ

]
= Rα ν

βµ R
β σ
γν Rγ µ

ασ = E3
4

Tr [RµνρσΩ
µνΩρσ] = RµνρσTr

[
Rα µν

β Rβ ρσ
γ

]
= RµνρσR

α µν
β Rβ ρσ

α

= −R ρσ
µν R αβ

ρσ R µν
αβ = −E3

3

Tr [RµνΩ
µσΩν

σ] = RµνTr
[
Rα µσ

β Rβ ν
γ σ

]
= RµνR

α µσ
β Rβ ν

α σ

= −RµνR
µσαβRν

σαβ = − 1

D
RRµσαβR

µσαβ = − 1

D
E3
2 ,

and the result for maximally symmetric spaces can be obtained by the same iden-
tities recalled in the previous proof. ■

Going back to (3.40) we conclude that

Tr
[
αgh3 (x)

]
= − 1

2835D
E3
1 +

D − 84

7560D
E3
2 +

17D − 252

45360
E3
3 − D − 18

1620
E3
4

Tr
[
α̃gh3 (x)

]
= −2D3 − 2D2 + 51D + 126

5670D2(D − 1)2
R3 , (3.45)

which however does not provide the full coefficient for the ghost, since we
still have to add the term β3 defined in (1.95). This is evaluated as

Tr
[
βgh3 (x)

]
=

(5D2 + 54D + 180)(D + 6)

6480D2
E3
1 +

(D + 6)(D − 15)

1080D
E3
2 , (3.46)

while on maximally symmetric spaces

Tr
[
β̃gh3 (x)

]
=

(D + 6)(5D3 + 49D2 + 138D − 360)

6480D2(D − 1)
R3 . (3.47)

Proof. The computation to get (3.46) is made a bit more complicated than before,
since we cannot take the trace at first:
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βgh
3 =

1

6

(
αgh
1

)3

+ αgh
1 αgh

2

=
1

6

[
δτα

(
1

6
+

1

D

)
R

]3
+

[
δτα

(
1

6
+

1

D

)
R

] [
1

180

(
R2

µνρσ −R2
µν

)
δαγ +

1

12
Ω2

µν

]

=
1

6
δτγ

(
1

6
+

1

D

)3

R3 +

[
δτγ

(
1

6
+

1

D

)
R

]
1

180

(
R2

µνρσ − 1

D
R2

)
+

1

12

(
1

6
+

1

D

)
RRτ

βµνR
β µν
γ ,

where it is important to note that δτα is contracted with the first index of (Ωµν)
α
β =

Rα
βµν , to give Rτ

βµν . Taking the trace,

Tr
[
βgh
3

]
=
D

6

(
1

6
+

1

D

)3

R3 +
D

180

(
1

6
+

1

D

)
R

(
R2

µνρσ − 1

D
R2

)
+

1

12

(
1

6
+

1

D

)
RRτ

βµνR
β µν
τ

=
(5D2 + 54D + 180)(D + 6)

6480D2
E3
1 +

(D + 6)(D − 15)

1080D
E3
2 ,

where the permutation of indices β, τ brought a negative sign in the last term. The
maximally symmetric case (3.47) is obtained by replacing E3

2 , as usual. ■

The ghost coefficient is then computed by summing up the two results
(3.45) and (3.46), to get

Tr
[
agh3 (x)

]
=

35D3 + 588D2 + 3512D + 7560

45360D2
E3
1

+
7D2 − 62D − 714

7560D
E3
2 +

17D − 252

45360
E3
3 − D − 18

1620
E3
4 , (3.48)

while on maximally symmetric spaces

Tr
[
ãgh3 (x)

]
=

35D5 + 518D4 + 2455D3 + 268D2 − 18804D + 14112

45360(D − 1)2D2
R3 .

(3.49)

Due to the rather complicated final expressions (3.48) and (3.49), it might
be useful to evaluate them at D = 4 as well:

Tr
[
agh3 (x)

]
D=4

=
4157

90720
E3
1 − 85

3024
E3
2 − 23

5670
E3
3 +

7

810
E3
4 (3.50)

Tr
[
ãgh3 (x)

]
D=4

=
5599

136080
R3 . (3.51)

56



Seeley–DeWitt coefficients
;A<

3.2.2 Graviton coefficients

To compute the graviton heat kernel coefficients we again relate the ghost
kinetic operator in its simplified form (3.23) to the general form (1.92). This

implies to replace 1 ↔ δ αβ
µν and V ↔ V αβ

µν where

δ αβ
µν ≡ 1

2

(
δαµδ

β
ν + δβµδ

α
ν

)
(3.52)

V αβ
µν ≡ R α β

µ ν +R β α
µ ν . (3.53)

δ αβ
µν is a symmetrised version of the usual Kronecker delta, acting on a
space of dimension 1

2D(D + 1), as it can be seen from the fact that

Tr
[
δ αβ
µν

]
= δ µν

µν =
1

2
(δµµδ

ν
ν + δνµδ

µ
ν ) =

1

2
D(D + 1) . (3.54)

Note that both δ αβ
µν and V αβ

µν are symmetric under the exchange of the
lower or upper indices among themselves. Moreover, as the graviton ki-
netic operator (3.23) acts on covariant symmetric tensors, the commutation
relation of covariant derivatives is now given by

[∇µ,∇ν ]hρσ = R αβ
ρσ µνhαβ , (3.55)

having defined the correspondingly symmetrised version of the Riemann
tensor,

R αβ
ρσ µν ≡ 1

2

(
δαρR

β
σ µν + δβρR

α
σ µν + δασR

β
ρ µν + δβσR

α
ρ µν

)
. (3.56)

From the general definition Ωµν ≡ [∇µ,∇ν ], we find (Ωµν)
αβ

ρσ = R αβ
ρσ µν .

Again, the indices µ, ν label the different elements of the gauge field strength
Ωµν , which are 1

2D(D+1)× 1
2D(D+1) matrices whose components are given

by the indices α, β and ρ, σ. Therefore, the substitutions to be performed
in the heat kernel coefficients (1.96)–(1.99) are

1 ↔ δ αβ
µν

V ↔ V αβ
µν

(Ωµν)
αβ

ρσ ↔ R αβ
ρσ µν .

(3.57)

The first coefficient is computed directly from (1.96) and (1.94)–(1.95),
corresponding to the trace (3.54),

Tr [agr0 (x)] = Tr [αgr0 (x)] =
1

2
D(D + 1) . (3.58)

For the second coefficient, we have to evaluate (1.97) with

Tr [agr1 (x)] = Tr [αgr1 (x)] =
1

12
D(D + 1)R+Tr

[
V αβ
µν

]
=

(D + 4)(D − 3)

12
R . (3.59)
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Proof. The trace is

Tr
[
V αβ
µν

]
= V µν

µν = R µ ν
µ ν +R ν µ

µ ν = −R µν
µν = −R

where the first term vanishes by antisymmetry of the Riemann tensor. ■

The third coefficient (1.98) has no terms containing ∇2, since V αβ
µν is a

function of the Riemann tensor only, whose covariant derivatives vanish on
Einstein manifolds. We are left with

Tr [αgr2 (x)] =
D(D + 1)

360

(
R2
µνρσ −

1

D
R2

)
+

1

12
Tr

[
Ω2
µν

]
= −D + 1

360
R2 +

D2 − 29D − 60

360
R2
µνρσ . (3.60)

Proof. The trace in (3.60) is

Tr
[
Ω2

µν

]
= Tr

[
(Ωµν)

αβ
ρσ (Ωµν) γδ

αβ

]
= (Ωµν)

αβ
ρσ (Ωµν) ρσ

αβ = R αβ
ρσ µνR

ρσµν
αβ

=
1

4

(
δαρR

β
σ µν + δβρR

α
σ µν + δασR

β
ρ µν + δβσR

α
ρ µν

)
·
(
δραR

σ
β µν + δσαR

ρ
β µν + δρβR

σ
α µν + δσβR

ρ
α µν

)
=

1

4

(
−DR2

µνρσ − 2R2
µνρσ + permutations

)
= −(D + 2)R2

µνρσ ,

where we used the fact that the other three terms are just like the first one, upon
relabeling contracted indices. ■

According to (1.95), αgr2 is to be added to

βgr2 =
1

2
(αgr1 )

2
=

1

2

(
1

6
Rδ αβ

µν + V αβ
µν

)2

=
1

72
R2δ αβ

µν +
1

2
V ρσ
µν V αβ

ρσ +
1

6
RV αβ

µν ; (3.61)

hence, by taking the trace of (3.61),

Tr [βgr2 (x)] =
D2 +D − 24

144
R2 +

3

2
R2
µνρσ , (3.62)

which combined with (3.60) gives in the end

Tr [agr2 (x)] =
5D2 + 3D − 122

720
R2 +

D2 − 29D + 480

360
R2
µνρσ . (3.63)

Proof. The trace of (3.61) can be computed by recalling that

Tr
[
δ αβ
µν

]
=

1

2
D(D + 1) and Tr

[
V αβ
µν

]
= −R ,
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were we used the result coming from the proof of (3.59). What remains to be
computed is then

Tr
[
V ρσ
µν V αβ

ρσ

]
= V ρσ

µν V µν
ρσ =

(
R ρ σ

µ ν +R σ ρ
µ ν

) (
R µ ν

ρ σ +R ν µ
ρ σ

)
= 2

(
R2

µνρσ +RµσνρR
ρµσν

)
= 3R2

µνρσ ,

where, by identity (3.17),

RµσνρR
ρµσν = RµσνρR

µνσρ =
1

2
E2
2 . ■

In D = 4 these coefficients reduce to

Tr [agr0 (x)]D=4 = 10 (3.64)

Tr [agr1 (x)]D=4 =
2

3
R (3.65)

Tr [agr2 (x)]D=4 = − 1

24
R2 +

19

18
R2
µνρσ , (3.66)

where (3.64) reproduces the number of degrees freedom of a symmetric ten-
sor of rank 2 in dimension D = 4.4 On maximally symmetric spaces, (3.63)
reduces to

Tr [ãgr2 (x)] =
5D4 − 2D3 − 121D2 + 6D + 1920

720(D − 1)D
R2 (3.67)

Tr [ãgr2 (x)]D=4 =
29

216
R2 . (3.68)

Fourth heat kernel coefficient for the graviton

To compute the fourth heat kernel coefficient for the graviton, we start once
more from the general formula (1.99) and perform the substitutions (3.57).
It is again convenient to split

αgr3 (x) ≡ 1

7!
Agr[R,Rµν , Rµνρσ] +

2

6!
Bgr[R,Rµν , Rµνρσ,Ωµν , V ] , (3.69)

as we did in (3.40) for the ghost. By inspecting more closely the substitution
rules (3.29) and (3.57), though, it is clear that Agr and Agh differ only by
the trace of the identity operator 1. Using (3.41), we find in particular

Tr [Agr] =
D + 1

2
Tr [Agh]

= (D + 1)

(
− 8

9D
E3
1 +

1

3
E3
2 +

17D

18
E3
3 − 14D

9
E3
4

)
, (3.70)

4To find the correct number of degrees of freedom for the graviton, which correspond
to its physical polarisations, we have to sum these coefficients to the ghost ones.
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which, on maximally symmetric spaces, reduces to

Tr
[
Ãgr

]
= −

8
(
D3 − 7D − 6

)
9D(D − 1)2

R3 . (3.71)

For the computation of Bgr we can repeat the previous observations,
and consider the only non–vanishing terms

Tr [Bgr] = 4Tr
[
Ωµν∇2Ωµν

]
− 12Tr

[
Ω ν
µ Ω σ

ν Ω µ
σ

]
+ 6Tr [RµνρσΩ

µνΩρσ]− 4Tr [RµνΩ
µσΩνσ] + 30Tr

[
(∇µV )2

]
= −4(D + 47)

D
E3
2 − 2(D − 43) E3

3 + 4(D + 92) E3
4 , (3.72)

which on maximally symmetric spaces reduce to

Tr
[
B̃gr

]
= − 4 (D + 2)2

D2(D − 1)2
R3 . (3.73)

Proof. The traces containing no covariant derivatives are computed as follows:

Tr
[
Ω ν

µ Ω σ
ν Ω µ

σ

]
= Tr

[
(Ω ν

µ ) αβ
ρλ (Ω σ

ν ) γδ
αβ (Ω µ

σ ) ητ
γδ

]
= (Ω ν

µ ) αβ
ρλ (Ω σ

ν ) γδ
αβ (Ω µ

σ ) ρλ
γδ = R αβ ν

ρλ µ R γδ σ
αβ ν R ρλ µ

γδ σ

= R αβ ν
ρλ µ R γδ

αβ νσR
ρλσµ

γδ

=
1

8

(
δαρR

β ν
λ µ + δβρR

α ν
λ µ + δαλR

β ν
ρ µ + δβλR

α ν
ρ µ

)
·
(
δγαR

δ
β νσ + δδαR

γ
β νσ + δγβR

δ
α νσ + δδβR

γ
α νσ

)
·
(
δργR

λσµ
δ + δλγR

ρσµ
δ + δρδR

λσµ
γ + δλδR

ρσµ
γ

)
,

where the last two factors are

δραR
δ

β νσR
λσµ

δ + δλαR
δ

β νσR
ρσµ

δ +R λσµ
α R ρ

β νσ +R ρσµ
α R λ

β νσ

+ δραR
γ

β νσR
λσµ

γ + δλαR
γ

β νσR
ρσµ

γ +R λσµ
α R ρ

β νσ +R ρσµ
α R λ

β νσ

+ δρβR
δ

α νσR
λσµ

δ + δλβR
δ

α νσR
ρσµ

δ +R λσµ
β R ρ

α νσ +R ρσµ
β R λ

α νσ

+ δρβR
γ

α νσR
λσµ

γ + δλβR
γ

α νσR
ρσµ

γ +R λσµ
β R ρ

α νσ +R ρσµ
β R λ

α νσ

= 2
(
δραR

δ
β νσR

λσµ
δ + δλαR

δ
β νσR

ρσµ
δ +R λσµ

α R ρ
β νσ +R ρσµ

α R λ
β νσ

+δρβR
δ

α νσR
λσµ

δ + δλβR
δ

α νσR
ρσµ

δ +R λσµ
β R ρ

α νσ +R ρσµ
β R λ

α νσ

)
,

since the first two rows are equal, and so the last two: notice how the switching
of the indices α, β does change the value of the expression, while the one of δ, γ
does not, since they are contracted. The product with the first factor in the full
expression for the trace will be, by a similar symmetry, given by four times the
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product of the above expression by δαρR
βµν

λ . Using the symmetry properties of
the Riemann tensor we then find

Tr
[
Ω ν

µ Ω σ
ν Ω µ

σ

]
=

= δαρR
β ν

λ µ

(
δραR

δ
β νσR

λσµ
δ + δλαR

δ
β νσR

ρσµ
δ +R λσµ

α R ρ
β νσ +R ρσµ

α R λ
β νσ

+ δρβR
δ

α νσR
λσµ

δ + δλβR
δ

α νσR
ρσµ

δ +R λσµ
β R ρ

α νσ +R ρσµ
β R λ

α νσ

)
= (D + 3)R β ν

λ µ R δ σ
β ν R λ µ

δ σ +R β ν
λ µ R

ρσµ
β R λ

ρ νσ = (D + 2)E3
4 ,

since

R β ν
λ µ R

ρσµ
β R λ

ρ νσ = RλβµνR
βρσµR λν

ρ σ = −RβλµνR
βρµσRλ ν

ρ σ = −E3
4 .

The second trace is similar to computations already performed,

Tr [RµνρσΩ
µνΩρσ] = RµνρσTr

[
(Ωµν) αβ

τλ (Ωρσ) γδ
αβ

]
= Rµνρσ(Ω

µν) αβ
τλ (Ωρσ) τλ

αβ

=
1

4
Rµνρσ

(
δατ R

βµν
λ + δβτR

αµν
λ + δαλR

βµν
τ + δβλR

αµν
τ

)
·
(
δταR

λρσ
β + δλαR

τρσ
β + δτβR

λρσ
α + δλβR

τρσ
α

)
= −1

4

[
Rµνρσ(D + 2)RλβµνR ρσ

λβ + permutations
]

= −(D + 2)R ρσ
µν R λβ

ρσ R µν
λβ = −(D + 2) E3

3 ,

while the third one can be easily computed exploiting the result found in the proof
of (3.60), since on Einstein manifolds

Tr [RµνΩ
µσΩν

σ] =
1

D
RgµνTr [Ω

µσΩν
σ] =

1

D
R Tr

[
Ω2

µν

]
= −D + 2

D
E3
2 .

We are left to compute the trace which contains the covariant derivative,

Tr
[
Ωµν∇2Ωµν

]
= (Ωµν)

αβ
ρσ ∇2(Ωµν) ρσ

αβ = R αβ
ρσ µν∇2R ρσµν

αβ

=
1

4

(
δαρR

β
σ µν + δβρR

α
σ µν + δασR

β
ρ µν + δβσR

α
ρ µν

)
· ∇2

(
δραR

σµν
β + δσαR

ρµν
β + δρβR

σµν
α + δσβR

ρµν
α

)
= δαρR

β
σ µν∇2

(
δραR

σµν
β + δσαR

ρµν
β + δρβR

σµν
α + δσβR

ρµν
α

)
= −(D + 2)Rµνρσ∇2Rµνρσ = −(D + 2)

(
2

D
E3
2 − E3

3 − 4E3
4

)
.

Three of the last four terms vanish identically. Indeed, quite trivially∇µR∇µV = 0,
and by integrating by parts we see that

Rµν∇µV∇νV = −∇µRµν∇νV = 0 .

Notice that for these computations we do not need the explicit form of V . The
term ∇4V is not identically zero, but has vanishing trace, as

Tr
[
∇4V µν

αβ

]
= ∇4Tr

[
V µν
αβ

]
= −∇4R = 0 ,
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while for the term proportional to (∇µV )2 we can integrate by parts and neglect
the boundary term, (∇µV )2 = −V∇2V , to compute

Tr
[
(∇αV ρσ

µν )2
]
= −V ρσ

µν ∇2V µν
ρσ = −

(
R ρ σ

µ ν +R σ ρ
µ ν

)
∇2

(
R µ ν

ρ σ +R ν µ
ρ σ

)
= −2

(
Rµνρσ∇2Rµνρσ +Rµσνρ∇2Rρµσν

)
= −3Rµνρσ∇2Rµνρσ = −3

(
2

D
E3
2 − E3

3 − 4E3
4

)
,

since we still can use the identity (3.17), by keeping the covariant derivative between
the two Riemann tensors:

Rµσνρ∇2Rρµσν = Rµσρν∇2Rµρσν =
1

2
Rµνρσ∇2Rµνρσ . ■

Going back to (3.69) we conclude that

Tr [αgr3 (x)] = − D + 1

5670D
E3
1 +

D2 − 167D − 7896

15120D
E3
2 (3.74)

+
17D2 − 487D + 21672

90720
E3
3 − D2 − 35D − 3312

3240
E3
4 ,

which on maximally symmetric spaces reduces to

Tr [α̃gr3 (x)] = −D
4 + 56D2 + 246D + 252

5670D2(D − 1)2
R3 . (3.75)

The last step is to compute the term β3 defined in (1.95), which turns
out to be given by

Tr [βgr3 (x)] =
5D3 −D2 − 186D + 72

12960D
E3
1

+
D3 − 29D2 + 468D + 2520

2160D
E3
2 − 5

12
E3
3 − 2

3
E3
4 , (3.76)

while on maximally symmetric spaces

Tr
[
β̃gr3 (x)

]
=

(
5D6 − 11D5 − 167D4 + 83D3

+ 5634D2 + 16056D − 34560

)
12960D2(D − 1)2

R3 . (3.77)

Proof. We start again from the last of (1.95), which reads

βgr
3 =

1

6
(αgr

1 )
3
+ αgr

1 α
gr
2 .

The first term, before computing the trace, is

1

6
(αgr

1 )
3
=

1

6

(
1

6
Rδ αβ

µν + V αβ
µν

)3

=
1

6

(
1

216
R3δ αβ

µν +
1

12
R2V αβ

µν +
1

2
RV ρσ

µν V αβ
ρσ + V ρσ

µν V λτ
ρσ V αβ

λτ

)
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and we already know that

Tr
[
δ αβ
µν

]
=

1

2
D(D+1) , Tr

[
V αβ
µν

]
= −R , Tr

[
V ρσ
µν V αβ

ρσ

]
= 3R2

µνρσ ,

so the only trace we are left to compute is

Tr
[
V ρσ
µν V λτ

ρσ V αβ
λτ

]
= V ρσ

µν V λτ
ρσ V µν

λτ

=
(
R ρ σ

µ ν +R σ ρ
µ ν

) (
R λ τ

ρ σ +R τ λ
ρ σ

)
(R µ ν

λ τ +R ν µ
λ τ )

=
(
R ρ σ

µ ν +R σ ρ
µ ν

) (
R λ τ

ρ σ R
µ ν
λ τ +R λ τ

ρ σ R
ν µ
λ τ

+R τ λ
ρ σ R

µ ν
λ τ +R τ λ

ρ σ R
ν µ
λ τ

)
= 4

(
R ρ σ

µ ν R
λ τ
ρ σ R

µ ν
λ τ +R ρ σ

µ ν R
λ τ
ρ σ R

ν µ
λ τ

)
= 4

(
E3
4 − 1

4
E3
3 + E3

4

)
= 8E3

4 − E3
3 ,

where we used the identity (3.20). Putting everything together,

1

6
Tr

[
(αgr

1 )
3
]
=
D2 +D − 36

2592
E3
1 +

1

4
E3
2 − 1

6
E3
3 +

4

3
E3
4 .

The second term, instead, is

αgr
1 α

gr
2 =

(
1

6
Rδ αβ

µν + V αβ
µν

)[
1

180

(
R2

µνρσ − 1

D
R2

)
δ λτ
αβ +

1

12

(
Ω2

ρσ

) λτ

αβ

]
+

1

6
V αβ
µν ∇2V λτ

αβ

=
1

1080

(
RR2

µνρσ − 1

D
R3

)
δ λτ
µν +

1

72
R
(
Ω2

ρσ

) λτ

µν

+
1

180

(
R2

µνρσ − 1

D
R2

)
V λτ
µν +

1

12
V αβ
µν

(
Ω2

ρσ

) λτ

αβ
+

1

6
V αβ
µν ∇2V λτ

αβ ,

where all the traces are known, except from

Tr
[
V αβ
µν

(
Ω2

ρσ

) λτ

αβ

]
= V αβ

µν (Ωρσ)
λτ

αβ (Ωρσ)
µν

λτ

=
1

4

(
R α β

µ ν +R β α
µ ν

)
·
(
δλαR

τρσ
β + δταR

λρσ
β + δλβR

τρσ
α + δτβR

λρσ
α

)
·
(
δµλR

ν
τ ρσ + δνλR

µ
τ ρσ + δµτR

ν
λ ρσ + δντR

µ
λ ρσ

)
=

(
R α β

µ ν +R β α
µ ν

) (
δµαR

τρσ
β R ν

τ ρσ + δναR
τρσ

β R µ
τ ρσ

+R µρσ
β R ν

α ρσ +R νρσ
β R µ

α ρσ

)
= 2

(
RµβR

βτρσRµ
τρσ +R νβ

µα R ρσ
νβ R µα

ρσ

+ RµανβR ρσ
µβ Rρσνα

)
=

2

D
E3
2 + 2E3

3 + 2RµανβR ρσ
µβ Rρσνα ,
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where by identity (3.18)

RµανβR ρσ
µβ Rρσνα = RµαβνR ρσ

µβ Rανρσ =
1

2
E3
3 ,

so that

Tr
[
V αβ
µν

(
Ω2

ρσ

) λτ

αβ

]
=

2

D
E3
2 + 3E3

3 ,

and

Tr
[
V αβ
µν ∇2V λτ

αβ

]
= V αβ

µν ∇2V µν
αβ =

(
R α β

µ ν +R β α
µ ν

)
∇2

(
R µ ν

α β +R ν µ
α β

)
= 2

(
Rµανβ∇2Rµανβ +Rµβνα∇2Rµανβ

)
= 2

(
Rµανβ∇2Rµανβ +

1

2
Rµανβ∇2Rµανβ

)
= 3Rµανβ∇2Rµανβ = 3

(
2

D
E3
2 − E3

3 − 4E3
4

)
,

where we used (3.17) and (3.21). In the end

Tr [αgr
1 α

gr
2 ] = −D

2 +D − 12

2160D
E3
1 +

D3 − 29D2 − 72D + 2520

2160D
E3
2 − 1

4
E3
3 − 2E3

4 ,

which, when summed with the first term, gives (3.76). ■

By summing (3.74) and (3.76) we conclude that

Tr [agr3 (x)] =
35D3 − 7D2 − 1318D + 488

90720D
E3
1

+
7D3 − 202D2 + 3109D + 9744

15120D
E3
2

+
17D2 − 487D − 16128

90720
E3
3 − D2 − 35D − 1152

3240
E3
4 (3.78)

and

Tr [ãgr3 (x)] =

(
35D6 − 77D5 − 1185D4 + 581D3

+ 38542D2 + 108456D − 245952

)
90720D2(D − 1)2

R3 . (3.79)

In dimension D = 4 they reduce to

Tr [agr3 (x)]D=4 = − 83

11340
E3
1 +

4849

15120
E3
2 − 4451

22680
E3
3 +

319

810
E3
4 (3.80)

Tr [ãgr3 (x)]D=4 =
157

3402
R3 . (3.81)

Before proceeding, we notice that (3.78) is also useful as it stands, as it
can be interpreted as the total coefficient of a system composed of gravity
coupled to a complex spin–1 field and D real scalars [5, § 2].
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3.2.3 Total coefficients and effective action

Let us now go back to the effective action (1.78), which we rewrite here in
terms of the Seeley–DeWitt coefficients aj ,

Γ(1) = −1

2

∫ ∞

0

dβ

β
exp (−βm2)

∫
dDx

√
g

(4πβ)
D
2

sTr

∞∑
j=0

βjaj(x, x) . (3.82)

By using the definition of the supertrace (1.66), we find that the ghost field,
being a complex fermion, brings a factor of −2, while the graviton, a real
boson, a factor of +1. Using the ghost kinetic operator F (3.22) and the
graviton one F (3.23), and the fact that these fields are massless (m = 0)
we can therefore write (3.82) more compactly as

Γ(1) = −1

2

∫ ∞

0

dβ

β

∫
dDx

√
g

(4πβ)
D
2

sTr

∞∑
j=0

βjaj(x, x)

= −1

2

∫ ∞

0

dβ

β

{
Tr

[
e−βF

]
− 2Tr

[
e−βF

]}
. (3.83)

The heat kernel expansion (1.53) can be then plugged in (3.83), to give

Tr [ai] = Tr [agri ]− 2Tr
[
aghi

]
. (3.84)

Inserting the results found above in (3.84) returns

Tr [a0(x)] =
D(D − 3)

2
(3.85)

Tr [a1(x)] =
D2 − 3D − 36

12
R (3.86)

Tr [a2(x)] =
5D3 − 17D2 − 354D − 720

720D
E2
1 +

D2 − 33D + 540

360
E2
2 (3.87)

Tr [a3(x)] =
35D4 − 147D3 − 3670D2 − 13560D − 30240

90720D2
E3
1

+
7D3 − 230D2 + 3357D + 12600

15120D
E3
2

+
17D2 − 555D − 15120

90720
E3
3 − D2 − 39D − 1080

3240
E3
4 , (3.88)
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which in D = 4 reduce to

Tr [a0(x)]D=4 = 2 (3.89)

Tr [a1(x)]D=4 = −8

3
R (3.90)

Tr [a2(x)]D=4 = −29

40
E2
1 +

53

45
E2
2 (3.91)

Tr [a3(x)]D=4 = − 4489

45360
E3
1 +

5699

15120
E3
2 +

4267

22680
E3
3 +

61

162
E3
4 . (3.92)

On maximally symmetric spaces:

Tr [ã2(x)] =
5D4 − 22D3 − 333D2 − 498D + 2880

720(D − 1)D
R2 (3.93)

Tr [ã3(x)] =

(
35D6 − 217D5 − 3257D4 − 9239D3

+ 37470D2 + 183672D − 302400

)
90720D2(D − 1)2

R3 , (3.94)

and in D = 4,

Tr [ã2(x)]D=4 = − 571

1080
R2 (3.95)

Tr [ã3(x)]D=4 = − 2459

68040
R3 . (3.96)

The effective action for perturbative quantum gravity can now be written,
up to third order in euclidean time, as

Γ(1) = −1

2

∫ ∞

0
dβ

∫
dDx

√
g

(4π)
D
2

[
a0(x)β

−1−D
2 + a1(x)β

−D
2

+a2(x)β
1−D

2 + a3(x)β
2−D

2 +O
(
β3−

D
2

)]
, (3.97)

from which it is apparent that in D = 4 divergences occur up to a2(x), so
that the first three coefficients are the counterterms needed to renormalise
the one–loop effective action. For 4 < D ≤ 6, instead, a3(x) has to be
included as well to perform renormalisation.

3.3 Discussion

Before ending this chapter, we comment on some details which emerge from
the result obtained, and compare it with the literature on this subject.
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3.3.1 Divergences and topological invariants

A well–known result from ’t Hooft and Veltman states that D = 4 pure
gravity (that is, with no cosmological constant Λ = 0) is finite at one loop
[24]. To be more precise, it is free of logarithmic divergences [5]: indeed, we
see from (3.97) that for D = 4 these divergences would come from a2(x).
By setting Λ = 0, however, we have R = 0 as well, due to (3.6). This allows
to drop the term proportional to E2

1 in (3.91), and therefore to conclude
that Tr [a2(x)] ∝ E2

2 = R2
µνρσ. The connection between this result and [24]

will be apparent after having introduced the Gauss–Bonnet theorem, which
allows to compute the Euler character of the manifold χE(M) as a volume
integral of the 2–form Rµν ≡ Rµν αβdx

α ∧ dxβ:

χE(M) =
1

(4π)d

∫
M
εµ1ν1...µdνdR

µ1ν1 ∧ · · · ∧ Rµdνd , (3.98)

where D ≡ 2d is the dimension of the manifold, assumed here to be even.5

In local coordinates, (3.98) becomes

χE(M) =
1

2(4π)d

∫
dDx

√
g
D!

D
δα1

[µ1
δβ1ν1 . . . δ

αd
µd
δβdνd]R

µ1ν1
α1β1

. . . Rµdνdαdβd
.

(3.99)

It is possible to prove that χE(M) defined in this way does not depend on
the metric settled upon M, and is fixed only by the global topology of the
manifold. For D = 2, d = 1, (3.99) becomes

χE(M)

∣∣∣∣
D=2

=
1

16π

∫
d2x

√
g R , (3.100)

which is proportional to the Einstein–Hilbert action, while at D = 4, d = 2
the Euler character reads

χE(M)

∣∣∣∣
D=4

=
1

32π2

∫
d4x

√
g

(
R2 − 4RµνR

µν +RµνρσR
µνρσ

)
. (3.101)

On Einstein spaces the first two terms in the integrand of (3.101) cancel off,
and therefore we are left with

χE(M)

∣∣∣∣
D=4

=
1

32π2

∫
d4x

√
g RµνρσR

µνρσ ≡
∫

d4x
√
g E4 . (3.102)

Therefore, the third heat kernel coefficient Tr [a2(x)] ∝ R2
µνρσ is propor-

tional to the Euler density E4 and hence is a total derivative, which can be
neglected in the effective action. This result is no more true when Λ ̸= 0,
even if we drop the total derivative term corresponding to Euler density [5].

5If D is odd, the integral (3.98) vanishes, and the theorem does not provide a useful
way of computing χE(M).
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3.3.2 Pure gravity in six dimensions

The newly computed coefficient (3.88), which contains terms proportional
both to E3

3 and E3
4 , allows to see what happens in dimension D = 6 when

Λ = 0. The Euler character is now [29, §A.3]

χE(M)

∣∣∣∣
D=6

=
1

384π3

∫
d6x

√
g

(
4R3

3 − 48R3
4 + 64R3

5 + 96R3
6

+12R3
7 − 96R3

8 + 16R3
9 − 32R3

10

)
, (3.103)

which on Einstein spaces, according to (3.16), reduces to

χE(M)

∣∣∣∣
D=6

=
1

384π3

∫
d6x

√
g

(
4

9
E3
1 − 4E3

2 + 16E3
3 − 32E3

4

)
. (3.104)

The condition Λ = 0, that is R = 0, forces E3
1 = E3

2 = 0, so that (3.104)
eventually becomes

χE(M)

∣∣∣∣
D=6

=
1

384π3

∫
d6x

√
g

(
16E3

3 − 32E3
4

)
≡

∫
d6x

√
g E6 . (3.105)

The fourth coefficient (3.88), when evaluated at D = 6, reduces to

Tr [a3(x)]D=6 = − 799

11340
E3
1 +

481

1680
E3
2 − 991

5040
E3
3 +

71

180
E3
4 (3.106)

and we see that Tr [a3(x)] is not proportional to the Euler density E6. Thus,
at dimension D = 6, even with Λ = 0 (and therefore E3

1 = E3
2 = 0), the per-

turbative quantum gravity effective action is not free of logarithmic diver-
gences. The result found by ’t Hooft and Veltman appears to be a specific
property of four–dimensional spacetime, as it was already conjectured by
van Nieuwenhuizen in 1977 [30] and shown again more recently [31]. From
(3.105) and (3.106), in particular, we have

E3
4 =

1

2
E3
3 − 12π3E6 −→ Tr [a3(x)]D=6 =

1

1680
E3
3 , (3.107)

and the divergence in (3.97) becomes

− 1

2(4π)3
Tr [a3(x)]D=6 = − 1

2(4π)3
1

1680
E3
3 . (3.108)

This result (3.108) is in agreement with van Nieuwenhuizen’s pioneering
calculation [30], besides a computational error in the numerical factor in his
equation (81), already noted a year later by Critchley [32, § 5]. Confirmation
of the validity of the result is also found in [31, § 5.2] or [33].
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3.3.3 Comparison with the N = 4 spinning particle

The heat kernel coefficients can be computed in a completely independent
manner by studying the N = 4 spinning particle in the so–called worldline
formalism, where scattering amplitudes are computed as the correlators or
n–point functions of a 1–dimensional QFT that lives on the Feynman graphs,
namely the worldline theory (usually, a sigma–model into the given target
spacetime). Intuitively, the edges in a Feynman diagram correspond to
worldlines of virtual particles. The worldline formalism is equivalent to
the traditional formulation, but it has the conceptual advantage that it
expresses the Feynman perturbation series of QFT manifestly as a second
quantisation of its particle content, given explicitly as the superposition of
all one–particle processes, and the calculational advantage of automatically
summing over subsets of Feynman diagrams related by exchange of external
legs, thus maintaining permutation symmetry and explicit gauge invariance
of on–shell scattering amplitudes.

In this section, we briefly describe how to obtain the one-loop effective
action for Einstein-Hilbert gravity in the worldline formalism; however, we
do not perform any explicit computation, referring to our outcoming paper
[34]. The starting point is the so-called O(N ) spinning particle, a relativistic
particle with N–extended local supersymmetries on the worldline, which
has been shown to produce the spectrum of a particle of spin s = 1

2N in
four dimensions. In our case, we are interested in reproducing the graviton,
which corresponds to settingN = 4. It is important to note that the model is
consistent only on background metrics satisfying Einstein equations [35; 36].
The one–loop effective action Γ[gµν ] for Einstein-Hilbert gravity corresponds
to the circle path integral of the worldline N = 4 spinning particle action
S[X,G; gµν ],

Γ[gµν ] =

∫
S1

DGDX
Vol(Gauge)

e−S[X,G;gµν ] , (3.109)

where the action depends on the worldline gauge fields G = (e, χ, χ̄, a) and
on the coordinates with supersymmetric partners X =

(
x, ψ, ψ̄

)
. Explic-

itly, the effective action (3.109) is related to the N = 4 spinning particle
path integral Z(T ) through its Schwinger representation, which, in euclidean
configuration space, is given by

Γ[gµν ] = −1

2

∫ ∞

0

dT

T
Z(T ) . (3.110)

The partition function Z(T ), upon gauge fixing, becomes

Z(T ) =

∫ 2π

0

dθ

2π

∫ 2π

0

dϕ

2π
P (θ, ϕ)

∫
PBC

DxDaDbDc

∫
ABC

Dψ̄Dψ e−S[X;gµν ] ,

(3.111)
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where P (θ, ϕ) is the measure on the moduli space (θ, ϕ) generated by the
gauge fixing on the graviton degrees of freedom, and which implements the
correct projection on the physical graviton Hilbert space. The worldline
variables X =

(
x, ψ, ψ̄, a, b, c

)
now include the ghosts (a, b, c). The path

integral over bosonic variables is evaluated by fixing periodic boundary con-
ditions (PBC), while the fermionic path integral is performed by choosing
anti–periodic boundary conditions (ABC) on each flavour of fermionic fields
ψi, with the internal index i taking values i = 1, 2. The nonlinear sigma
model action reads

S[X; gµν ] =

∫
dτ

[
1

4T
gµν (ẋ

µẋν + aµaν + bµcν) + ψ
ai
(
δji ∂τ − Λji

)
ψaj

+ωµabẋ
µψ

a · ψb − TRabcdψ
a · ψbψc · ψd − TV

]
, (3.112)

where we used flat indices on the worldline complex fermions ψai , a dot de-

notes contraction on the internal indices and Dτ ≡ δji ∂τ−Λji is the covariant
derivative with the spin connection, having defined

Λji =

(
θ 0
0 ϕ

)
. (3.113)

The scalar potential term V is needed even at the classical level, since it
contains the counterterm required by the regularization scheme, and at the
quantum level to achieve nilpotency of the BRST charge [5]. The latter
condition requires VBRST = − 2

DR, while the former, adopting dimensional
regularization on the worldline [37], introduces a counterterm VCT = −1

4R
[38], producing an effective potential

V = VBRST + VCT =

(
2

D
− 1

4

)
R . (3.114)

It is convenient to rewrite the angular integration in the complex plane. This
can be achieved by introducing the Wilson variables z ≡ eiθ and ω ≡ eiϕ,

Z(T ) =

∮
dz

2πi

dω

2πi
P (z, ω)

∫
PBC

DxDaDbDc

∫
ABC

Dψ̄Dψ e−S[X;gµν ] , (3.115)

where the measure on the moduli space reads

P (z, ω) =
1

2

(z + 1)D−2

z3
(ω + 1)D−2

ω3
(z − ω)2(zω − 1) . (3.116)

Perturbative expansion

The perturbative expansion around the free theory, which is to be expressed
in terms of the parameter T , requires to:

70



Seeley–DeWitt coefficients
;A<

� factorise out the zero mode in the kinetic operator, that is, parametrise
the bosonic coordinates of the circle as xµ(τ) ≡ xµ0 + qµ(τ), and set
all loops in spacetime with a fixed base point xµ0 plus quantum fluctu-
ations with Dirichlet boundary conditions, represented by qµ(τ); note
that fermions coordinates have no zero modes, due to their antiperi-
odic boundary conditions on the circle;

� use Riemann normal coordinates [39; 36] centered around xµ0 , so to
expand the metric tensor and the spin connection at order T 3. The
Riemann tensor appearing in the four–fermions Weyl vertex in (3.109)
has to be Taylor expanded around xµ0 , as well.

With these prescriptions (3.115) can be written as

Z(T ) =

∮
dz

2πi

dω

2πi
P (z, ω)

∫
dDx0

√
g(x0)

(4πT )
D
2

〈
e−Sint

〉
, (3.117)

factorising out for convenience the
√
g(x0) arising from the free ghost part

of the action when functional integrating, together with the numerical factor
arising each time one evaluates vacuum expectation values. The expectation
value in (3.117) is to be evaluated using the Wick theorem on the free path
integral, with the free action S0[X] being the first line of (3.109), while
higher order terms form the interacting action Sint. Introducing the double
expectation value of the interacting action

〈〈
· · ·

〉〉
, defined as the average

over the path integral and over the moduli space,〈〈
e−Sint

〉〉
=

∮
dz

2πi

dω

2πi
P (z, ω)

〈
e−Sint

〉
, (3.118)

we can rewrite (3.109) in a more compact form:

Z(T ) =

∫
dDx0

(4πT )
D
2

√
g(x0)

〈〈
e−Sint

〉〉
. (3.119)

Now, since the perturbative expansion of the path integral is a Taylor ex-
pansion in the proper time T , we can rearrange (3.119) so to make explicit
the Seeley–DeWitt coefficients arising from the perturbative expansion,

Z(T ) =

∫
dDx0

(4πT )
D
2

√
g(x0)

∞∑
n=0

an(D)Tn (3.120)

=

∫
dDx0

(4πT )
D
2

√
g(x0)

∮
dz

2πi

dω

2πi
P (z, ω)

∞∑
n=0

an(D, z, ω)T
n ,
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thus identifying〈
e−Sint

〉
=

∞∑
n=0

an(D, z, ω)T
n (3.121)

〈〈
e−Sint

〉〉
=

∞∑
n=0

an(D)Tn = a0 + a1T + a2T
2 + a3T

3 +O(T 4) . (3.122)

By computing (3.119) we are then able to extract the values of Seeley–
DeWitt coefficients. This computation has been carried out by Filippo Fecit,
and the comparison with the same result obtained through heat kernel tech-
niques led to an improvement of both methods, producing the same results
(3.85)–(3.88), which are to be published soon [34].
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Extended models

In this last chapter we broaden the discussion by adding matter fields that
couple to the graviton; the computations are performed in the matter vac-
uum, but could be extended to a more general background. From the point
of view of renormalisation theory, only pure gravity in D = 4 is renormalis-
able [24], as the inclusion of matter fields introduces terms which cannot be
absorbed into the effective Lagrangian as counterterms [30].

4.1 Scalar field

Consider the most general1 action principle for a free real scalar field ϕ(x),
ϕ : M → RD in curved spacetime and euclidean time,

Sϕ =
1

2

∫
dDx

√
G
[
Gµν∂µϕ

i∂νϕ
i + (m2 +Rξ)ϕ2

]
, (4.1)

and assume that the scalar field itself can be decomposed into a classical
background φ and quantum fluctuations ϕ̃, so that ϕ = φ+ ϕ̃.2 The classical
equations of motion stemming from (4.1) are(

−□+m2 +Rξ
)
φ = 0 . (4.2)

1Actually, the most general action principle would contain a generic potential V (ϕ).
However, by splitting the field as described above, we can write

V (ϕ) = V (φ+ ϕ̃) = V (φ) + V ′(φ)ϕ̃+
1

2
V ′′(φ)ϕ̃2 +O(ϕ̃3) ,

and we can argue that V (φ) = V ′(φ) = 0. Indeed, the first condition comes just from
a rescaling of the potential, while the second one can be justified by observing that the
background (classical) configuration should be a stationary one, i.e. V ′(φ) = 0.

2The components of the fields are denoted by ϕi, i = 1, . . . , D; when indices do not
appear, we look at the field as a vector in RD.
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4.1.1 The vacuum case

We start from the simplest case of vacuum Einstein equations: if the classical
field φ ≡ 0, the momentum–energy tensor of the background is

Tµν(φ) = ∂µφ
i∂νφ

i − gµν

[
1

2
∂αφ

i∂αφi + V (φ)

]
= 0 , (4.3)

and vacuum Einstein equations (3.5) are still satisfied. We now expand Gµν

in the metric perturbations hµν according to (2.37), and the square root of
the determinant

√
G following (2.35), while R should be expanded according

to (2.52)–(2.57),

Sϕ =
1

2

∫
dDx

√
g

[
1 +

1

2
h− 1

4
hµνhµν +

1

8
h2

]
·
[
(gµν − hµν + hµαh ν

α ) ∂µ

(
φ+ ϕ̃

)i
∂ν

(
φ+ ϕ̃

)i
+
[
m2 + (R(0) +R(1) +R(2)) ξ

]
(φ+ ϕ̃)2

]
. (4.4)

However, with φ = 0, the only one–loop contributions in (4.4) come from
the leading order terms in the metric tensor,

Sϕ, 2 =
1

2

∫
dDx

√
g
[
gµν∂µϕ̃

i∂ν ϕ̃
i +

(
m2 +R(0)ξ

)
ϕ̃2

]
, (4.5)

which has the same form as (4.1), except from the fact that now the back-
ground metric involved in the action Sϕ, 2 is purely classical, while the field
ϕ̃ is quantum. Note that, however, the action (4.5) is to be summed with
the graviton one–loop action S2 (2.7), so that the system described by

Sg+ϕ2 ≡ S2 + Sϕ, 2 is not just a quantum scalar field in a classical curved
spacetime, as instead is the case in [9, § 2.5]. Indeed, spacetime contains it-
self quantum perturbations, which do not interact directly with the field at
one–loop level, but do contribute to the evaluation of heat kernel coefficients.

Heat kernel coefficients

The evaluation of the heat kernel coefficients for the action Sg+ϕ2 in the
above setting is really simple, as one needs to add to the coefficients already
computed for the graviton the term corresponding to the scalar field. By
inspecting the action (4.5), we easily identify the kinetic operator Fϕ = δij∇2

and the potential Vϕ = R(0)ξδij , as (4.5) can be cast into the form

Sϕ, 2 = −1

2

∫
dDx

√
g
[
ϕ̃iδij∂

µ∂µϕ̃
j − ϕ̃i

(
m2 +R(0)ξ

)
δijϕ̃

j
]
, (4.6)

while [∇µ,∇ν ]ϕ = [∂µ, ∂ν ]ϕ = 0, so that Ωµν = 0 as well. Recall that the
mass term, as in (1.71) and (1.78), is singled out in the Schwinger–DeWitt
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parametrisation, and transformed into an exponential term in front of the
effective action: for this reason, it does not appear in the definition of Vϕ.
By comparison with (1.92) we get the following substitution rules:

1 ↔ δij

V ↔ −R(0)ξδij
Ωµν ↔ 0 .

(4.7)

Since Tr [δij ] = D, and denoting from now on R(0) ≡ R, the first two heat
kernel coefficients for the scalar field are

Tr
[
aϕ0 (x)

]
= D (4.8)

Tr
[
aϕ1 (x)

]
= D

(
1

6
− ξ

)
R . (4.9)

For the third one, we have

Tr
[
αϕ2 (x)

]
=

D

180

(
R2
µνρσ −

1

D
R2

)
(4.10)

Tr
[
βϕ2 (x)

]
=

1

2
Tr

[(
1

6
− ξ

)
δijR

]2
=
D

2

(
1

6
− ξ

)2

R2 , (4.11)

therefore

Tr
[
aϕ2 (x)

]
=

5D(1− 6ξ)2 − 2

360
R2 +

D

180
R2
µνρσ . (4.12)

The fourth coefficient is even simpler: V ∝ R and Ωµν = 0, in the notation
of (3.40), imply that Bϕ = 0; so from (3.41) we get

Tr
[
αϕ3 (x)

]
=

1

7!
Tr [Agh]

=
1

7!

(
− 16

9D
E3
1 +

2

3
E3
2 +

17D

9
E3
3 − 28D

9
E3
4

)
, (4.13)

while

Tr
[
βϕ3 (x)

]
= Tr

[
1

6

(
αϕ1

)3
+ αϕ1α

ϕ
2

]
=
D

6

(
1

6
− ξ

)3

R3 +
D

180

(
1

6
− ξ

)(
RR2

µνρσ −
1

D
R3

)

=
1

180

[
30D

(
1

6
− ξ

)3

+ ξ − 1

6

]
E3
1 − D(6ξ − 1)

1080
E3
2 , (4.14)
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resulting in

Tr
[
aϕ3 (x)

]
=

[
1

6
D

(
1

6
− ξ

)3

− 1

2835D
+

1

180

(
ξ − 1

6

)]
E3
1

+
D(7− 42ξ) + 1

7560
E3
2 +

17D

45360
E3
3 − D

1620
E3
4 . (4.15)

Effective action

The effective action (1.78) for the scalar field ϕ becomes then

Γϕ(1) = −1

2

∫ ∞

0

dβ

β
exp (−βm2)

∫
dDx

√
g

(4πβ)
D
2

∞∑
j=0

βj

j!
Tr

[
aϕj (x)

]
, (4.16)

which cannot be directly summed with the gravity one, since in general
m ̸= 0, giving

Γg+ϕ(1) = −1

2

∫ ∞

0

dβ

β


∫

dDx
√
g

(4πβ)
D
2

∞∑
j=0

βj

j!
Tr [aj(x)]

+ exp (−βm2)

∫
dDx

√
g

(4πβ)
D
2

∞∑
j=0

βj

j!
Tr

[
aϕj (x)

] . (4.17)

If we assume that the scalar field mass is small enough to expand in series
the exponential in (4.17), this introduces for each heat kernel coefficient a
term of the form

aϕ,m0 (x) = aϕ0 (x) (4.18)

aϕ,m1 (x) = aϕ1 (x)−m2aϕ0 (x) (4.19)

aϕ,m2 (x) = aϕ2 (x)−m2aϕ1 (x) +
1

2!
m4aϕ0 (x) (4.20)

aϕ,m3 (x) = aϕ3 (x)−m2aϕ2 (x) +
1

2!
m4aϕ1 (x)−

1

3!
m6aϕ0 (x) , (4.21)

and in general

aϕ,mj (x) =

j∑
k=0

(−1)k

k!
m2k aϕj−k(x) , (4.22)

so that ag+ϕj (x) = aj(x) + aϕ,mj (x) represent the total coefficients for the
theory containing an almost massless scalar field coupled to a graviton.
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4.1.2 Outlook of the general case

More interesting, though, is the general case of φ ̸= 0, where the background
metric is influenced by the presence of the scalar field. The one–loop expan-
sion of the action (4.4) is much more involved; it has already been carried out
in the slightly particular case ξ = 0, at D = 4 [24]; indeed, any additional
term proportional to R in the action does not change the UV behaviour of
the theory in four dimensions [24, § 7]. In the generic D–dimensional case,
however, one should consider the general form of the action (4.4) with ξ ̸= 0,
and repeat the gauge fixing procedure discussed for the case of gravity with
no background matter.

This computation will not be carried out here, but the heat kernel
method, combined with an algorithmic evaluation of tensor contractions,
can provide a reliable technique to solve this problem. The expansion could
also be extended to the two–loop level; very recently, a result at two–loops
has been obtained for D = 4 and with a flat gravitational background, while
the scalar background is left arbitrary [40].

4.2 Spinor field

The action for a D–dimensional spinor field ψ : M → V in a gravitational
field3 is written by exploiting the vierbein or tetrad basis ea ≡ eµaeµ, with
ea · eb = eµaeνbGµν = ηab:

Sψ =

∫
dDx e ψ

(
/∇+m

)
ψ , (4.23)

where e ≡ det eaµ =
√
G is the vierbein determinant,4 and the covariant

derivative is defined as

/∇ = γaeµa∇µ , ∇µ ≡ ∂µ +
1

4
ωµabγ

aγb , (4.24)

where γµ ≡ γaeµa are the curved γ–matrices, and ωµab is the spin connection

ωabµ ≡ eaνΓ
ν
µσe

σb + eaν∂µe
νb , (4.25)

whose expression in terms of the vierbein coefficients is found by requiring
that a vector X ∈ TPM satisfies Xµ = eµaXa [41, § 2]. In order to have
Hermitian γ–matrices, we assume that our euclidean spacetime manifold

3Here, V is a vector space in which the spin group Spin (D) is suitably represented.
4Indeed,

g =
∣∣∣det(eµaeνbηab)∣∣∣ = (det eµa)

2
∣∣∣det ηab∣∣∣ = (det eµa)

2 .
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has even dimension D: in this way, the kinetic operator /∇ is Hermitian as
well. The equations of motions corresponding to (4.23) are(

/∇+m
)
ψ = 0 . (4.26)

By decomposing the metric as usual, Gµν = gµν + hµν , we correspondingly
assume that the spinor field can be written as ψ = Ψ+ δψ, where Ψ is the
background field and δψ are quantum fluctuations. We can use again the
Einstein background hypothesis by taking the solution of (4.26) correspond-
ing to Ψ ≡ 0, which gives Tµν(Ψ) = Ψγµ∇νΨ = 0, hence preserving Einstein
equations in vacuum (3.5). Then (4.23) becomes

Sψ =

∫
dDx

√
g

[
1 +

1

2
h− 1

4
hµνhµν +

1

8
h2

] (
Ψ+ δψ

)
(4.27)

·
[
γceµc

(
∂µ +

1

4
[ωµab(0) + ωµab(1) + ωµab(2)] γ

aγb
)
+m

]
(Ψ + δψ) ,

where, according to (4.25) and (2.39)–(2.41),

ωµab(n) ≡ eaνΓ
ν
µσ(n)e

σb + eaν∂µe
νb δn0 . (4.28)

However, since Ψ ≡ 0, the action principle (4.27) at one–loop reduces to the
much simpler expression

Sψ,2 =

∫
dDx

√
g δψ

[
γceµc

(
∂µ +

1

4
ωµab(0)γ

aγb
)
+m

]
δψ

=

∫
dDx

√
g δψ

(
/∇(0) +m

)
δψ , (4.29)

where /∇(0) corresponds to the covariant derivative computed at order zero
in quantum perturbations.

The differential operator in (4.23) is not in the form (1.92), but we can
observe that the effective action can also be written as

Γψ = − log det
(
/∇+m

)
= −1

2
log

[
det

(
/∇+m

)
det

(
− /∇+m

)]
= −1

2
Tr log

(
− /∇2

+m2
)
= −1

2
Tr log

(
−∇2 +

R

4
+m2

)
, (4.30)

where we have used Lichnerowicz identity

/∇2
= γµγν∇µ∇ν = 1S

(
∇2 − R

4

)
, (4.31)

in which 1S denotes the identity operator in spinor space, and R ≡ R(0) as
before. This procedure, known as bosonisation of the fermionic differential
operator, consists in a change of basis of γ–matrices [42], and can be applied
to operators whose potential does not depend on γ–matrices [43, § 2.2].

78



Extended models
;A<

Proof. To prove that (4.31) works in any even dimensional spacetime D we ob-
serve that the Clifford fundamental relation {γµ, γν} = 2ηµν1S is true in any even
dimension D, and that exploiting this relation we have

/∇2
= γµγν∇µ∇ν = γµγν [∇µ,∇ν ] + γµγν∇ν∇µ

= γµγν [∇µ,∇ν ] + 21S∇2 − γνγµ∇ν∇µ ,

and by comparing the second term with the last one, as well as using the commu-
tation relation (4.32),

γµγν∇µ∇ν = 1S∇2 +
1

8
γµγνγαγβRµναβ .

At this point we can employ the identity

γµγνγαγβRµναβ = −2R1S ,

which can be proved by using the symmetry properties of the Riemann tensor and
the identity

Rαβγ
β = −1

2
Rαµνβγ

µγνγβ ,

that, in turn, comes from the Clifford algebra definition [41, § 4], which is indepen-
dent on the dimension D. Indeed,

Rαβγ
β = −1

2
Rαµνβ (γ

µγν + γνγµ) γβ

= −1

2
Rαµνβγ

µγνγβ +
1

2
(Rαβµν +Rανβµ) γ

νγµγβ

= −Rαµνβγ
µγνγβ +

1

2
Rαβµνγ

νγµγβ ,

where

γνγµγβ = 2gµβγν − γνγβγµ

= 2gµβγν − 2gνβγµ + γβγνγµ ,

and therefore

Rαβγ
β = −Rαµνβγ

µγνγβ +
1

2

(
−2Rανγ

ν − 2Rαµγ
µ +Rαβµνγ

βγνγµ
)

= −3

2
Rαµνβγ

µγνγβ − 2Rαβγ
β ,

from which

Rαβγ
β = −1

2
Rαµνβγ

µγνγβ ,

that is, the identity above. By contracting this result with γα on the left we end
up with the desired result:

Rαβγ
αγβ =

1

2
Rαβ

{
γα, γβ

}
= R1S

= −1

2
Rαµνβγ

αγµγνγβ . ■
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4.2.1 Heat kernel coefficients

By inspecting (4.30), we easily identify the kinetic operator Fψ = −1S∇2

and the potential Vψ = 1
4R1S , while in any dimension D the commutator

of covariant derivatives has the form

Ωµν = [∇µ,∇ν ] =
1

4
γαγβRαβµν . (4.32)

Proof. Indeed,

∇ν∇µψ = ∂ν(∇µψ) +
1

4
ωνabγ

aγb∇µψ − Γλ
µν∇λψ

= ∂ν∂µψ +
1

4
∂νωµabγ

aγbψ +
1

4
ωµabγ

aγb∂νψ +
1

4
ωνabγ

aγb∂µψ

+
1

16
ωνabωµcdγ

aγbγcγdψ − Γλ
µν∂λψ − 1

4
Γλ
µνωλabγ

aγbψ ,

and, by neglecting all terms that are symmetric under the exchange µ↔ ν, we are
left with

[∇µ,∇ν ]ψ =
1

4
∂µωνabγ

aγbψ +
1

16
ωµabωνcdγ

aγbγcγdψ − {µ↔ ν} .

By means of the same identity exploited in the previous proof [41, § 4] we can
rewrite the four γ–matrices product as

ωµabωνcdγ
aγbγcγd = 4

(
ω b
µa ωνbdγ

aγd − ω b
µa ωνbdγ

dγa
)
− ωνabωµcdγ

aγbγcγd

= 8ω b
µa ωνbdγ

aγd − ωνabωµcdγ
aγbγcγd ,

where we also used the fact that the spin connection is antisymmetric when swap-
ping the last two indices. Therefore,

ωµabωνcdγ
aγbγcγd = 4ω b

µa ωνbdγ
aγd ,

and going back to the commutator we find

[∇µ,∇ν ] =
1

4

(
∂µωνab − ∂νωµab + ω c

µa ωνcb − ω c
νa ωµcb

)
γaγb ≡ 1

4
Rµνabγ

aγb ,

having defined the Riemann tensor with mixed indices

Rµνab ≡ ∂µωνab − ∂νωµab + ω c
µa ωνcb − ω c

νa ωµcb .

The fully covariant form (4.32) can be immediately obtained by introducing the
curved γ–matrices as γa = eaαγ

α. ■

Again, the mass term is singled out in the Schwinger–DeWitt parametri-
sation, and transformed into an exponential term in front of the effective
action. By comparison with (1.92) we get the following substitution rules:

1 ↔ −1S
V ↔ 1

4R1S

Ωµν ↔ 1
4γ

αγβRαβµν .

(4.33)
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The heat kernel coefficients for a massive spinor field have been already
computed up to a2, see for instance the most recent work [44]. Here, we
repeat the computation in generic dimension D and we extend the compu-
tations to a3, introducing the coupling to the graviton as well. The first two
coefficients can be easily computed by recalling that

Tr [1S ] = 2
D
2 , (4.34)

since the group Spin (D) is represented in a vector space of dimension 2
D
2

(assuming that D is even). From (1.96)–(1.97) we then obtain

Tr
[
aψ0 (x)

]
= −2

D
2 (4.35)

Tr
[
aψ1 (x)

]
= 2

D
2
1

12
R . (4.36)

For the third coefficient we have to compute

Tr
[
αψ2 (x)

]
= 2

D
2

1

180

(
R2
µνρσ −

1

D
R2

)
− 2

D
2
1

96
R2
µνρσ (4.37)

Tr
[
βψ2 (x)

]
=

1

2
Tr

[(
1

12
R1S

)2
]
= 2

D
2

1

288
R2 , (4.38)

therefore

Tr
[
aψ2 (x)

]
= 2

D
2

(
5D − 8

1440D
E2
1 − 7

1440
E2
2

)
. (4.39)

Proof. The only term we have to compute more carefully in (4.37) is the one con-
taining the gauge field strength, which turns out to be

Tr
[
Ω2

µν

]
=

1

16
RµναβR

µν
ρσTr

[
γαγβγργσ

]
,

and since
Tr

[
γαγβγργσ

]
= 2

D
2

(
gαβgρσ − gαρgβσ + gασgβρ

)
,

we conclude that

Tr
[
Ω2

µν

]
= −2

D
2
1

8
E2
2 . ■

Regarding the fourth coefficient, consider again that V ∝ R, as in the
scalar field case, but now Ωµν ̸= 0. Therefore, we still have

Tr [Aψ] = 2
D
2
1

D
Tr [Agh]

= 2
D
2

(
− 16

9D2
E3
1 +

2

3D
E3
2 +

17

9
E3
3 − 28

9
E3
4

)
, (4.40)

while Bψ ̸= 0, and in particular:

Tr [Bψ] = 2
D
2

(
− 1

2D
E3
2 − 1

4
E3
3 +

1

2
E3
4

)
. (4.41)
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Proof. Indeed, using the rather involved identity

Tr
[
γµγαγβγνγργσ

]
= ηµαTr

[
γβγνγργσ

]
− ηµβTr [γαγνγργσ] + ηµνTr

[
γαγβγργσ

]
− ηµρTr

[
γαγβγνγσ

]
+ ηµσTr

[
γαγβγνγρ

]
we have

Tr
[
Ω ν

µ Ω σ
ν Ω µ

σ

]
=

1

64
Tr

[
γαγβγδγϵγλγτ

]
R ν

µ αβR
σ

ν δϵR
µ

σ λτ

=
1

64

(
−Tr

[
γβγϵγλγτ

]
R να

µ βR
σ

ν αϵR
µ

σ λτ

+Tr
[
γβγδγλγτ

]
R να

µ βR
σ

ν δαR
µ

σ λτ

− Tr
[
γβγδγϵγτ

]
R να

µ βR
σ

ν δϵR
µ

σ ατ

+Tr
[
γβγδγϵγλ

]
R να

µ βR
σ

ν δϵR
µ

σ λα

)
= 2

D
2
1

64
R να

µ β

(
R σ τ

ν α R µβ
σ τ −R σ λ

ν α R µ β
σ λ

−R στ
ν αR

µβ
σ τ +R σλ

ν αR
µ β

σ λ

−R σβτ
ν R µ

σ ατ +R στβ
ν R µ

σ ατ

+R σβλ
ν R µ

σ λα −R σλβ
ν R µ

σ λα

)
= 2

D
2
1

16
R να

µ β

(
R σ τ

ν α R µβ
σ τ −R σβτ

ν R µ
σ ατ

)
= 2

D
2
1

8
E3
4 ,

while, in a slightly simpler way,

Tr
[
Ωµν∇2Ωµν

]
=

1

16
Tr

[
γαγβγργσ

]
Rµναβ∇2Rµν

ρσ

= 2
D
2
1

16

(
gασgβρ − gαρgβσ

)
Rµναβ∇2Rµν

ρσ

= −2
D
2
1

8

(
2

D
E3
2 − E3

3 − 4E3
4

)
and

Tr [RµνρσΩ
µνΩρσ] =

1

16
Tr

[
γαγβγλγτ

]
RµνρσR

µν
αβR

ρσ
λτ

= 2
D
2
1

16

(
gατgβλ − gαλgβτ

)
RµνρσR

µν
αβR

ρσ
λτ = −2

D
2
1

8
E3
3 ,

and exploiting the results of the previous proof,

Tr [RµνΩ
µσΩν

σ] =
1

D
RTr

[
Ω2

µν

]
= − 1

8D
2

D
2 E3

2 . ■

We then conclude that

Tr
[
αψ3 (x)

]
=

1

7!
Tr [Aψ] +

2

6!
Tr [Bψ] (4.42)

= 2
D
2

(
− 1

2835D2
E3
1 − 19

15120D
E3
2 − 29

90720
E3
3 +

1

1296
E3
4

)
.
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Moreover,

Tr
[
βψ3 (x)

]
= Tr

[
1

6

(
αψ1

)3
+ αψ1 α

ψ
2

]
=

R3

10368
2

D
2 +

R

12

{
1

180

(
R2
µνρσ −

1

D
R2

)
2

D
2 +

1

12
Tr

[
Ω2
µν

]}
= 2

D
2

(
5D − 24

51840D
E3
1 − 7

17280
E3
2

)
, (4.43)

resulting in

Tr
[
aψ3 (x)

]
= 2

D
2

(
35D2 − 168D − 128

362880D2
E3
1

− 49D + 152

120960D
E3
2 − 29

90720
E3
3 +

1

1296
E3
4

)
. (4.44)

4.2.2 Effective action

The effective action (1.78) for the spinor field ψ becomes then

Γψ(1) =
1

2

∫ ∞

0

dβ

β
exp (−βm2)

∫
dDx

√
g

(4πβ)
D
2

∞∑
j=0

βj

j!
Tr

[
aψj (x)

]
, (4.45)

where the factor in front has been changed, according to the definition of the
supertrace (1.66). Again, when summed to the gravity action, since m ̸= 0,
we have

Γg+ψ(1) =
1

2

∫ ∞

0

dβ

β


∫

dDx
√
g

(4πβ)
D
2

∞∑
j=0

βj

j!
Tr [aj(x)]

+ exp (−βm2)

∫
dDx

√
g

(4πβ)
D
2

∞∑
j=0

βj

j!
Tr

[
aψj (x)

] , (4.46)

and the same analysis carried out for the scalar field can be repeated here,
including relation (4.22).

Again, the results could be extended to the more general case of matter
contributions to the background. Already in 1974, Deser and van Nieuwen-
huizen [45] proved that this theory is non–renormalisable at one–loop in
D = 4; a general computation could allow to extend this result to D > 4.
Moreover, it would be interesting to consider a model composed of both
massive spinors and a U(1) gauge field (the Einstein–Maxwell–Dirac sys-
tem). If the gauge field is not considered as a dynamical one — which we
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will do in the next section — this amounts to introduce a gauge connection
Aµ in the covariant derivative (4.24), which becomes

/∇ = γaeµa∇µ , ∇µ ≡ ∂µ +Aµ +
1

4
ωµabγ

aγb . (4.47)

This situation has already been considered in the special case of a quantised
fermionic field, with a classical background [44].

4.3 Vector field

The last model we consider is the minimal coupling between the graviton
and a massless vector field Aµ(x), described by the action principle

S[G,A] =

∫
dDx

√
G

(
− 1

k2
R+

1

4
FµνF

µν

)
, (4.48)

where Fµν ≡ ∇µAν − ∇νAµ is the gauge field strength. (4.48) is known
as Einstein–Maxwell model and its effective action has already been stud-
ied in detail through worldline methods up to order RF 4 [46], as these
terms contain information on the modifications of light propagation by weak
gravitational fields in the limit of zero photon energies [47]. The effect of
non–dynamical scalar and spinor fields propagating on Einstein–Maxwell
background has been studied as well [48].

Here, we shall consider a different limit, in which curvature dominates
over the electromagnetic field strength, which is expected to occur in the
vicinity of a black hole. Indeed, the Einstein–Maxwell theory has been used,
together with the heat kernel method, to compute the quantum corrections
to the entropy of Kerr–Newmann black holes in Einstein gravity [49] and,
more recently, in N = 2 supergravity [50; 51] and low–energy string theory
models [52]. In these computations, however, the cosmological constant Λ
is set to zero, and due to the tracelessness of the electromagnetic energy–
momentum tensor, R = 0 is a solution of Einstein equations: all terms
proportional to R are then disregarded [49; 50; 51; 52]. Here, instead, we
consider the case of Λ ̸= 0, and keep all terms proportional to R, assuming
as usual that the background electromagnetic field vanishes.

The action (4.48) can then be expanded by setting Gµν = gµν +hµν and
Aµν = Aµν + aµν (correspondingly, Fµν = Fµν + fµν). Since the vector field
brings another term to the gauge connection and to the covariant deriva-
tive, ∇A

µ ≡ ∇µ + Aµ, the expansion of the action at one–loop performed
in appendix 2.A should be computed again from the beginning. In general,
the gravitational term of the action (4.48) contains couplings between the
background vector field and the gravitational one [53, § 4.A];5 however, if we

5Note that in this paper the author keeps Λ ̸= 0 and employs Vilkovisky–DeWitt
formalism, but restricts himself to a flat background field gµν = ηµν .

84



Extended models
;A<

again consider only vacuum solutions Fµν ≡ 0, all these terms vanish and
we are left with the action (2.7), plus the new term

SA =

∫
dDx

√
g

(
1

4
fµνf

µν

)
=

1

2

∫
dDx

√
g aµ

(
−gµν∇2 +∇µ∇ν

)
aν

≡
∫

dDx
√
g aµ

(
FA
µν +∇µ∇ν

)
aν . (4.49)

The term proportional to ∇µ∇ν can be removed by fixing the gauge sym-
metry associated to the vector field, as we did for the graviton. On the
quantum level, this requires to introduce the additional ghost and antighost
fields c and c, which are described by the Lagrangian

SghA =

∫
dDx

√
g c∇2c . (4.50)

Additional interaction terms between the newly introduced ghost field c and
the fields cµ associated to the graviton are removed by the requirement that
Aµ = 0, as it can be seen from equation (2.11) in [49, § 2].

4.3.1 Heat kernel coefficients

From (4.49) and (4.50) we easily identify the substitution rules for the gauge
field Aµ and for the associated ghost c:

1 ↔ δµν

V ↔ 0

Ωµν ↔ Fµν = fµν

and


1 ↔ 1

V ↔ 0

Ωµν ↔ 0

(4.51)

where for the ghost field [∇µ,∇ν ] c = 0, since c behaves as a scalar under
covariant derivatives containing only spacetime components. Therefore, for
the ghost we immediately have

Tr
[
agh,A0 (x)

]
= 1 (4.52)

Tr
[
agh,A1 (x)

]
=

1

6
R (4.53)

Tr
[
agh,A2 (x)

]
=

5D − 2

360D
E2
1 +

1

180
E2
2 , (4.54)

while for the fourth coefficient, from (3.41),

Tr
[
αgh,A3 (x)

]
=

1
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Tr [Agh]
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1
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(
− 16
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E3
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2

3D
E3
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E3
3 − 28

9
E3
4

)
(4.55)
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and

Tr
[
βgh,A3 (x)

]
=

1
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(
1
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+
1

6
R · 1

180

(
R2
µνρσ −

1

D
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)
=

5D − 6

6480
E3
1 +

1

1080
E3
2 , (4.56)

resulting in

Tr
[
agh,A3 (x)

]
=

35D2 − 42D − 16

45360D2
E3
1

+
7D + 1

7560D
E3
2 +

17

45360
E3
3 − 1

1620
E4
3 . (4.57)

Similarly, for the gauge field,

Tr
[
ag,A0 (x)

]
= D (4.58)

Tr
[
ag,A1 (x)

]
=
D

6
R (4.59)

Tr
[
ag,A2 (x)

]
=

5D − 2

360
E2
1 +

D

180
E2
2 +

1

12
fµνf

µν , (4.60)

where we see the appereance of the new invariant F2
1 ≡ fµνf

µν . Since the
tensor fµν is traceless, fµµ = 0, we do not have invariants of order smaller
than two. Before computing the fourth coefficient, it is useful to list all
invariants of order three in curvature and gauge field strength:

F3
1 = f ν

µ f
σ
ν f ν

σ , F3
2 = Rµνρσf

µνfρσ , F3
3 = Rfµνfµν , (4.61)

where we already neglected the invariants containing the Ricci scalar, since
on Einstein manifolds they can be simplified further. Note that we do not
have any invariant of the form fµν∇2fµν , since it vanishes identically.

Proof. From Maxwell equations in vacuum we have ∇µF
µν = 0, and by using the

second Bianchi identity, with [∇µ,∇ν ] = fµν , we find

F3
4 = fµν∇α∇αfµν = −fµν∇α (∇µfνα +∇νfαµ)

= −fµν {([∇α,∇µ] +∇µ∇α) f
να − ([∇α,∇ν ] +∇ν∇α) f

αµ}
= −fµνf µ

α fνα − fµν∇µ∇αf
να − fµνf

ν
α fαµ − fµν∇ν∇αf

αµ

= −f ν
µ f α

ν f µ
α + f ν

µ f α
ν f µ

α = 0 . ■

On this basis, the computations give

Tr [Ag,A(x)] = Tr [Agh] = − 16

9D
E3
1 +

2

3
E3
2 +

17D

9
E3
3 − 28D

9
E3
4 (4.62)

Tr [Bg,A(x)] = −12F3
1 + 6F3

2 − 4

D
F3
3 (4.63)
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and

Tr
[
αg,A3 (x)

]
= − 1

2835D
E3
1 +

1

7560
E3
2 +

17D

45360
E3
3 − D

1620
E3
4

− 1

30
F3
1 +

1

60
F3
2 − 1

90D
F3
3 , (4.64)

while
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]
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3 , (4.65)

to get

Tr
[
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]
=

35D2 − 42D − 16
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The total heat kernel coefficient, according to (3.84) (the coefficients for
the ghost and vector field are the same), is then given by

Tr
[
aA3 (x)

]
=

35D3 − 112D2 + 68D + 32

45360D2
E3
1 +

(D − 2)(7D + 1)

7560D
E3
2
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17(D − 2)
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3 +

2−D

1620
E3
4 − 1

30
F3
1 +

1

60
F3
2 +

5D − 4

360
F3
3 .

(4.67)

The results of this chapter are just a first example of the kind of com-
putations that can be performed by means of the heat kernel method, when
considering more complex systems. The most apparent drawback of the ap-
proach described here is that it works only in the vacuum approximation;
to include matter background fields we would have to consider Einstein
equations with non–zero momentum–energy tensor, and the computations
quickly become daunting. A possible solution would be to implement a
symbolic calculus program that allows to perform easily all the tensor con-
tractions and evaluations required. In any case, we leave this topic to further
research.
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Conclusions and outlook

The main results obtained in this thesis, together with possible directions
that could be undertaken to proceed further in research, are summarised for
sake of clearness in the list below.

� The main result is the evaluation of the first four heat kernel coeffi-
cients for pure gravity with nonzero cosmological constant, in generic
dimension D and on Einstein manifolds, so that the computation out-
come is gauge invariant:

– the fourth complete and gauge–invariant heat kernel coefficient
for perturbative quantum gravity was previously unknown [5];

– this result allows to prove in a more general framework non–
finiteness of quantum gravity in D = 6 at one–loop, in contrast to
what happens in D = 4 at one–loop [24]. It would be interesting
to see if the precise one–loop coefficient that we have found could
have a relation with the coefficient at two–loops in D = 4, going
beyond the formal analogies observed in [30].

� The result is then compared with the same coefficients coming from
the N = 4 spinning particle in the worldline formalism:

– the fourth coefficient has never been computed before [5];

– the comparison led to improvement of both methods, as it already
occurred for the previous coefficients [5];

– further useful comparisons could be described by applying other
perturbative techniques, like the covariant derivative expansion,
which has recently been extended to all fermionic operators [43];

– moreover, further important developments include implementa-
tion of Vilkovisky–DeWitt formalism [12; 13], which allows to
write a background independent and covariant effective action,6

and of Borel resummation, that after having been applied to heat

6As we already noted while describing the background field method, this appears not
to be the case. A comment on this will be given at the end of this section.
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kernel computations by Avramidi [9], has no more been consid-
ered in this context.

� In the last part of the thesis, we tried to extend the procedure to
systems containing matter fields which couple to the graviton:

– the computations have been performed in the vacuum case, in
which matter fields do not give contribution to spacetime curva-
ture;

– an extension to the Einstein–Maxwell general case, with non–
vacuum background, would lead to improvements in computing
quantum corrections to Kerr–Newmann black holes entropy, ac-
cording to a well–established research line [49; 50; 51; 52].

� A more theoretical issue that could be explored is the tension which
has been very recently found to exist between covariance and back-
ground independence in the background field method [14]. This result
would imply that, even when taking advantage of Vilkovisky–DeWitt
formalism, there is no way to define a fully background independent
and covariant effective action. Computations perfomed within the heat
kernel method might shed more light on this result, providing explicit
examples of the construction described formally in [14].

In conclusion, this thesis has investigated the computation of the fourth
heat kernel coefficient for perturbative quantum gravity, which plays a cru-
cial role in understanding the behavior of quantum gravitational interactions
at one–loop in D = 6 and could provide insight for two–loops computations
in D = 4. These results try to strengthen our theoretical understanding of
quantum gravity and to shed light on the higher–order effects that arise in
gravitational interactions.

The findings presented in this thesis could be the starting point to ad-
vance our understanding of the perturbative approach for quantum gravity.
The derived expressions for the fourth heat kernel coefficient provide valu-
able tools for future investigations and pave the way for more accurate and
precise computations in perturbative quantum gravity, as the ones that can
be performed with matter fields in the non–vacuum case.

The insights gained from the computation of the fourth heat kernel co-
efficient provide a small contribution to the ongoing efforts to develop a
consistent and comprehensive theory of quantum gravity. We hope that fur-
ther research building upon the results of this thesis will continue to refine
our understanding of the fundamental nature of spacetime and the quantum
world.

90



Acknowledgments

I would like to express my sincere gratitude to all those who have contributed
to the completion of this master’s thesis. First, I would like to thank my
supervisor Fiorenzo Bastianelli for his guidance, expertise, and kindness.
Without his support and encouragement, this research would not have been
possible. I am also deeply grateful to the PhD students Francesco Combe-
riati and Filippo Fecit, who have performed the worldline computations and
helped me significantly in looking for errors. Actually, Filippo has done
much more: he has been a strong point of reference for all the issues and
uncertainties that a master thesis student inevitably encounters regarding
his future. His unselfishness enriched me much further than the technical
details of the computations, and it has been a pleasure to work with him.

E poi ci sono tutti gli altri, quelli che sanno dell’esistenza di questa
tesi, ma inevitabilmente non ne conoscono i dettagli; ma importa davvero?
Inutile scrivere qui un arido elenco di nomi, o squadernare goffamente, dopo
pagine di calcoli, frammenti di una vita che poco hanno a che vedere con
questi. Fortunatamente, verba volant : preferisco affidarmi alla voce, e spero
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