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A Comparative Analysis of Darwinian Asexual and Sexual Reproduction in Evolutionary Robotics

ABSTRACT

Evolutionary Robotics systems draw inspiration from natural evolution to solve the problem of robot
design. A key moment in the evolutionary process is reproduction, when the genotype of one or
more parents is inherited by their offspring. Existent approaches have used both sexual and asexual
reproduction but a comparison between the two is still missing. In this work, we study the effects
of sexual and asexual reproduction on the controllers of an Evolutionary Robotics system. In our
system, both morphologies and controllers are jointly evolved to solve two separate tasks. We adopt
the Triangle of Life framework, in which the controllers go through a phase of learning before
reproduction. Using extensive simulations we show that sexual reproduction of the robots’ brains is
preferable over asexual reproduction as it obtains better robots in terms of fitness. Moreover, we show
that sexually reproducing robots present different morphologies and behaviors than the asexually
reproducing ones, even though the reproduction mechanism only affects their brains. Finally, we
study the effects of the reproduction mechanism on the robots’ learning capabilities. By measuring
the difference between the inherited and the learned brain we find that robots that evolved using
sexual reproduction have better inherited brains and are also better learners.

Keywords Embodied Intelligence, Machine Learning, Artificial Intelligence, Evolutionary Robotics
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1 Introduction

Designing a robot is a task that requires taking into consideration many different aspects: its morphology, its controller,
its motor system, its sensory apparatus, etc. The classical engineering approach is a reductionist one in which all of
these parts are considered separately. One of the main challenges that arise while designing a robot, however, is that
the final robot behavior is the result of the interactions among all of its components. The behavioral and cognitive
skills of robots are dynamic properties that unfold in time and arise from a large number of interactions between the
agents’ nervous system, body, and environment (Cangelosi et al. [2015]. The alternative perspective of Embodied
Intelligence (Pfeifer and Bongard [2007]), instead, approaches the study of a robot’s intelligent behavior by considering
its relationships with the environment and the constraints posed by its body, perceptual and motor system, and brain.

An explanatory example of the advantages of adopting this viewpoint is the problem of grasping an object with a robotic
hand. Using a dexterous hand with 20 degrees of freedom (Walker [2005]) or a one-degree-of-freedom gripper based
on a vacuum pump and an elastic membrane that encases granular material (Brown et al. [2010]) are two completely
different problems from the controller perspective. The control of the first hand is a real challenge whether the body
of the second one can passively exploit the interactions with the environment to simplify the controller’s job. We
can say that the second hand has a higher degree of morphological intelligence and can perform more morphological
computation. When adopting this new approach, however, the design problem can not be decomposed into its simpler
parts anymore and becomes very difficult to deal with. Evolutionary Robotics is a research field that draws inspiration
from nature to solve this problem. In particular, the mechanism responsible for the creation of living beings, evolution,
is applied to the creation of artificial beings. If both the morphologies and controllers of a robot are optimized, the
evolutionary search may be able to find robots whose bodies exhibit a greater amount of morphological computation
than robots designed by hand.

We study an Evolutionary Robotics system in which the morphologies of a population of robots and their controllers are
evolved simultaneously. The best robots are chosen to produce new robotic offspring and the new bodies and brains
are formed from sexual or asexual reproduction starting from their parents. The new robots are then tested on a task
and a fitness value is assigned to them based on their performance. The best individuals are selected to form the new
population.

In the case of asexual reproduction, a robot is produced by the random variation of a single parent. For sexual
reproduction, the body and brain of the parents need to be combined to produce offspring. Given the stochastic nature of
these operations, we can not assume the newly produced body and brain to be a good match. Parents with well-matching
bodies and brains might produce a body and brain for their offspring that do not form a good combination. The joint
evolution of morphologies and controllers can lead to a mismatch between the body and brain.

This is a well-known problem that was originally noted in Eiben et al. [2013] and further expanded in Eiben and Hart
[2020]. The solution that has been proposed is the introduction of learning within the evolutionary process. This results
in the addition of a new phase in the robot’s life cycle between "birth", when the robotic phenotype is constructed from
its genotype, and "mature life" when the robot carries out its task and tries to reproduce. This new stage corresponds to
the "infancy" of a robot when the newborn robot is optimizing its controller for its body. It is important to understand
that a robot’s fitness is not calculated until the end of this stage when its controller is fully optimized to its body
morphology. This means that the robot is not eligible for reproduction until learning is not over. The introduction
of learning is part of a three-stage system called The Triangle of Life (Eiben et al. [2013]) in which each robot goes
through birth, infancy, and mature life. Some studies have already researched the workings of these systems and found
that learning drastically reduces the costs needed for the joint optimization of morphologies and controllers by allowing
the controllers to be optimized for their morphologies (Jie Luo [2022]).

The joint evolution of morphologies and controllers is a complex problem with many moving parts and the addition of
learning makes the problem increasingly more difficult to study. Not many studies have investigated such systems, often
focusing on the evolution of controllers in fixed morphologies. A more in-depth analysis of the effects of the factors
driving the evolutionary process is missing. In this research, we focus on the effects of the reproduction mechanism on
the robots’ controllers.

The adaptive advantage of sexual reproduction is currently an unsolved problem in biology. Individuals that have
survived to be in the reproductive age have already proven that their genome is effective in the current environment.
Why should they risk mixing their successful genome with that of another individual? Moreover, a sexually reproducing
organism only passes around the 50% of its genetic material to each offspring. Asexually reproducing organisms, on
the other hand, have the possibility of passing the totality of their genome to their offspring.

Some theories regard sex as an efficient method of producing variations, enabling organisms to adapt to changing
environments. Sex can generate genetic diversity through the combination of genetic material from two parents.
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Sexual reproduction allows for the purging of harmful mutations and the mixing of beneficial mutations from different
individuals. However, in nature sex is more costly than asexual reproduction which does not need to expend resources
in choosing a mate. Indeed, asexual reproduction involves creating offspring that are more genetically similar to their
parents. The level of genetic variation in asexual reproduction is typically lower than in sexual reproduction because
there is no mixing of genetic material between two individuals. Mutations are typically limited to small-scale changes
in the genotype, whereas recombination can lead to more big-scale rearrangements. Asexual reproduction has the
advantage of keeping intact the combinations of genes that have proved to be successful in the environment that they
were exposed to (Engelstädter [2008]. However, it can limit the ability of a population of individuals to adapt to
changing conditions. Another thing to note is that, despite the great diversity of life on Earth natural reproduction
mechanisms work exclusively with one or two parents (Eiben [2003]). The majority of the species reproduce asexually,
showing the viability of asexual reproduction. However, sex is a dominant feature in most multicellular organisms
suggesting that the fitness advantages of sexual reproduction must outweigh its costs.

In simulated evolution, abstract variants of sexual and asexual reproduction are implemented as search operators.
Some evolutionary techniques, like evolutionary programming, have worked almost exclusively with mutation (asexual
reproduction). Others, like genetic algorithms, evolution strategies, and genetic programming, use recombination and
mutation (sexual reproduction). A variety of reproduction and mutation operators have been proposed in the literature,
with some studies increasing the number of parents above 2. The answer to which operator yields the best results is still
not clear and probably depends on the field of application and type of evolutionary system. In Evolutionary Robotics,
the choice between the two reproduction methods will depend on the characteristics of the task to solve, including the
environment. If the goal of the optimization is to optimize a particular trait or set of traits, asexual reproduction may be
the better choice. On the contrary, if we aim to explore a wider range of solutions and adapt to changing conditions,
sexual reproduction might be more advantageous.

To test these ideas, we set up a system in which modular robots can reproduce and create offspring inheriting the
parents’ morphologies and controllers. Thus, in our system both the morphologies and the controllers are evolvable.
The controllers of the robots are also made learnable by implementing a differential evolution algorithm that optimizes
them on their new body. We test our system on two tasks: panoramic rotation and point navigation. In the first one, the
robots have to spin around as many degrees as possible. For the second task, some target points in the environment are
provided to the robot that has to reach them. A fitness function for each task is designed as a performance measure to
drive the evolutionary process. The selection of parents and survivors based on the fitness function drives evolution to
produce well-suited bodies and brains. The body of every offspring is produced by recombination and mutation of the
genotypes of its parents’ bodies. For the inheritance of the brain from its parents we design two different mechanisms.
The first one, dubbed sexual reproduction, generates the new brain by recombination and mutation starting from the
parent’s genotype. The second mechanism, asexual reproduction, produces the new brain by the sole mutation of the
genotype of its best parent.

This setup allows performing experiments to yield scientific insights into how evolution and learning influence each
other. Evolution over generations and learning within a lifetime have been long speculated to interact with each other in
nontrivial ways. Some disfavored theories of evolution, like Lamarckian inheritance, hypothesize that the behaviors
learned during a lifetime could be directly transmitted to an individual’s offspring so that they would be available as
instincts soon after birth (Weismann [1893]). Another conjecture, the Baldwin effect, posits that behaviors learned
during the lifetime of early generations would gradually become instinctual (Baldwin et al. [2018]). This phenomenon
would be explained by the high costs of learning producing a selection pressure that can speed up learning. For example,
an animal that is unable to learn to walk early in life may be more likely to die. In this context, different reproduction
methods might influence the ability of the offspring to inherit its parents’ traits in different ways.

Our study aims to answer three main research questions:

Research Question 1 How do the costs and benefits of reproduction differ between asexual and sexual reproduction?

The answer to this question would indicate the differences that arise between two Evolutionary Robotics systems that
utilize sexual and asexual reproduction. The results would suggest which of the two reproduction methods is preferable
in terms of the costs of running the evolutionary process and the results obtained from it.

Research Question 2 How do the mechanisms of genetic variation and inheritance differ between asexual and sexual
reproduction, and how do these differences shape the genetic diversity and evolution of populations?

Jie Luo [2022] and Miras et al. [2020a] investigate the effect that learning has on the morphologies produced in an
Evolutionary Robotics system and find that, even if learning only modifies a robot’s brain, its introduction drives
evolution toward diverse morphologies and that, in a way, the brain shapes the body. The reproduction mechanism of
the brain is another factor that could potentially drive the evolutionary search in different directions. Additionally, we
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look into the robots’ ability to learn and how it changes for the effect of the reproduction mechanism. To quantify the
learning potential of a robot we use the learning delta, the performance difference between the robot before and after
the learning phase.

Research Question 3 Will reproduction affect the behavior of the robots?

To answer this question we will compare the behavior of the best robots produced by the evolutionary process while
using sexual or asexual reproduction and investigate their differences.
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Figure 1: General schema of an Evolutionary Algorithm.

2 Related Works

2.1 Evolutionary Computing

The idea of mimicking biological evolution to solve problems in computing came with the advent of computers (Turing
[2004]). Since the 1950s and 1960s, there have been several attempts to develop evolutionary-inspired algorithms that
expanded into different branches: evolutionary programming, evolution strategies, genetic algorithms, and genetic
programming. These branches merged in the 1990s under the name of Evolutionary Computing (EC). In the past years,
EC has proven to be highly successful across a wide range of computational tasks including optimization, design, and
modeling. From the perspective of the underlying substrate where this process takes place, EC represents a major
transition of the evolutionary principles from ’wetware’, the realm of biology, to ’software’, the realm of computers
(Eiben and Smith [2015]).

To express a problem using an evolutionary approach some elements have to be considered. Solutions to the problem
are considered as individuals in a population and their quality is expressed using the notion of fitness. Analogous to
natural evolution, evolutionary algorithms introduce a dichotomy between the genotype and the phenotype. At the
higher level, phenotypes represent candidate solutions and have their fitness measured. At the lower level, genotypes
are used to represent phenotypes in a form that can be manipulated to produce variations. To bridge the two levels,
some kind of mapping is required. At each generation, a selection mechanism is used to select parents for the new
offspring and to decide the composition of the next generation. To produce new individuals (offspring) from the selected
parents, variation operators are employed at the genotypic level. Mutation operators randomly change some values
from a single parent. Recombination operators, combine values from the genotype of two or more individuals. The
entire process is controlled by an execution manager that initializes the first population and regulates the execution
of the selection-variation cycles and the termination of the algorithm. It also manages the population size and other
parameters affecting selection and variation. EAs are easily transferable from one application to another because only
two components are problem dependent: the mapping between genotypes and phenotypes and the fitness function
(Eiben and Smith [2015].

The Evolutionary Algorithm (EA) just described can be summarized as depicted in Figure 1. First, a population is
initialized and its individuals are evaluated using a fitness function. The parents are then selected among the population
using the results of the evaluation. The offspring are generated from the variation of the parents and a new population is
created. The cycle continues until the termination criterion is met.

In the 1990s, two different research groups applied EAs to robot control systems (Cliff et al. [1993], Floreano and
Mondada [1996], Harvey et al. [1997]). This marked a new transition from evolution-inspired software to hardware
and the birth of a new field of study: Evolution of Things. In the year 2000, the publication of the book Evolutionary
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robotics: The biology, intelligence, and technology of self-organizing machines (Nolfi and Floreano [2000]) marked the
beginning of Evolutionary Robotics as studied today.

2.1.1 Evolutionary Robotics

Evolution of Things is concerned with the application of evolutionary computation techniques to physical artifacts
(Eiben [2014]). These artifacts can be passive, evolved by simulation, and assembled in a later stage, or they can be
active, comprising sensors, actuators, and using a controller. Evolutionary Robotics (ER) is the field that studies active
artifacts.

In designing a robot, many different subjects must be considered simultaneously: its morphology, sensory apparatus,
motor system, control architecture, etc. (Siciliano et al. [2008]). One of the greatest challenges of robotics is that
all of these systems interact and jointly determine the robot’s behavior (Doncieux et al. [2015]). Engineering mostly
follows the reductionist approach of considering all these aspects in isolation. The concept of embodied intelligence
(Pfeifer and Bongard [2007]) is an alternative point of view in which the robot, its environment, and all the interactions
between its components are studied as a whole. However, this design problem is far from trivial without decomposing
it into smaller sub-problems. For this reason, drawing inspiration from nature can be helpful since living beings are
good examples of systems endowed with embodied intelligence. The system responsible for their design, evolution, is
therefore an attractive option for this alternative design methodology.

ER is a research area that applies EAs to design and optimize the body, the brain, or both for simulated and real
autonomous robots (Nolfi and Floreano [2000], Doncieux et al. [2015]). It is an exciting area whose main rationale is
that, as natural evolution has produced successful life forms for practically all possible environmental niches on Earth,
it is plausible that artificial evolution can produce specialized robots for various environments, and tasks. This approach
is not meant to replace the human design of robots for structured environments with known conditions. However, for
complex, unstructured environments with unknown and possibly changing conditions, evolution offers great advantages
(Lan et al. [2021a]).

Unlike classical engineering approaches, based on mathematics and physics, ER is based on a less understood biological
mechanism. Experimental research on biological evolution is often slowed down by the fact that evolution requires
many generations of big populations of individuals whose lives may last many decades. For this reason, most of the
research focuses on organisms whose life cycle is short enough to allow laboratory experiments (Wiser et al. [2013]).
ER offers an alternative synthetic approach where robots are the evolving entities that enable the experimental testing
of hypotheses (Long [2012]). As John Maynard Smith, one of the fathers of modern theoretical biology, claims: "So
far, we have been able to study only one evolving system and we cannot wait for interstellar flight to provide us with
a second. If we want to discover generalizations about evolving systems, we will have to look at artificial ones."
(Maynard Smith [1992]). Considering embodied agents in realistic environments makes it possible to study complex
interactions with other individuals and with the environment. ER has been already used to study some of the key
issues in evolutionary biology, such as the evolution of cooperation, whether altruistic (Montanier and Bredeche [2011],
Montanier and Bredeche [2013], Waibel et al. [2011]) or not (Solomon et al. [2012]), the evolution of communication
(Floreano et al. [2007], Mitri et al. [2009], Wischmann et al. [2012]), morphological complexity (Bongard [2011],
Auerbach and Bongard [2014a]), and collective swarming (Olson et al. [2013]).

2.1.2 Triangle of Life

The main foundation of this study lies in the Triangle of Life (ToL) framework. ToL is a generic model that describes
the life cycle of a robot from generation (being conceived) to generation (conceiving new robots) (Eiben et al. [2013]).
The main framework is depicted in Figure 2. The ToL framework is divided into three phases: birth, infancy, and
mature life. The birth phase is the first stage of life and is described as the interval between the moment of activating a
newly created genome and the moment when the robot organism encoded by this genome is completed. This is the
period when morphogenesis is completed. Infancy is the stage in which the robot organism acquires the skills necessary
for living in the given world. This is a fine-tuning phase where the robot learns to control its own body. It starts when
the morphogenesis of the robot is completed and ends when it becomes capable of conceiving offspring. The final
stage, maturity, starts when the organism becomes able of producing offspring and leads to a new Triangle for the newly
conceived child.

2.2 Robot Design

A robot is a machine capable of carrying out a complex series of actions automatically. Its design comprises actuators
that enable the movement of the robot, a controller to manage this movement, and optionally one or more sensors to
receive input from the environment.
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Figure 2: Framework for robot evolution: the Triangle of Life

2.2.1 Morphology Design

A variety of types of morphologies have been studied. Earlier work in ER focused on fixed morphologies such as
salamanders (Ijspeert et al. [2007]), bipedal snake robots (Thakker et al. [2014], Matos and Santos [2014]), quadruped
robots (Yosinski et al. [2011]), and a fish-like robot (Ayers and Crisman [1993], Webb [2002]).

Recently, new possibilities have been proposed to go beyond the traditional robots made of rigid arms, wheels, or
legs. New types of robots exploit soft materials (Trivedi et al. [2008], Cheney et al. [2014a], Cheney et al. [2014b]) or
swarms of simple robots (Bayindir and Şahin [2007]).

The possibility to evolve the morphology itself, however, sparked the research of modular robots that could be optimized
in simulation and tested in real-world experiments (Zykov et al. [2007]). The first example of these robots is the 2000
GOLEM project (Lipson and Pollack [2000]) that reconstructed with bars and joints robots optimized in a simulation. In
2005, Zykov et al. [2005] used squared blocks made of two moving halves and a servo. Other projects employ swarms
of robots able to combine themselves in a single body (Eiben et al. [2013]) or include the possibility of automatically
assembling modules with the use of a robotic arm (Brodbeck et al. [2015]). The introduction of the RoboGen platform
created a new approach to morphologically evolving robots with the use of 3D-printed modules from a simulated
design and Arduino controllers (Auerbach et al. [2014a]). RoboGen is the main platform upon which many different
studies have adapted their framework (Miras et al. [2018], Miras et al. [2020b], De Carlo et al. [2020a], Jelisavcic et al.
[2017a]).

2.2.2 Controller Design

The controller is the brain of the robot, the software that decides what to do given the current situation according to
programmed rules. Many different types of controllers can be used for robots from logic-based symbolic systems
(Russell [2010]), to fuzzy logic (Saffiotti [1997]), behavior-based systems (Matarić [1998]), and boolean networks
(Roli et al. [2011]). Evolutionary algorithms, thanks to their versatility, can be used with all of these systems to find
the best parameters or the best architecture. However, in the context of ER, the complexity of the controller should
not constrain evolution in any way. Using as little prior knowledge as possible makes it possible for ER to scale up to
designs of unbounded complexity. For this and other reasons, artificial neural networks are currently the most used type
of controller in ER. Feed-forward neural networks can approximate any continuous function to arbitrary accuracy given
enough neurons (Cybenko [1989]). They can process various types of complex signals like images and sounds and
have been used in robot control (Miller et al. [1995]). With recurrent connections, neural networks are also able to
approximate any dynamical system (Funahashi and Nakamura [1993]). Additionally, since they are used in the field of
neuroscience to model the brain, work in ER can build on research, for instance, on synaptic plasticity (Abbott and
Nelson [2000]) and network theory (Bullmore and Sporns [2009]). Evolution can act on the parameters of the network,
its architecture, or both.
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Figure 3: Closed-loop and open-loop systems

Open-Loop vs Closed-Loop Controllers can be divided into two groups: open-loop and closed-loop. Open-loop
systems do not receive any feedback from the environment making their actions independent from the effect of previous
actions. In a closed-loop system the opposite is true, establishing a feedback loop, as shown in Figure 3.

The advantage of using open-loop controllers stands in their simplicity and, for this reason, they are widely employed in
ER. In these systems the parameters of the robot’s actuators are changed by the controller, moving the corresponding
wheel or joint. On the other hand, open-loop systems’ lack of sensory feedback hinders their performance when dealing
with unknown environments. In these environments, the sensory feedback used by closed-loop controllers might be
very beneficial. This property of closed-loop controllers helps reduce the reality gap extending the applicability of the
system beyond lab setup (Lan et al. [2021b], Lan et al. [2021a], Jie Luo [2022]).

Central Pattern Generators CPGs are biological neural circuits that produce rhythmic outputs in the absence of
rhythmic input (Bucher et al. [2015]). This makes them able to activate a muscle or joint without the need for sensory
input (Ijspeert [2008]). Standard CPGs are open-loop controllers that can be easily simulated in software and are, for this
reason, widely popular in robotics. Another advantage of CPGs is that they can be used in distributed representations
and are thus particularly useful when working with modular robots. For these reasons, much of the current work on
ER systems employs these controllers (Lan et al. [2021a], Lan et al. [2021b], Miras et al. [2018], Miras et al. [2020b],
Jie Luo [2022], De Carlo et al. [2020b]). Various studies also show the benefits of integrating sensory feedback in
CPG-based controllers when performing locomotion in complex terrains (Fukuoka et al. [2003], Kimura et al. [1999],
Kimura et al. [2007]).

2.3 Evolutionary Loop

The remaining component is the evolution itself and which parts of the system are going to be exposed to it.

2.3.1 Evolving Robots

ER is an intrinsically multi-disciplinary approach to robot design that consider the robot’s morphology as a variable in
the final behavior and therefore greatly expands the design space. For this reason, it opens up new ideas at the frontiers
of different fields. While evolving controllers, a population of them goes through the loop of evaluation, selection, and
variation. In this case, the topology and parameter of the robot’s controller are the subjects of evolution.

A less common avenue of research is that of evolving morphologies. Since bodies, as their controllers, heavily influence
the final behavior, evolving bodies is important to unlock the full potential of the evolutionary approach, especially for
unknown and changing environments. Studies involving the evolution of robots’ bodies include different approaches
(Brodbeck et al. [2015], Sims [1994], Samuelsen et al. [2013], Veenstra et al. [2017]).

The joint evolution of controllers and morphologies is where the real potential of evolving machines can be unlocked
(Lan et al. [2021a]). The first approaches to evolving virtual creatures were published in the 1990s (Sims [1994]) and
later on with the GOLEM project in the year 2000 (Lipson and Pollack [2000]). More recently, studies have been
performed using the RoboGen framework for joint evolution. Combinations of morphologies and controllers were used
to optimize robots for a variety of tasks (De Carlo et al. [2020b], Miras et al. [2018], Miras et al. [2020b], Pagliuca and
Nolfi [2021], Nygaard et al. [2017], Gupta et al. [2021]). Bongard [2011] studies the impact of changes in morphology
on the behavior design process and finds that increasingly complex morphologies help design more robust behaviors.

10



A Comparative Analysis of Darwinian Asexual and Sexual Reproduction in Evolutionary Robotics

The influence of the sensory apparatus can also be studied in ER. Hauert et al. [2009] designs efficient controllers that
do not use previously required sensory information.

2.3.2 Behavior

Normally, in EC there is a three-step evaluation chain: genotype to phenotype to fitness. For robot evolution the chain
is four-step: genotype to phenotype to behavior to fitness. In this four-step chain, the robot’s morphology and controller
form the phenotype. However, it could be argued that the phenotype should include the robot’s final behavior too since
the evaluation is ultimately performed on it. Furthermore, the behavior depends on many external factors, creating an
unpredictable environment in which the robot is expected to perform (Eiben and Smith [2015]). In a robot, the behavior
is influenced by the morphology and controller but in an ER system, the other way around is also true: the desired
behavior is used to guide evolution and thus shape the robot controller and morphology (De Carlo et al. [2021]).

A variety of tasks has been used to evaluate robot performance in ER, either for the sake of studying artificial evolution
or for the importance of the task in the robot’s life cycle. Among the most studied tasks are Gait Learning (Jelisavcic
et al. [2017b], Clune et al. [2009], Christensen et al. [2013]), Directed Locomotion (Lan et al. [2021b], Lan et al.
[2018], Jie Luo [2022]) and Rotation (De Carlo et al. [2021], De Carlo et al. [2020b]). De Carlo et al. [2021] use more
than one task to compute the fitness of the robots and find that multi-objective evolution explores more the space of
morphological traits.

Kargar et al. [2021] introduce a set of behavioral descriptors for robot gaits. They also demonstrate how including them
in the fitness function improves the quality of the gaits compared to the unsteady ones obtained with speed as the sole
component of the selection pressure.

The majority of the research on ER, influenced by the view of evolution as an optimization algorithm, relies on fitness
functions to drive the search process. Typically, the fitness value is expected to increase as the search process is led in
the desired behavior. Another line of work has questioned this assumption and shown that this performance criterion
can be misleading. Lehman and Stanley [2011] showed that using the novelty of a solution to drive the search process
instead of its performance can lead to better results. This is a finding that emerged in multiple contexts (Lehman et al.
[2008], Risi et al. [2009], Gomes et al. [2012], Gomes et al. [2013], Liapis et al. [2013]).

2.3.3 Environment

Another factor influencing the evolutionary process is the interaction of the robot phenotypes with the environment.
Arguably, the fitness of a robot is determined by three factors, the body, the brain, and the environment Miras et al.
[2020b]. In natural evolution, the environment largely determines the evolved life forms (Darwin [2004], Sapolsky
[2017]). Miras and Eiben [2019] introduce some morphological descriptors and Miras et al. [2020b] study the effect of
different environments on the evolution of robots and find morphological and behavioral differences in robots from
different environments. Auerbach and Bongard [2014b] find that more complex environments tend to lead to the
evolution of more complex body plans than those that evolve in simpler environments if increased complexity incurs
a cost. Gupta et al. [2021] find a strong impact of the environment on evolved morphologies. Moreover, they train
the controllers of robots with evolved morphologies on a suite of 8 new tasks and observe that morphologies evolved
in more complex environments outperform the others. These results suggest that the morphologies evolved in more
complex environments are more intelligent in the sense that they facilitate learning many new tasks both better and
faster. A variety of environments were proposed in the literature, including flat terrains, sloped terrains (Miras et al.
[2020b]), terrains with obstacles and randomly generated variable terrains(Gupta et al. [2021]), and different levels of
gravity (Methenitis et al. [2015]).

Other methods have explored varying environmental conditions during the evolutionary process. This is necessary to
select robots that are robust to environmental variations and can adapt to varying conditions on the fly (Carvalho and
Nolfi [2022], Branke [2012], Risi and Stanley [2012], Cully et al. [2015]). Exposing robots to variable environmental
conditions is also helpful to cross the reality gap (Jakobi et al. [1995], Koos et al. [2012]). Selecting challenging
conditions for the evolving agents can be achieved by dividing the evolutionary process into successive phases of
increasing complexity (Harvey et al. [1994], Gomez and Miikkulainen [1997]) or by competitive co-evolution, the
evolution of agents that compete with other evolving agents (Nolfi and Floreano [1998], Rosin and Belew [1997]).
Milano and Nolfi [2021] proposes a third method that enables evolutionary algorithms to select the environmental
conditions that facilitate the evolution of effective solutions.

2.3.4 Genetic Encoding

There are two main classes of genetic encodings, direct and indirect encodings; the latter are also known as generative
encodings (Miras [2021]). Direct encodings represent each phenotype component independently in the genotype,
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generative encodings allow the reuse of genotype portions that code for similar or identical phenotypes components.
This property is incredibly important as it allows the reuse of solutions to parts of the whole optimization problem in
different contexts. For instance, while only 30000 genes code all traits of the human body (Deloukas et al. [1998]),
our brain by itself has trillions of neurons (Dellaert [1995]). Thanks to its reuse capacity, evolution can for example
discover a particular limb only once and then repeat it multiple times in the body of a creature. Research on modularity
and its relevance for evo-devo support this hypothesis(Bolker [2000], Kuratani [2009]).

Various studies compare the performance of robotic systems with different encodings (Collins et al. [2019], Komosiński
and Rotaru-Varga [2001]). The most commonly used generative encodings to evolve robots are Compositional Pattern
Producing Networks (CPPNs) (Stanley [2007a]) and L-Systems (Lindenmayer [1968]). It has been demonstrated that
CPPNs can evolve complex patterns for a variety of tasks (Clune et al. [2009], Haasdijk et al. [2010], Clune and Lipson
[2011], Auerbach and Bongard [2014a], Goff et al. [2021]). Miras [2021] report that there is a tendency for these two
encodings to sample robots with certain traits more often than others. Robots produced by the CPPN often have a
"spider" shape, and are slower but present a more stable gait. By contrast, robots produced by the L-System often have
a "snake" shape, are much faster, and move with a more unstable gait.

2.3.5 Reproduction Mechanism

One of the most enduring puzzles in evolutionary biology is why sexual reproduction is so widespread. Individuals that
have survived to reproductive age have genomes that have already proved themselves in the current environment, so
why should they risk mixing their genes with those of another individual (Otto and Lenormand [2002])? Moreover,
sexual reproduction is associated with several costs. First of all, in many species, it takes time and energy to secure a
mate. Sexual reproduction is indeed usually slower and, while mating, individuals are not able to gather resources or
avoid predators. Second, sexually produced offspring is more costly to produce. Sexual reproduction produces half the
individuals per capita of asexual reproduction since its unit of reproduction is the couple. Sex should be an evolutionary
dead-end, observed only rarely in nature. Contrary to these expectations, the vast majority of species reproduce sexually.
This is a paradox that remains unexplained in the field of biology.

Evolutionary Computing has implemented both sexual and asexual operators as search operators. Several studies have
investigated the advantages and disadvantages of mutation over crossover (Mahfoud [1994], Fogel and Atmar [1990],
Fogel and Stayton [1994], Hordijk and Manderick [1995], Eshelman [1991], Spears [1993]). The problem of which
mutation or crossover operators is preferable in certain circumstances is still open. Lim et al. [2017] reports that a
balance between the two operators is the best choice to speed up the search process. Many multiparent reproduction
mechanisms have also been introduced over the years (Mühlenbein [2005], Bersini [1992], Furuya [1993], Eiben et al.
[1994]). A comprehensive overview of these operators is presented in Eiben [2003].

Evolutionary Robotics studies have used the two methods interchangeably. Sexual reproduction is the most commonly
used mechanism for reproduction in the field and is generally applied to both morphologies and controllers (De Carlo
et al. [2020a], Miras et al. [2018], Miras et al. [2020b] Jie Luo [2022], Jelisavcic et al. [2019]). Very few studies
have used asexual reproduction in this context. Gupta et al. [2021] evolve the morphologies of modular robots with
asexual reproduction but its controllers are randomly initialized at birth. To the limits of our knowledge, no studies have
compared the effects of the two reproduction mechanisms.

2.3.6 Learning

In the Triangle of Life, infancy is the phase where the newly born robots learn to use their body. In the case of the
joint evolution of the morphology and controller of a robot, this phase is particularly important, since the controller
inherited by the parents might not be suited to the newly generated body. This potential mismatch has been originally
noted in Eiben et al. [2013] and recently revisited in Eiben and Hart [2020]. A commonly proposed solution is the
addition of learning before the fitness evaluation. Nygaard et al. [2017] demonstrated improvements in their ER system
introducing a phase of sole controller evolution after the joint evolution of controller and morphology. Gupta et al.
[2021] use evolution for the robot bodies and reinforcement learning to optimize their controllers. Goff et al. [2021] use
an external controller archive and perform learning on these controllers. Finally, Miras et al. [2020a] study the effects
of learning in morphologically evolvable modular robots and find that learning boosts the speed of the process, greatly
reducing the number of generations required to reach a certain performance level. Even if the number of evaluations is
much higher with learning, Miras et al. [2020a] argue that a learning trial is much cheaper than an evolutionary step
(making a new robot), emphasizing the advantage of its introduction. Additionally, they provide evidence that lifetime
learning influences the morphology of evolved robots.

A variety of learning strategies were employed to learn the brains of robots with fixed bodies (Schembri et al. [2007],
Ruud et al. [2017], Luck et al. [2019], Jelisavcic et al. [2019], Lan et al. [2020], Schaff et al. [2019], Le Goff et al. [2020],
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van Diggelen et al. [2021], Nordmoen et al. [2021]). van Diggelen et al. [2021] perform a comparison between three
learning algorithms on robots with fixed modular robots. The study finds RevDE (Tomczak et al. [2020]) and Bayesian
Optimization (Lan et al. [2020]) to deliver the same solution quality with fewer evaluations than the evolutionary
strategy algorithm NIPES (Le Goff et al. [2020]). Furthermore, they show that NIPES is less robust than the other
two algorithms, with its performance varying highly between robot morphologies. Reinforcement Learning (RL)
techniques have also been successfully used in the field of robotic control (Luck et al. [2019], Feng et al. [2022], Smith
et al. [2022]). Gupta et al. [2021] use RL to learn the controller policies of modular evolving robots. They find that
morphologies optimized in more complex environments are better and faster at learning many novel tasks and provide
evidence of a morphological Baldwin effect (Baldwin et al. [2018], Mayley [1996]).
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(a) (b) (c)

Figure 4: The modules of the RoboGen framework composing the body phenotypes. Core modules (a) contain the
controller and a battery. Brick modules (b) compose the structure of the robot. Active hinges (c) make the robot able to
move.

3 Methods

To investigate the differences between the sexual and asexual reproduction of a robot’s brain we consider the case of the
joint evolution of morphology and control of modular robots with the addition of controller learning.

3.1 Robot Morphology (Body)

3.1.1 Body Phenotype

The robots used for this study rely on the modular framework of the RoboGen platform, which was explicitly designed
for studies on Evolutionary Robotics (Auerbach et al. [2014b]). RoboGen allows for real-world experiments by defining
robots that can be built by assembling simple 3D-printed modules. We use a subset of RoboGen’s component: all
the robots are made of a core module and a combination of bricks and active hinges. The core module, a cuboid of
dimensions 0.089× 0.089× 0.06 meters shown in Figure 4a holds the circuits used for the controller of the machine
and a battery for power and has four sockets for the connection of other modules on its lateral sides. Bricks, shown
in Figure 4b, are cubic modules of dimensions 0.063 × 0.063 × 0.06 meters that have four sockets on their lateral
sides, which makes them able to connect to the other modules. Active Hinges, represented in Figure 4c add degrees of
freedom (DoF) to the robot, and function as the actuators of the system, driven by the controller. The modules form a
tree structure with the core module as the root. Child modules can be rotated by 90◦ making 3D morphologies possible.

3.1.2 Body Genotype

The bodies of the robots are encoded using a Compositional Pattern Producing Network (CPPN), introduced in (Stanley
[2007b]). Like neural networks, a CPPN is a network of mathematical functions with weighted connections. Unlike
neural networks, a CPPN can contain a variety of activation functions including sine, cosine, Gaussian, and sigmoid.
The CPPNs used have four inputs and five outputs. The inputs are the x, y, and z coordinates of a component of the
morphology and its distance to the core component in the tree structure. The output of the network is the probabilities
of the component being a brick, a module, or an empty space and the probabilities to be rotated by 0◦ and 90◦.

The generation of the body’s phenotype from the genotype starts by generating the core component at the origin. Then,
moving outwards from the core component, a breadth-first search is performed on each socket, querying the CPPN
network. The module type and rotation with the highest probability are chosen. The process stops when all the sockets
have been evaluated or if ten modules have been created.

The coordinates of each module are a triple of integers of the form (px, py, pz). The coordinates of the core component
are (0, 0, 0) and a module attached to its front socket will have coordinates (1, 0, 0).

The recombination and mutation operators used for the body genotypes are the same as defined by MultiNEAT
(https://github.com/MultiNEAT/MultiNEAT).
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Figure 5: The structure of the CPG associated with the ith joint. wxiyi
, wyixi

, and wxioi are the weights of the
connections between the neurons and out is the activation value of the outi neuron that controls the servo in a joint

3.2 Robot Controller (Brain)

3.2.1 Brain Phenotype

We use Central Pattern Generators (CPGs)-based controllers to drive the modular robots. Each joint of the robot has
an associated CPG that is defined by three neurons: a xi-neuron, a yi-neuron, and an outi-neuron. The recursive
connection of the three neurons is shown in Figure 5. The change of the xi and yi neurons’ states with respect to time
is obtained by multiplying the activation value of the opposite neuron with the corresponding weight. To reduce the
search space we set wxiyi

to be equal to −wyixi
and call their absolute value wi. The resulting activations of neurons

xi and yi are periodic and bounded. The initial state of all x and y neurons is set to
√
2
2 because this leads to a sine

wave with amplitude 1, which matches the limited rotating angle of the joints.

ẋi = wiyi
ẏi = −wixi

(1)

To enable more complex output patterns, connections between CPGs of neighboring joints are implemented. Two joints
are said to be neighbors if their distance in the morphology tree is less than or equal to two. A robot and its network of
CPGs are shown in Figure 6. Consider the ith joint, and Ni the set of indices of the joints neighboring it, wij the weight
of the connection between xi and xj . Again, wij is set to be −wji. The extended system of differential equations
becomes:

ẋi = wiyi +
∑
j∈Ni

wjixj

ẏi = −wixi

(2)

Because of this addition, x neurons are no longer bounded between [−1, 1]. For this reason, we use the hyperbolic
tangent function (tanh) as the activation function of outi-neurons.

out(i,t)(x(i,t)) =
2

1 + e−2x(i,t)
− 1 (3)

3.2.2 Brain Genotype

For our brain genotype, we use a direct encoding of the CPG weights as an array of values. We have seen how every
modular robot can be represented as a 3D grid in which the core module occupies the central position and each module’s
position is given by a triple of coordinates. When building the controller from our genotype, we use the coordinates of
the joints in the grid to locate the corresponding CPG weight. To reduce the size of our genotype, instead of the 3D grid,
we use a simplified 2D grid in which the third dimension is removed. For this reason, some joints might end up with the
same coordinates and will be dealt with accordingly.

Since our robots have a maximum of 10 modules, every robot configuration we will be able to generate can be
represented in a grid of 21× 21. Each joint in a robot can occupy any position of the grid except the center. For this
reason, the possible positions of a joint in our morphologies are exactly (21 · 21)− 1 = 440. We can represent all the
internal weights of every possible CPG in our morphologies as a 440-long array. When building the phenotype from
this array, we can simply retrieve the corresponding weight starting from a joint’s coordinates in the body grid.
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Figure 6: A robot and its corresponding network of Central Pattern Generators.

To represent the external connections between CPGs, we need to consider all the possible neighbors a joint can have.
In the 2-dimensional grid, the number of cells in a distance-2 neighborhood for each position is represented by the
Delannoy number1 D(2, 2) = 13, including the central element. Each one of the neighbors can be identified using the
relative position from the joint taken in consideration. Since our robots can assume a 3D position, we need to consider
an additional connection for modules with the same 2D coordinates.

To conclude, for each of the 440 possible joints in the body grid, we need to store 1 internal weight for its CPG, 12
weights for external connections, and 1 weight for connections with CPGs at the same coordinate for a total of 14
weights. The genotype used to represent the robots’ brains is an array of size 440× 14. An example of brain generation
from its genotype is shown in Figure 7.

It is important to notice that not all the elements of the genotype matrix are going to be used by each robot. This means
that their brain’s genotype can carry additional information that could be exploited by their children with different
morphologies.

The recombination operator for the brain genotype is implemented as a uniform crossover where each gene is chosen
from either parent with equal probability. The new genotype is generated by essentially flipping a coin for each element
of the parents’ genotype to decide whether or not it will be included in the offspring’s genotype. In the uniform
crossover operator, each gene is treated separately. The mutation operator applies a Gaussian mutation to each element
of the genotype by adding a value, with a probability of 0.8, sampled from a Gaussian distribution with 0 mean and 0.5
standard deviation.

3.3 Evolution

The evolutionary process to which the robots are subjected follows the following steps. A population of N individuals
is initialized. Each undergoes a learning process for its controller. The final fitness of the robot is the fitness obtained
using the best controller found with during the learning process. The fittest individuals are selected as parents and used
to generate offspring using sexual or asexual reproduction. Individuals from the original population and the offspring
are then selected to form the next generation. This is the end of an iteration of the evolutionary loop. The pseudo-code
of the evolutionary loop with sexual and asexual reproduction is provided in Algorithm 1 and 2. The separate steps will
be further explained below.

3.3.1 Initialization

The initial population is composed of N individuals. The CPPN representing the genotype of the morphologies is
initialized empty and goes through 10 mutations. The genotype of the controllers is randomly initialized by sampling
from a Standard Normal distribution. The phenotype of each robot’s morphology and controller is generated from the
corresponding genotype as explained above.

3.3.2 Controller Learning

The algorithm used to learn the controllers is RevDE (Tomczak et al. [2020]), which was shown to work well with our
modular robots (Van Diggelen et al. [2021]). RevDE is a differential evolution algorithm that in our system is used to

1(https://en.wikipedia.org/wiki/Delannoy_number)
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Figure 7: Generation of a brain from the corresponding genotype. The left image shows the schema of a spider robot
with the coordinates of its joints in the 2D body grid. The left image is the distance 2 neighbor of the joint at (1,0). The
coordinates reported in the neighborhood are relative to this joint. In the picture are highlighted in pink the joints we
want to retrieve the CPG weights for and in blue its 2-distance neighbors.

Algorithm 1 Evolutionary Loop with Sexual Reproduction

INITIALIZE robot population (genotypes + phenotypes with body and brain)
EVALUATE each robot with learned brain (delivers a fitness value)
while not STOP-EVOLUTION do

SELECT parents (based on fitness)
RECOMBINE+MUTATE parents’ bodies (delivers a new body genotype)
RECOMBINE+MUTATE parents’ brains (delivers a new brain genotype)
CREATE offspring robot body (delivers a new body phenotype)
CREATE offspring robot brain (delivers a new brain phenotype)
INITIALIZE brain for the learning process (in the new body)
while not STOP-LEARNING do

ASSESS offspring (delivers a performance value)
GENERATE new brain for offspring

EVALUATE offspring with learned brain (delivers a fitness value)
SELECT survivors / UPDATE population

Algorithm 2 Evolutionary Loop with Asexual Reproduction

INITIALIZE robot population (genotypes + phenotypes with body and brain)
EVALUATE each robot with learned brain (delivers a fitness value)
while not STOP-EVOLUTION do

SELECT parents (based on fitness)
RECOMBINE+MUTATE parents’ bodies (delivers a new body genotype)
MUTATE best parent’s brain (delivers a new brain genotype)
CREATE offspring robot body (delivers a new body phenotype)
CREATE offspring robot brain (delivers a new brain phenotype)
INITIALIZE brain for the learning process (in the new body)
while not STOP-LEARNING do

ASSESS offspring (delivers a performance value)
GENERATE new brain for offspring

EVALUATE offspring with learned brain (delivers a fitness value)
SELECT survivors / UPDATE population
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optimize the weights of the CPGs of our modular robots. The initial population of X weight vectors is created by using
the inherited brain of the given robot. The inherited weight vector is altered by adding Gaussian noise to create the
remaining X − 1 mutant vectors.

The algorithm works as follows:

1. Initialize a population of X samples (n-dimensional vectors)
2. Assess the performance of the X samples
3. Apply the reversible differential mutation operator and the uniform crossover operator to obtain N new samples
4. Assess the performance of the new samples
5. Select the best X samples
6. Repeat from step (2)
7. Terminate when the maximum number of iterations is reached

For the reversible differential mutation operator, three new candidates are generated by randomly picking a triplet from
the population (xi, xj , xk) ∈ X , then all three individuals are perturbed by adding a scaled difference in the following
manner:

y1 = xi + F (xj − xk)

y2 = xj + F (xk − y1)

y3 = xk + F (y1 − y2)

(4)

where F ∈ R+ is the scaling factor.

We can express Eq.4 as a linear transformation using matrix notation as follows:

[
y1
y2
y3

]
=

 1 F −F
−F 1− F 2 F + F 2

F + F 2 −F + F 2 + F 3 1− 2F 2 − F 3


︸ ︷︷ ︸

=R

[
x1

x2

x3

]
(5)

To obtain the matrix R we need to plug y1 into the second and third equations and y2 into the last equation in Eq.4. As
a result of this operation, we obtain N = 3X new candidate solutions. The linear transformation R is reversible.

For the uniform crossover operation, Storn [1997] proposed to sample a binary mask m ∈ {0, 1}D according to the
Bernoulli distribution with probability p shared across D dimensions, and calculate the final candidate according to the
following formula:

v = m⊙ yn + (1−m)⊙ xn (6)

Following Pedersen [2010], to obtain stable exploration behavior the crossover probability p is fixed to a value of 0.9
and the scaling factor F is fixed to a value of 0.5.

3.3.3 Evaluation

We evaluate the robots on two different tasks: Panoramic Rotation and Point Navigation. Both tasks are carried out on a
flat terrain. For each task, we must define a fitness function to serve as the guiding metric of our optimization problem.

Panoramic Rotation The panoramic rotation task consists in optimizing the robots to rotate around their vertical axis.

To solve this task, we can collect from the simulator the orientation of the robot sampled at 5 Hz during the evaluation.
Since robot orientations are represented as quaternions in our simulation, we convert them to the equivalent triplet of
vectors vi, vj and, vk2, represented in Figure 8. The conversion formulas are:

vi = [1− 2(q22 + q23), 2(q1 · q2 − q3 · q0), 2(q1 · q3 + q2 · q0)]
vj = [2(q1 · q2 + q3 · q0, 1− 2(q21 + q23 , 2(q2 · q3 − q1 · q0)]
vk = [2(q1 · q3 − q2 · q0), 2(q2 · q3 + q1 · q0), 1− 2(q21 + q22)]

(7)

2(https://en.wikipedia.org/wiki/Conversion_between_quaternions_and_Euler_angles)
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Figure 8: The orientation vectors obtained from the simulation.

where q = (q0, q1, q2, q3) is the quaternion representing the orientation. vi, vj and, vk are the vectors obtained by
applying the rotation described by the quaternion to the base vectors (i, j, k).

The robots, due to their modularity, can assume a wide range of shapes and orientations. For each one of them, we need
to identify the orientation vector whose rotation is going to be measured. At the start of the simulation, the orientation
vector with the lowest x-axis component is identified. The rotation of this vector will be computed to measure the total
rotation of the robot.

The angle between two vectors can be computed using their determinant and dot product. Indeed, the dot product of
two vectors a, b is proportional to the angle between them and their determinant is proportional to the sine. We can
compute the angle as:

θi = atan2(det, dot) (8)

where det = ax · by − bx · ay and dot = ax · ay + bx · by .

Given the chosen vector at two consecutive timestamps Ti−1, Ti, the rotation between them can be computed using the
method just described.

The final fitness function is the total rotation of the robot computed as the sum of the rotation of the orientation vector
at each consecutive timestep.

F =

T∑
n=1

θi (9)

where T is the total number of timesteps in the evaluation.

For our experiments, we assign a positive sign to the counter-clockwise rotations and a negative one to the clockwise
rotations.

Point Navigation The idea behind this task is for the robots to reach a sequence of N target points P1, ..., PN in the
given order. The points are defined as coordinates in a reference system where the origin corresponds to the starting
point of the robot P0. A target point is considered reached if the robot gets within 0.1 meters from it.

The fitness function for this task is designed:

• to maximize the number of targets reached

• to minimize the path followed by the robot to reach the targets

The data collected from the simulator is the following:
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Figure 9: Illustration of the fitness function for the Point Navigation task. P0 is the robot starting point and P1 and P2

are the target points. The green path is the one followed by the robot.

• The coordinates of the core component of the robot at the start of the simulation are approximately O(0, 0);

• The coordinates of the robot, sampled during the simulation at 5 Hz, allowing us to plot and approximate the
length of the followed path;

• The coordinates of the robot at the end of the simulation PT (xT , yT );

• The coordinates of the target points P1(x1, y1), ..., Pn(xn, yn).

Being k the number of target points reached by the robot at the end of the evaluation, and L the path followed, the
fitness function is the following.

F =

k∑
i=1

dist(Pi, Pi−1) + (dist(Pk+1, Pk)− dist(PT , Pk+1))− ω · L (10)

The first term of the function is a sum of the distances between the target points the robot has reached. The second term
is necessary when the robot has not reached all the targets and is the distance traveled toward the next one. The last
term is used to penalize longer paths. ω is a constant scalar that is set to 0.1 in the experiments. An illustration of the
fitness function with an example is shown in Figure 9.

Steering Policy To solve the point navigation task, the modular robots need to steer toward the target points. To make
the robots steer, sensory feedback from the environment is combined with the activation values of the robot’s CPGs. In
this study, we use the coordinates provided by the simulation to mimic the use of a GPS sensor in real robots. We feed
the robot the angle between its current position and the target position at time t, θt, where θt > 0 means that the target
is on the right and θ < 0 means the target is on the left. When robots, need to turn right, joints on the right are slowed
down, and vice versa. For modular robots, we need to scale the activation signal of the out-neuron of the corresponding
CPG. A slow-down factor is introduced:

g(θt) =

(
π − |θ|

π

)n

(11)

The parameter n determines how strongly the joints are slowed down. In our experiments, we set n = 7 based on
manual tuning. Joints on the left side of the robot are controlled using the following formula:

signal =

{
g(θt) · out if θ < 0

out if θ ≥ 0
(12)
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Figure 10: The overall architecture depicting how is steering applied to the joints. The error angle is computed using
the robot’s coordinates and the target point.

Analogously, for joints on the right:

signal =

{
out if θ < 0

g(θt) · out if θ ≥ 0
(13)

where out is defined in Equation 3 The overall steering schema is shown in Figure 10

This simple policy will not lead to the correct steering behavior for every robot. The idea is that the emerging robots
will be the ones able to use it successfully.

3.3.4 Reproduction

Parents are selected from the current generation using binary tournaments with replacement. We perform two tourna-
ments in which two random potential parents each are selected. In each tournament the potential parents are compared,
the one with the highest fitness wins the tournaments and becomes a parent.

The body of every new offspring is created through recombination and mutation of the genotypes of its parents. For the
generation of the brain, instead, we use two different strategies which we refer to as asexual and sexual reproduction.
The first strategy is called asexual because the genotype of the offspring is generated from only one parent. The genotype
of the brain of the best performing parent is mutated before being inherited by its offspring. For sexual reproduction,
instead, the child’s brain is created through the recombination and mutation of its parents’ brain genotypes.

3.3.5 Survivor Selection

For the selection of survivors, we use a variant of the (µ+ λ) mechanism. Each generation is made up of µ individuals.
The next generation is formed by the λ offspring and the best µ− λ parents.
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4 Experimental Setup

The stochastic nature of evolutionary algorithms requires multiple runs under the same conditions and a sound statistical
analysis (Bartz-Beielstein and Preuss [2007]). We perform 10 runs for each evaluation task and reproduction mechanism,
for a total of 40 experiments. Each experiment consists of 30 generations with a population size of 50 individuals and
25 offspring. This means that a total of 50+ (25 · (30− 1)) = 775 morphologies are generated, go through the learning
loop and are evaluated. The algorithm for learning uses a population of 10 controllers for 10 generations, for a total of
(10 + 30 · (10− 1)) = 280 performance assessments.

The fitness measures used to guide the evolutionary process are the same as the performance measure used in the
learning loop. For this reason, we use the same test process for both. The tests for the task of point navigation use 40
seconds of evaluation time with two fixed target points at the coordinates of (1,−1) and (0,−2). The experiments for
panoramic rotation, instead, use an evaluation time of 30 seconds.

The experiments are run in Revolve2 3, a custom-built opens-source library for the optimization of modular robots
(Hupkes et al. [2018]). All the robot evaluations are performed using the Mujoco simulation software (Todorov et al.
[2012]). The code to run the experiments can be found at the following link: https://github.com/CarloLonghi/evolve-
and-learn. All the experiments are run on a Linux computer with a 64 cores, 3GHz CPU, and 64GB of RAM, where
they each take approximately 16 hours to finish, totaling 640 hours of computing time.

4.1 Performance Measures

The compare the two reproduction mechanisms we measure the efficacy of the optimization process by considering
the trend of the mean and maximum fitness value averaged over the 10 different runs. We also use a special measure,
the learning delta, which is the difference between the fitness of a robot before and after learning. The learning delta
represents the learning potential of a robot morphology. Given a learning method and a learning budget (number of
learning trials) which are the same for all generations, the learning delta shows how the morphology of a robot facilitates
learning the parameters of the brain.

4.2 Morphological Descriptors

To study the evolution of the morphologies we use a set of quantitative descriptors.

Absolute Size The total number of modules in a robot body, comprising of bricks, joints, and core.

Branching The ratio between the total number of modules with an attachment on all four possible lateral sides and
the maximum number of modules that could have had an attachment on all sides if they were attached differently.

Number of Bricks The number of bricks in the morphology.

Number of Hinges The number of active hinges in the morphology.

Relative Number of Limbs The number of extremities of a morphology relative to a practical limit. It is defined as:

L =

{
l

lmax
if lmax > 0

0 otherwise
(14)

with

lmax =

{
2·(m−6)

3 + (m− 6) (mod 3) + 4 if m ≥ 6

m− 1 otherwise
(15)

where m is the total number of modules in the morphology, l is the number of modules with only one face attached to
another module (except for the core component) and lmax is the maximum number of modules with one face attached
that the morphology could have, if the modules were attached differently.

Proportion It represents the length-width ratio of the rectangular box containing the morphology. It is defined as:

P =
ps
pl

(16)

where ps is the shortest side of the morphology and pl is the longest.
3(https://github.com/ci-group/revolve2/)
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Symmetry The maximum between the symmetry of the 3 dimensions.

Width The width of the bounding box containing the morphology.

Height The height of the bounding box containing the morphology.

Depth The depth of the bounding box containing the morphology.
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Figure 11: Mean and standard deviation of the fitness at each generation for the two tasks. Results are similar between
reproduction methods but sexual reproduction is higher in the last generations.

Figure 12: Box plot for the fitness values of the population at generation 30 for the two tasks. While for point navigation
sexual reproduction has a better mean fitness, the difference is less noticeable for the rotation task. The best sexually
reproducing robots for the rotation task, however, are far better than the ones produced by asexual reproduction.

5 Results

5.1 Performance

In Fig 11 are reported the average fitness of the population generated by the system at each generation on the two
tasks. We can see that both reproduction methods can generate robots that can solve the two tasks successfully. Sexual
reproduction achieves higher levels of mean fitness for the population of both tasks than asexual reproduction. For point
navigation, sexual reproduction has a higher mean fitness value across generations and produces the robot with the
highest fitness, 2.51. The highest fitness value obtained with asexual reproduction is 2.47. For the task of panoramic
rotation the difference in terms of mean fitness is less pronounced but the best robots produced by sexual reproduction
outperforms by huge margins the best robots produced by asexual reproduction. The sexually reproducing robot with
the highest fitness value, 80.21, is almost twice as better as the best robot by asexual reproduction, whose fitness is only
44.52. This is highlighted in Fig 12.
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5.2 Morphology

The morphological descriptors for the 10 experiments are reported in Fig 13 for the task of point navigation and Fig 14
for the task of panoramic rotation. The morphologies evolved for both tasks are big in size, having close to 10 modules
on average, and are mostly made of hinges with very few bricks. For this reason, the bodies are mostly made of long
limbs attached to the core module. In this setting, the higher branching values reported for the robots evolved for point
navigation, indicate their higher number of limbs. This is also confirmed by their higher values of the relative number
of limbs. Fig 16 and Fig 17 present the 5 best robots for both tasks and reproduction methods. All the robots showed
but one, are made exclusively of hinges. The effect of branching and relative number of limbs is evident in these where
the best robots for point navigation have 3 or 4 limbs made of hinges and those for rotation only have 2 or 3. Another
difference between the morphologies generated for the two tasks is their symmetry. The robots of point navigation
(Fig 13) have, on average, bodies that are more symmetrical than those of the rotation robots (Fig 14). This fact can be
further validated by looking at the best robots in Fig 16 and Fig 17.

Another important distinction has to be made between the morphologies generated using sexual and asexual reproduction
methods. Even if the reproduction method only affects the generation of the brains, the evolved morphologies assume
different characteristics. It is evident from Fig 13 and 14 that, for both tasks, robots evolved using sexual reproduction
have higher levels of branching, relative number of limbs, symmetry, and width. We present the fitness landscape plots
using pairs of morphological descriptors as coordinates in Fig 15. The plots show the fitness landscape as a function of
relative number of limbs over symmetry for both tasks and reproduction methods. For both tasks, the highest fitness
robots from sexual reproduction are in the morphological space of higher symmetry and relative number of limbs. This
means that the best robots from sexual reproduction are more symmetric than their asexual reproduction counterparts
and their modules are arranged in a way that creates more limbs.

5.3 Learning Delta

Fig 18 shows the learning delta growing across generations for both tasks and reproduction methods. The learning delta
grows very fast for the first 10 generations and then slows down but never stops increasing. This is an effect, already
discovered in Miras et al. [2020a] and Jie Luo [2022] with different learning methods, different representations, and
tasks. These results provide additional evidence that the introduction of learning drives the evolutionary process toward
morphology with increasing learning potential.

The plot in Fig 18 shows also the difference in the learning delta between the two reproduction methods. Since the
bodies of the robots are produced in the same way by sexual reproduction, the difference must be produced by the
reproduction method of the brain. The learning delta not only shows the learning potential of a robot’s morphology but
also that of its brain. A reproduction method might produce robots more capable of learning complex behaviors.

For the point navigation task, sexual reproduction seems to produce bodies with higher learning potentials. The
difference, however, is only noticeable in the last generations. In the rotation task, instead, asexual reproduction seems
to have a higher learning delta earlier in the evolution but the situation is reversed later in the evolutionary process.
Comparing side by side the data for the learning with the fitness values (Fig 11) we find an interesting phenomenon.
In the point navigation task, the higher fitness values of the robots that use sexual reproduction are driven by their
greater ability to learn and higher starting fitness (Fig 19). For the task of rotation, this is true only for the final
generations. Earlier in the evolutionary process, the two reproduction methods obtain similar fitness values but the
sexually reproducing robots exhibit a lower learning delta. This suggests that they need a lower amount of learning
to reach the same fitness values. This is further exemplified by the fitness of the robots with the inherited brains
before learning (Fig 19) where, for the first part of the evolution, sexually reproducing robots outcompete asexually
reproducing ones.

5.4 Behavior

To get a better understanding of the robots’ behavior, we visualize the trajectories and their density plots of the best
performing robots for point navigation in the last generation across all runs (Fig 20). The plots show very similar
trajectories being produced by both reproduction methods. However, the majority of the robots that use sexual
reproduction reach the second target point whether only some of the robots produced using asexual reproduction can do
the same.

We plot the vertical coordinate of the best robots from the last generation of the rotation task in Fig 21. We can see how,
the best performing robots produced using sexual reproduction, keep a higher position on the vertical coordinate on
average. This is mostly due to a very effective behavior which is composed of little jumps. On the other hand, the best
robots of asexual reproduction adopt a simpler behavior by which they rotate while staying on the ground.
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Figure 13: The 10 morphological descriptors for the bodies evolved for the point navigation task. The main difference
between sexual and asexual reproduction is in the values of branching, relative number of limbs, symmetry, and width.
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Figure 14: The 10 morphological descriptors for the bodies evolved for the panoramic rotation task. The main difference
between sexual and asexual reproduction is in the values of branching, relative number of limbs, symmetry, and width.
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Figure 15: Fitness landscapes of the symmetry over relative number of limbs morphological descriptors for both tasks
and reproduction mechanisms. Sexually reproducing robots are more symmetric and have more limbs.

6 Conclusion and Future Work

We evaluated our Evolutionary Robotics system using the sexual and asexual reproduction methods. Both methods
manage to produce well performing robots on both tasks of point navigation and panoramic rotation. Robots that use
the sexual reproduction mechanism, however, are better on average than those that use asexual reproduction. Moreover,
sexual reproduction generates the robots with the highest fitness. This would answer our first research question. Our
experiments suggest that, when optimizing robots to solve a task, sexual reproduction is the best choice.

Both reproduction methods drive the evolution process toward big robots composed of many active hinges. The best
robots are made of long limbs attached to the core module. We find that the chosen brain reproduction method affects
the characteristics of the resulting morphologies. Robots whose brains are evolved using sexual reproduction have more
limbs and are more symmetric and wide. This is particularly interesting because the choice of the reproduction method
only affects how the brains are reproduced. The results suggest that the way the brains of the offspring are generated
produces changes in their bodies. To a certain extent, we are demonstrating how the brains can shape the bodies, a
phenomenon already reported in Jie Luo [2022] and an inversion of the classic statement that the bodies shape the brain
(Pfeifer and Bongard [2007]).

We also study the complex interaction between the evolutionary process and the introduction of learning. We find
that the evolutionary process can generate robots with increasing learning potentials, a phenomenon already studied
in Jie Luo [2022] and Gupta et al. [2021]. However, we notice a difference between robots produced by different
reproduction methods. While, in the last generations of both tasks sexually reproducing robots exhibit a higher learning
delta, for the first generations the learning delta of asexually reproducing robots is equal or even higher. In the rotation
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Figure 16: The 5 best robots produced for the point navigation task by sexual and asexual reproduction and their
fitnesses. Sexually reproducing robots have higher fitness values.

Figure 17: The 5 best robots produced for the panoramic rotation task by sexual and asexual reproduction and their
fitnesses. Sexually reproducing robots have higher fitness values and are more diverse.
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Figure 18: Learning delta of the fitness for each generation for both tasks and reproduction mechanisms. In the last
generations, sexual reproduction produces robots with a higher learning delta. In the rotation task, the learning delta of
the robots produced by asexual reproduction is higher in the first generations.

Figure 19: The fitness value of the robots before learning for both tasks and reproduction mechanisms. For the task of
point navigation, the fitness of sexually reproducing robots with inherited brains is higher than that of the asexually
reproducing ones only in the last generations. For the panoramic rotation task, the opposite is true.

task, the learning delta of asexually reproducing robots is higher than its sexual counterpart until the last 5 generations.
Despite the better learning delta, sexually reproducing robots have a better fitness before learning which results in the
two reproduction methods obtaining the same fitness values after learning. We conclude that asexually reproducing
robots need to learn more to compensate for the low fitness obtained using their inherited brains whether sexually
reproducing robots display better performance as soon as they are born. Sexual reproduction is therefore a more efficient
mechanism, being able to better combine the controllers of two parents to produce brains more suited to the bodies
of their offspring in the first generations and better learning robots in the later ones. The reproduction mechanism
influences the ability of a robot’s inherited brain to work out of the box and its capability to learn. These qualities, in
turn, determine the performance of the robot and its probability of surviving. This chain of influence drives evolution to
produce morphologies with higher degrees of morphological intelligence that make them better suited for the task.

To answer our third research question, we also highlight a difference in the behaviors of the robots that evolved using
the two reproduction methods for both tasks. In point navigation, the majority of the best robots evolved using sexual
reproduction reach the second target point while only a few of those asexually evolved do so. In the task of rotation, the
difference in behavior is even more evident, with the sexually reproducing robots learning a jumping behavior that lets
them rotate faster.

Possible future works will study the different reproduction methods in more challenging tasks and changing environ-
ments and test reproduction methods using multiple parents. Other future works will also allow for the possibility
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Figure 20: Trajectories of the best 20 robots from the last generation in the point navigation task. The majority of the
robots from sexual reproduction reach the second target point. Using asexual reproduction, only a few of them do the
same.

Figure 21: Vertical coordinate of the trajectories of the 20 best robots from the last generation in the panoramic rotation
task. The robots from sexual reproduction exhibit a jumping behavior that helps them rotate faster.
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of encoding the reproduction strategy in the genotype of the robots and finding the best one using evolution. The
possibility of combining multiple tasks to evolve more generalist robots is also a promising research topic. Another line
of future research will examine the possibility of implementing a form of Lamarckian evolution, where the learned
brain features are mapped back to their genotypes, making them inheritable.
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