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Introduction

This work is based on Loop Quantum Gravity, one of the most promising and mathe-
matically rigorous approaches to quantum gravity, that at the time being has collected a
large series of theoretical successes like the derivation of the Bekenstein-Hawking entropy
with the physical interpretation of the microstates of a non-rotating chargeless black hole,
the derivation of the Hawking temperature and the resolution of the singularity problem
that affects Einstein classical theory of gravity.

The work is divided in two main parts: in the first one we construct from the Hamiltonian
formulation of the classical theory the full Loop Quantum Gravity theory. Following the
Dirac quantization program for constrained system we construct initially the Kinemati-
cal Hilbert space of the theory, finding an explicit basis of states. Then we promote the
classical constraints written in terms of Ashtekar-Barbero smeared variables to quantum
operators and for each of them we look at the relative Hilbert space of the solutions, to
arrive at the quantization of the Hamiltonian constraint and its solutions, the physical
states of the theory. Along this path we construct the Area and Volume operators, that
allow us to make considerations already at the Kinematical level about the resolution of
the Singularity Problem in Loop Quantum Gravity.

In the second part of this work we study two models of Loop Quantum Cosmology, that
despite its name is not properly the cosmological sector of the theory but is made of
Minisuperspaces, so quantum models in which a certain symmetry is imposed already at
the classical level. We'll focus initially on the simplest Minisuperspace, the flat FRW,
where we impose homogeneity and isotropy at the classical level and assume a spatially
flat solution. We loop-quantize this model and once we obtain the quantum Hamiltonian
constraint we show some of its numerical solutions. We analyze qualitative features of
such solutions, focusing in particular on their bouncing behaviour in the Planck regime,
that in an extremely elegant and incredible way replaces the classical singularity that
affect the classical theory. Then we introduce the effective approach to this model and

we show explicit calculations for the solution of the effective equations. The effective



dynamics is an approximation of the analytic one, but for many initial states it repro-
duces extremely well the numerical solutions. We describe the physical and mathematical
reason of this extraordinary agreement and we support such consideration with math-
ematical calculations. Then following the same path of the flat FRW Minisuperspace
we study the second simplest Minisuperspace, the Bianchi I. Here we assume homogene-
ity but not isotropy: at the classical level we have only three space-like Killing vectors
forming an abelian algebra. We quantize the system and we show qualitative features
of the numerical solution, focusing in particular on the multi-bouncing behaviour of the
wavefunction in the Planck regime. Then we look at its effective dynamics, that also here
turns out to be extremely accurate for a large class of initial states. Thus also here we
show explicit calculations that justify theoretically such strong agreement between the

effective and the numerical results.



Chapter 1

Loop Quantum Gravity

As well as for the quantization of the other field theories like Electromagnetism, there are

two approaches to quantize Einstein General Relativity within Loop Quantum Gravity:

by a side the so called Spin Foam approach, that is based on the path integral formalism
applied to Einstein General relativity written in terms of the so called Ashtekar-Barbero variables
(that we’'ll present in this chapter), and the Canonical approach , that starting from the

same classical setup follows instead the Dirac quantization program of constrained sys-

tems.

In this work we’ll focus on the second one, analyzing it in detail and using it to derive

solutions of the Cosmological sector of the theory.

1.1 Canonical approach

These are the steps we’ll follow in this approach:

1. We introduce the ADM decomposition of the metric tensor, useful to construct the

Canonical formulation of classical General Relativity.
2. We formulate classical General relativity in its hamiltonian version.

3. We introduce the tetrad formalism and we use it to write the classical theory in
terms of the Ashtekar-Barbero variables, the real starting point of the Loop quanti-

zation procedure.

4. Following the Dirac prescription for the quantization of constrained systems we

quantize the theory and we look at explicit but generic solutions for the constraints.



So let’s start with the introduction of the powerful tool of the ADM decomposition.

1.1.1 ADM formalism

The ADM procedure starts by assuming that the 4-D manifold M has the following
topology:
M~RxX

where ¥ is a fixed 3-D manifold of arbitrary topology and signature (+ + +).

This physically means that instead of considering the space-time as a 4-D manifold, we
consider it as a 3-D manifold evolving in time. In particular, these spatial hypersurfaces
are assumed to be Cauchy hypersurfaces. Let’s describe in detail this important concept.
Definition: given an hypersurface ¥ we define the future (past) development of ¥ and we
call it DT(X)(D~ (X)), as the set of the points of the manifold not belonging to 3, living
in the future (in the past) of the hypersurface such that, given a point € D*(X)(D~ (X))
each causal line which starts from the point, passes in the past (in the future) through ¥

Definition: we call > a Cauchy hypersurface if
DY*X)UuD (%) =M

This means that a Cauchy hypersurface can be casually connected with the whole mani-
fold.

Definition: A manifold that contains at least a Cauchy hypersurface is said to be glob-
ally hyperbolic.

Well, there is a theorem that states that we can always foliate a globally hyperbolic man-
ifold with Cauchy hypersurfaces.

So if we consider M globally hyperbolic, the statement:

M~RxX

means we are choosing a particular foliation of M in Cauchy hypersurfaces, and this
gives no restrictions to our globally hyperbolic manifold.

Remark: assuming that the space-time is globally hyperbolic means that there are no
causally disconnected regions.

Let’s come back now to the ADM procedure. Assuming a decomposition of our manifold

in a real line R and space-like Cauchy hypersurfaces means that we associate to each sur-



face a value for the real parameter ¢ belonging to R. This foliation allows us to identify ¢
as a time parameter, "decoupling" it from .
Physically we don’t have anymore a 4-D manifold, but a 3-D one that evolves accordingly
with a parameter .
Remark: The flow of ¢ cannot be seen at this stage as the physical flow of time, since
as we see in detail later it can be produced by time-like diffeomorphisms, that are un-
physical infinitesimal transformations of coordinates. This is known in classical General
Relativity as the Problem of Time, and we’ll see how to solve it explicitally. We look for
the moment at t as a generic parameter.
In order to fix ideas we choose a foliation using the adapted ADM coordinates (t, Z).
For this purpose, we define the 4-vector X}, such that its first component points toward
increasing values of t, while the other three are independent from ¢ itself. Let’s thus
define the normalized time-flow vector:

_oxy

t“(l’) = ot = (1707070)

written in the basis {2, -2-}. Well, the vector *(z) in general is not normal to %,.
We denote the normal to ¥ with n* and we assume it is normalized: n,n* = —1. This
means that n* and t* are both time-like, but in general not parallel.

So we can decompose t* into its normal and tangent part with respect to 3:

t* = N(z) - n#(x) + N*(x)

We fix for simplicity: n* = (4, —4-), obtaining: N* = (0, N*).

In fact since #* = (1,0,0,0) in our coordinate system, then:

N(z)
N(x)

N is called Lapse function, while N are called Shift functions.

t0=1= +N°=14+N° — N°=p

If we write the norm of #* and the scalar product N#t, in terms of these functions, we

obtain the metric tensor (that allows to compute the scalar product) in terms of them:

Gut"t” = goo = —N? + gy N*N*

While:

g,uutMNV = gObNb = guV(NTLM +NN)NV = g/u/NMNV - gabNaNb <~ gob = g N* = Ny



Using these results, we can write:

ds* = g, da"dz” = —(N? — N,N®)dt* + 2N,dtdz" + gapdzda’

where a,b = 1,2, 3 are spatial indices contracted with the 3-metric gqp.
We use this form of the metric tensor within the hamiltonian formulation of the theory.
Remark: since t* is not orthogonal to >, in general g,; is not its intrinsic metric.

The intrinsic metric is instead given by the spatial part of:

Quv = Guv — NNy

so that when we look at tensors defined on ¥, since they are orthogonal to n* can be
equivalently contracted with g, or q,..

The quantity ¢, = g"’q,, acts as projector on >, so acting on a generic tensor defined
on the whole manifold projects it on the hypersurface ;. Thus ¢*, allows us to construct
tensorial quantities on such hypersurface, starting from the ones defined on M.

The intrinsic metric of the spatial slices allows us to define another important quantity,

the extrinsic curvature of >;:

— AP o)
K,ul/ - q Mq yna;p

It can be proved that this tensor is symmetric and is linked to the Lie derivative of the
intrinsic metric on the direction given by n*: L; = 2K,,.

For this reason we can use it to define at the Hamiltonian level the generalized conjugate
momentum of g, that we call 7.

The extrinsic curvature is present also in the relation between the Riemann tensor R*,,,

(for ¥;) and the one for M, the usual R*,,, :

R¥pe = q“aqﬂqupqaaRaﬁwg - K,,K",— K,,K", (Gauss-Codazzi equation)

1.1.2 Hamiltonian formulation of classical General Relativity

The Gauss-Codazzi equation and the ADM decomposition of the metric tensor allow us

to rewrite the Einstein-Hilbert action in terms of R and K :

S = / dt / d*z\/gN[R — K* + K, K|
P



Where we set 167G = 1 for convenience (this choice will be changed for convention only
in the cosmological sector of the theory). Even if not explicit, the previous action doesn’t

contain time derivatives of N, N*. This means that:
0L oL
SN §Ne

N and N“ are not propagating degrees of freedom. In the Dirac nomenclature the rela-

=0 (1.1)

tions|l.1|are called Primary constraints of the system, and their existence makes classical
General Relativity a constrained system, that means that in its hamiltonian formulation
has to me studied with the Dirac theory on constrained systems.

The conjugate conjugate momentum of g, written in terms of the extrinsic curvature

K:

oL
7Tab — ¥ — \/a(Kab . anb)

qab
We can define the Hamiltonian density of the theory H by computing the Legendre

transform of £, obtaining

H=NH,+ NH, (1.2)
Where: .
Ta 1 ab__c
H, = —2@%(%) . Ho = %Gabcdﬂ' bred — \/qR (1.3)
and:

Gabcd = GacQvd T Qadqbe — Gablcd

is often called supermetric, or DeWitt metric. N, N* are the shift and lapse functions
of the ADM decomposition, and in this canonical formulation play the role of Lagrange
multipliers for the constraints Hy and H,. In the Dirac nomenclature Hy and H,, are called
secondary constraints, since they are obtained by imposing that the primary constraints

hold at each time, so for physical solutions:
Ho ~ 0, H, ~ 0 (1.4)

The notation ~ means that such relations hold on physical configurations (weakly in the
Dirac nomenclature).
The relations are not only secondary constraints for the system, but also first class:

the Poisson algebra generated by Hy and H, vanishes on shell, so on the physical solutions



{Haa HO} ~ 07 {H(MHZ)} ~ 07 {H07H0} ~ O (15)

As we’ll see later these first class constraints generate gauge transformations, associated
respectively with time-like and space-like diffeomorphisms.

In general any theory containing gauge invariance like General Relativity (the gauge
invariance in this case comes from the diffeomorphism invariance of the theory) is in its
hamiltonian formulation a constrained system that contains first class constraints, and
such constraints turn out to be the generators of gauge transformations.

H, ~ 0 is usually called Diffeomorphism constraint (here for diffeo. we mean spatial
diffeomorphisms), and Hy = 0 is called Hamiltonian constraint.

A system with an hamiltonian of kind , i.e. with the form (lagrange multipliers) X
(first class constraints) is called generally covariant system, and it has very important
features, we are about to explain. Usually for generic constrained systems the time
evolution is not generated by some constraint, since the hamiltonian contains not only
constraints but also other terms. In our case instead we can combine space-like and
time-like diffeomorphisms to produce a gauge transformation of the metric tensor that
reproduce exactly its infinitesimal variation under the time evolution generated by the
Hamiltonian. This is a peculiar and central feature of the theory, and it brings some
important consequences: by a side, solving the system given by the constraints means
finding the solutions of the theory at each time. This holds both at the classical and
quantum level, as we’ll see. By the other side, this means that at this level we are not
able to distinguish between a physical evolution and gauge transformations produced by
diffeomorphisms, and this gives rise to the famous problem of time of General Relativity,
and a possible way (not the unique one) to solve it is fixing the gauge for the solution,
in such a way that the only possible time evolution is the physical one. We see how to
do it in practise when we look at the cosmological solutions of the theory.

The same considerations can be performed on the system of the free relativistic particle:
it can be seen as a gauge field theory, so at the hamiltonian level as a constrained system.
Moreover, since as a field theory describes the evolution of four fields in 1-D it is usually
studied as a toy model for the Einstein theory. We perform its analysis on Appendiz [B]
But let’s come back to our Einstein-Hilbert action. In order to explore its Hamiltonian

formulation let’s look now at the symplectic structure.



Symplectic structure and gauge transformations

We saw in the previous paragraph that the physical phase space variables of our hamil-

tonian theory are g, and their conjugate momenta 7.

Let’s construct their equal time canonical commutation relations:
{ﬂ—ab(tv f)? ch(ta l_‘;>} = 5a(05bd)5(f - I_';) (16)

where with (¢ d) we mean the symmetric part of the tensor, i.e.:

0% (0" gy = %(5%5% 4+ 6%46°,)

and where the relations [1.6|are evaluated at equal t, so on the same Cauchy hypersurface
P
We recall that given two functions A(z), B(z), their Poisson brakets:

[ 5. | 6A(y) 0B(z)  éB(z) 6A(y)
{Al2), B(2)} = /d x[(;qab(x) dmab(x) B dqap () Ot (1) (1.7)

Well, using [1.3| we can evaluate the equal-time Poisson brackets among the constraints.

We obtain:

{Ha(2), Ho(y)} = Ha()0[6(x — y)] — Hy(2)0,[6(x — v)]
{Ha(x), H(y)} = H(x)0ud(x —y) (1.8)
{H(z), H(y)} = H(y)0a0(x — y) — H ()00 (x — y)

We notice as anticipated before that the Poisson brackets vanish on the constraint surface
(H* =~ 0).

Let’s also observe that these relations are not trivial on the constraint surface, since the
weak equality holds only after the calculation of the Poisson brackets.

Let’s look now at the gauge transformations of the theory. The Poisson brakets between

the Diffeo. constraint and the variables of the phase space:

{H(ﬁ)a Qab} - LNQab
{H(N), 7"} = Lyx



where H(N) is the smearing of the diffeomorphism constraint: H(N) = [x d*xN'H; and:
Lqay = Nap + Ny = 0_3Gap  is the Lie derivative of ¢, along N , 80 an infinitesimal
variation of ¢ generated by the space-like diffeomorphism along the direction individuated
by N.

This means that H (]\7 ) generates spatial diffeomorphisms on ¥, as anticipated before.

The situation is analogous for the Hamiltonian constraint:

{H<N)> qab} = ‘CﬁNQab

1
{H(N)v ﬂab} = *CﬁNﬂ'ab + §qabNHO - QNﬂqc[aqb]dRcd

where H(N) is the smearing of the Hamiltonian constraint: H(N) = [, d*zNH,.

The first Poisson bracket gives an infinitesimal variation of ¢4, on the direction orthogonal
to ¥ (that in general is not the one individuated by t*) while the second term gives the
same result for 7% if we evaluate it on shell (Hy ~ 0, Req = 0 in vacuum).

So the Hamiltonian and the Diffeo. constraint generate the gauge transformations of the
theory in this Hamiltonian formulation.

Let’s perform now a brief analysis of the number of degrees of freedom of the theory.

Physical degrees of freedom of the classical theory

In the case of the linearized Einstein-Hilbert action the solution in vacuum has got only
2 physical degrees of freedom, that are the two polarizations of the gravitational wave.
This counting of the degrees of freedom holds however not only for the linearized theory,
but also for the generic theory in vacuum.

In the canonical formalism we can confirm this count with a general consideration.

To make it let’s start with the classical phase space of a free particle : (g;, p?). It has got
dimension 6, while as we know the physical degrees of freedom are only 3.

In the case of fied theories like GR, we expect that the number of d.o.f are infinite, since
the field is defined on a space-time which is continuous, so on an infinite domain.

So let’s see how "large" is this infinity in our canonical formulation.

The whole phase space: (g;;(x) 7™'(y)) has (6+6)-00® d.o.f., since q and 7 are symmetric
tensors (i, 7 = 1,3) and each component is defined on the 3-D manifold ¥.

But we remember that the physical configurations live on the constraint surface, and not
in the whole space. So we have: (12 —4) - 003=8 -00®. This is not however the end of

the count. As we said the first class constraints H* generate gauge transformations on

10



the constraint surface, and this means that on the physical phase space we’ll have gauge
orbits that correspond to the same physical states.

Thus we have to gauge-fix the system to obtain the physical hypersurface, that technically
means selecting a representant for each gauge orbit. This means reducing the number of
dof: (8—4)-00®=4-00°

As in the classical case, in order to recover the dimension of the configuration space we
have to divide this quantity by 2, obtaining the desired result.

Let’s proceed now toward the next step of our program, formulating the Einstein theory

in terms of Ashtekar-Barbero variables.

1.1.3 Classical background for LQG

The first tool we need to introduce in order to construct Loop Quantum Gravity is the
Tetrad formalism. As we’ll see in detail later, this formulation will allow us to write
the theory in terms of an SU(2) connection and its conjugated variable, making gravity

similar in this sense to other gauge theories like QED (U(1)), QCD (SU(3))..

Tetrad formalism

Definition: a tetrad is a quadruple of covariant tensors e!,,(x)dz", with I = 0,1,2,3

with components that satisfy the following:

gm,(x) = eI#(x)eJy(x)mJ (1.9)

Notation: we write conventionally latin indices: I,J, K,.. to denote internal tetrad
indices, while greek indices : pu,v,p,.. regarding space-time components written in a
generic frame.

The dependence of e from x comes from the fact that the relation depends on the
space-time point on which is performed since the metric is a tensorial field that depends
on the points on which is evaluated.

We could naively think that the previous relation is a sort of coordinate transformation,
from a local inertial frame (in which the metric assumes the usual Minkowski form) to a
generic one. So, let’s focus on this point and see what is the difference between:

, dxf O0x°
Gy (¥') = ox'w Wﬁpa

11



and since such difference is at the heart of tetrad formalism: when we use latin
indices, we are forcing the tensor to be written (in those indices) in a local inertial frame,
or in other words these indices are lowered and raised always by the Minkowski metric.
So, if gxi,igf—,i allows to pass from a generic frame to another, the second one describes
the passage from a frame forced to be local inertial to a generic one. Thus we can see the
tetrad indices as describing tensors written on frames forced to be locally inertial. As a

consequence, the only transformations we can do on such tensors are Lorentz-Poincaré

(since are the only isometries of the Minkowski metric):
My = NN g

The same for generic tensors written in the tetradic form: A7 = AZ;A7.

Remark: when we define a tensor written in latin indices we don’t mean in general a
constant tensor field, and as well as all the other tensor fields it depends on z.
Notation: we consider ¢’ as covariant basis vectors, while €; as contravariant basis
vectors. Tetrads provide the relation between basis vectors written in latin indices and

greek ones:

0

Dat

—

er = et (x)

While a rank-2 tensor with both latin indices has the following form:
n=ne ®eé
A rank-2 tensor with a latin index and a greek one:
oa=q« mél & dat

So we write a tensor with rank > 1 in such a way that different indices may mean different
coordinate basis (differently from what we usually do in GR); in our case p is written in
a generic basis while I is written in a local inertial basis. Using the tetrads we can write

the tensor o in the usual basis:

o= am(elydx”) ® dzt = amelydx” ® da" = aydat @ dx”

Furthermore we have that basis vectors and their dual covectors can be contracted pro-

ducing the usual Kronecker Delta:

12



5y =¢(e;) = eIMe”de“(ﬁy) = elue“J

So far we introduced basis vectors (€7) and covectors (¢/) with latin indices. A generic
vector in this basis: V = V7&;. Since its components are labelled by a latin index, they

clearly transform only under Lorentz-Poincaré. The covariant derivative of such tensor:

DV =9,V!(z) +w, (x)V’(2)

where w,’ () is called Spin connection, and it is a covector with values in the Lorentz

algebra. We can define also derivatives of objects with both greek and latin indices
Duel,, = 6#611, + w#IJ(x)eJ,, — F”l,#elp

We notice that we have to use different connections for the covariant derivative of com-

ponents defined in different spaces. We impose on w the so called Tetrad postulate

D', =0

Which implies: W= w) (n J( Jetu) 1€ p

8[Mell,] + w[MIJ(x)eJV] =0

With the squared brakets we mean the antisymmetric part of the p,r indices of the

tensor : wy,’ (2)e’ ) = 3 (w, ' (x)e’, —w,' j(2)e’ ).

We want to prove now a relation that will be useful later

wlyy=e(Vue'y) (1.10)
From the Tetrad postulate
8,@1,, - I‘pwelp = Vuely = —wulj(x)ejy = g (Vuely) = —wMIJ(x)eJVe”K

Remembering that elue“J = ¢’ ;, we have

v I I
e K(Vue ,,) = —w' Kk

13



Using then the Leibnitz rule

Vu(e”KeIl,) — (Vue”K)eI,, = —wiuK = (Vue”K)eI,, = w],u(

Remark: V, and D, are different derivatives, and are linked by the following:
DueIV = VMeIV + wluje‘]y

With this formalism in hand we can construct the Einstein-Hilbert action in terms of
tetrads. Once we do this, it will be sufficient a change of variables in order to reach the
classical formulation we’ll quantize to reach LQG. In order to do this, we introduce some
important concept of tensorial calculus.
n-Forms
An n-form is a tensor field w of type (0 n), that is totally antisymmetric in its indices.
For example w,,, dz" ® dx¥ with w,, = w,, is not a 2-form, while

Wy (dat @ dx” — da¥ @ da')
Is a 2-form. We call
dat @ dx¥ — dz” ® dz = dx* N dz”
the wedge product between the basis 1-forms dz* and dx”. In general, the wedge product
between two 1-form

w A v =w,dz" ANv,de” = w,v, (da A dz”)

Exterior derivative

In general, the Exterior derivative of an n-form is an (n+1)-form of this kind: given
W = Wy, dxt N A dat

Then

Oow
dw = —51'"““ dz” N dx" N N dxt
‘/I/-V

is its exterior derivative. From the previous definition is clear that if w is an n-form

defined on a manifold of dimension n, dw = 0.

14



We can now introduce the Covariant exterior derivative for the tetrads, and we call it d,,

to distinguish from the ordinary exterior derivative:
doel =de' +wl;Ne’
Writing e, w in the basis {dz*} we obtain
d, el = d(eIud:B“) +wfujdx“AeJde” = eI,L,Jda:”/\dx“+wll,JeJMd:v”/\d:v“ = (eIu,V—irwI,,JeJu)da:”/\dx“

But we have that dz” A dx* is antisymmetric, so also the components of this 2-form have

to be antisymmetric, thus
d el = (el[#,y} + CL)I[VJGJ#DCZZCV A dxt

We introduce now an object that represents the curvature tensor written in terms of the

spin-connection w

FIJ — deJ+wIK/\wKJ

Well, it can be proved that such tensor is linked with the Riemann tensor
FIJIU/(W(G)) = elpejaRuypo'(e) Curvature

F' is fundamental to write the Einstein-Hilbert action in terms of tetrads, as well as the
Riemann tensor is fundamental to write it in the usual way.

Before going on, we want to prove the following relation, useful in the next section:
g = det(gu)) = —det(e)? = —¢*

Recalling the Cayley formula for the determinant:

1 Vpo o
g = det(g,n) = EGM e Bvégﬂag'/ﬁgmgrfﬁ

And remembering that g,, = el Me‘] »Nry we have

1
I J vpo _afys I J K L M _N o P
g = det(e n€ V1) = _4,6” Po e p€ aNg€ Ve BNKLE p€ ~ANMNE o€ §NopP

Now, using the following

EuupaelueJVereLU — €€IJKL
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We have

1 1 1
2 IKMO _JLNP 2 IKMO 2 2
g = Ee € € NrJNKLMMNTIOP = Ee € €EIKMO = —56 Ewpaﬁuupa = —e€

det((n) 1KMO

wrpo —
Where we also used €€, = S0 €EIKMO

The Einstein-Hilbert action in terms of tetrads

From now on we’ll work using the tetrad formalism, for a reason that will be clear later.

The Einstein-Hilbert action as functional of tetrads

1
SEH(QIH> = §€[JKL/€] N €J VAN FKL(CU<6>> (111)

Let’s prove it.

Sen(gu(e)) = /d4x\/—gRWg“” = /d%ee“]e”RupwepJe”‘] = /d%ee“[e”JF”W(w(e))

Now we can prove with a bit of tensorial algebra that: 4 - eetje?; = EUKLeWaﬂeKaeLB.

Substituting it into the action

1

1
SEH = — /d4ZE€]JKL(§Eupa’8€Ka€L5FIJMp((JJ(€))) =

5 /E[JKLQK/\BL/\FIJ

DO | —

In fact
1 1
e nel NFH = §eKueL,,FUpad:E“ Ndx” A (dz? N dx?) = §eKQeL3FIJWe“p°‘/Bd4x

Where we used the fact that F' is antisymmetric in greek indices (it inherits this property
from the Riemann tensor) and e#*°d*zr = dz* A dx” A daP A da®.

We notice that is not only diffeomorphism invariant in the greek internal indices,
but it is also Lorentz-Poincaré invariant in the latin indices. This larger symmetry group
will play an important role in the formulation of Loop Quantum Gravity.

We can also consider w as an extra variable of the action; in this case, if we vary [I.1]]
with respect of w we obtain the relation that we previously derived from the Tetrad
postulate.

This formulation allows to add a term to the Lagrangian that contains all the features

of [[.11], as the gauge invariance of greek indices and the invariance under local Lorentz
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transformations of the latin ones
6IJKL€I VAN GJ A FKL(W)

Where 6771, = d7x0r)s is the so called Generalized Kronecker Delta, antisymmetric in
the indices k, 1 as well as F.

The addition of this term is not relevant in vacuum GR since it leaves the equations of
motion untouched, but will play an important role in the Loop quantization of the theory.

Adding this term in we obtain

1 1
Shoist(€,w) = (EGUKL + ;51(];@) /e[ Ael N FEE(W) Holst action

Where 7 is called Immirzi parameter, and at this stage is a free parameter of the theory.

The variation of this action gives as anticipated

w',, =el Ve’  — wariation of w

Guw(le) =0 — wvariation of e

that are the field equations in vacuum, independent from ~.
Now we need to recover its Hamiltonian formulation. Once we have the hamiltonian
formulation of the Holst action, we’ll introduce the Ashtekar-Barbero variables and then

proceed with the quantization.

Hamiltonian formulation with Ashtekar-Barbero variables

In order to recover the Hamiltonian formulation of the Holst action we proceed in the
same way we did for the Finstein-Hilbert action.

We split our 4-D space-time in Cauchy spatial hypersurfaces: M = R x ¥, and choose
a set of coordinates (¢, Z) that fix the foliation. We introduce the lapse function N and

the shift N?, decomposing the metric in the ADM form
ds* = g da'ds” = —(N? — N,N®)dt* + 2N,dtdz" + gapdz®da®

With t# = N(x)n* + N* the vector that individuates the ¢-flowing in the manifold.
Let’s rewrite now t* (that is written in the coordinate system {2,-2%}) in a tetradic

basis:

th=el " = N(2)e! n*(z) + e’ ,(z) N*(z) = N(z)n' + N*(z)e’ ()
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where we recall that n* = (%, —%) and N¥ = (0, N“). ¢! are the components of ¢ in
the tetradic basis {er}.

In the Hamiltonian formulation tensors are written on the submanifolds >; of M, and
this means that even if we can construct a tetradic basis on M, let’s say {€;}, we have
to consider only its spatial part as basis for tensors. We call it {€;}, i = 1,2,3. On each
> we have:

Sij€a’y = gw 4,5 =1,2,3 (1.12)

d;; is the spatial (eucledian) part of 7;.

The basis {€;} is called triadic basis, and is the spatial part of the tetradic basis {€;} =
{é;', 50}

The relation between the triadic basis and the tensorial one allows to define the triads

e%i(x):

0
oz

(1.13)

¢ = e"i(x)

As we did before, in order to reach the Hamiltonian formulation of the Holst action we
need to define canonical conjugated variables from e, w. However we won’t work with
the variables e, w and their conjugated momenta, but we make a change of variables
introducing the so called Ashtekar-Barbero variables. Before doing this to simplify the

analysis, we introduce the so called time gauge:

I T I
et =n" =4

Which means that in the tetradic basis the vector n* is orthogonal to &; (i = 1,2,3). If

now we solve the system:

et =1

eoug;weoy =1
We obtain: €, = (N,0,0,0) and consequently ¢/ = (N, N%!,). Let’s recall that ¢
are the components of the vector ¢ (that determines the foliation) in the tetradic basis.

Now, in order to recover the Hamiltonian formulation of LQG at the classical level we

introduce the so called Ashtekar-Barbero variables. We define:

E% =ee®; = —¢€p€ elyel, Densitized Triad (1.14)

18



Aly =%, + éezjkw]ka Ashtekar-Barbero connection (1.15)

Where w'*, is the spatial part of the Spin connection, contained in the covariant derivative
of the tetrad:
Duel, 8el,—|—wuje y F,’ju p

while e%; and: e = y/|det(E)|. Well, these variables turn out to be canonically conju-

gated. Their canonical commutation relations:

{4, 22501 | = o0t sota (1.16)

{0,250}

{atse 40} =0 (1.18)

0 (1.17)

Where v is the Immirzi parameter. Let’s recall that we assumed 167G = 1. If we restore
such factor it appears in the numerator of the right-hand side of [I.16]

The hamiltonian formulation of the Holst action in these new variables:
S(A,E,N,N%) = /dt/ dPr[A B — AYG — NHy — N"H,]

where

gi = DaElq = 8aElq + EjilAzLEal
_ 1 b 14 i o
H, = L1F), B! — BL G,

— y'ab

Ejk] a b ¢
Ho = [F, — (42 + Dejmn K Ep] - 2520 + (1” )Ql 2

e

\
with K} = w' the extrinsic curvature in the triadic form, and F}, = 20, A} + ei" AL A
the curvature tensor in terms of the Ashtekar connection.

We notice that the action has the same form of the usual canonical formulation of the E-H
action, where here A takes the place of ¢, F of w. Let’s make some further considerations.
As usual N, N® take the role of Lagrange multipliers, while Hg, H, are respectively the
Hamiltonian and Diffeomorphism constraints.

We notice that here we have the extra-constraints G;, called Gauss constraint: this con-
straint generates gauge transformations for "triadic" indices, in particular transforma-
tions belonging to the SU(2) = SO(3) group (spatial rotations), so a subgroup of the

whole Lorentz-Poincaré.
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The choice of the variables 2.102] and [T.15] that turned out to be crucial for the loop

quantization, was made initially to write the theory as a Yang-Mills theory, so in terms
of an SU(2) connection and its conjugated variable, an SU(2) vector. It can be proved
in fact that A transforms like an SU(2) connection, while E like an SU(2) vector.

This however is not what we do in the Loop quantization of the theory. Instead of looking
at the quantization of the phase space local variables (A, E'), we construct non-local vari-
ables through their smearing along particular hypersurfaces. This by a side avoids having
operators that are distributional, by the other complicates the quantization scheme (in
particular the quantization of the Hamiltonian constraint). Despite this it is the funda-
mental step that produces a quantum theory different from the Wheeler-DeWitt one, and
allows to solve its main issues. This is not true for example if we apply this scheme to
classical Electromagnetism (see [15]).

We have to notice however a crucial difference with respect to other Yang-Mills theories:
if there the constraint surface at the classical level is made only by the Gauss constraint
G; =~ 0, here we have in addition the Diffeo. and the Hamiltonian constraint, so a larger
gauge group ([14]). This brings further complications that we’ll face later.

Let’s look now at the algebra generated by the Gauss constraint.

We define the smearing of the Gauss constraint:

GA) = / PG, (x)N (),

Where A’ is a generic field with a triadic index. Let’s evaluate the Poisson brakets

between GG and E:

{ / d3xAj(x)gj(x),E“,;(x)} _ / BN () {OE”; + emp ATy EM B ()} =

FaN@HOE). E5W} + [ e, (A" (@), B4)} =

I
—— — —

PPN e {A"E™ (z), B%(y)} =

N € (A" { E™ (), Bi(y)} + {A™, E%(y)} B (2)) =

d* N eju{ A™o(2), Ei(y) } B () =

Aj(y)Gianan(y)

I
2
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Instead:

{ / PPN (2)G;(z), Ag(y)} - / PN (2){HE) + emjn A E™, AL} =

/ A () ([0, AL} + €pu {ATE™ A2Y)
Let’s evaluate the two terms of the previous expression separately:
/d?’xAj(x){abEb At = /dgl‘/\] VO Ej, AL} = —V/d?’x/\j(x)ﬁb(sba‘sij(s(x —y) =
=719 (9))
while:
cui [ FN AT = e [ Pen @A 45) =

= —’yemjn/d%Aj(x)Abdbaémé(x —y) =

= —emind™ N (y) A" (y) = —vemsih (y) A™a(y)
Let’s finally evaluate the Poisson brakets between G and itself:
{G(A),Gi(w)} = {G(N), DuE"i(y) + e Ao B () }
We evaluate also in this case the two terms separately
{/d?’pr(x)Ap(x),ﬁaE“i(y)} = /d?’:L‘Ap(x){ﬁbEbp +€jplAjaEal,acEci} =
= /d?’:vAp(x){ejplAjaE“l,8CECi} = 75%5%/d?’x/\p(az)ejplaizf(d(m —y))EY =

d d
_ 3 P ) o cd 3 p ) . c _
— 7/d zA (;p)e,pl—ayc(a(x y))E 7/d oA (2) e (0(x = y)) E

= Y0.(N (y)€ijn E™)
While the second one

ek { G(A), AV,E*(y)} = eﬁk{ / PGy (z)AP(z), AjaEak(y)} -

= [ @ar0 {60 ALEH 1) | = e [ PO, + e B AL )
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That after a bit of calculations gives

cjin{ G(N), A E*(y)} = vejinel N AT E* — yejip e, A B + ein(0aA () E** (y)
Summing all together we have

{G(A)> Gi(y) } = VEilkAl (y)gk (y)

And finally, if we smear also the second term the Poisson brakets give
{G(A),G(A)} = 26, A))

We notice that for G = 0 the Poisson braket vanishes. In a similar way can be shown that
G Poisson-commutes with all the other constraints on shell. This means that it is also a
first class constraint, and can be explicitally proved that generates gauge transformations.
In this formulation of Einstein theory we have a phase space of dimension 18 - 0co® with

the fundamental Poisson brackets:
{a). B0 | = 02500 - )

We can recover the 12 - 0o® phase space from the 18 - 003, firstly by imposing G; ~ 0 and
remaining with 15 - 00® degrees of freedom, then by fixing the residual gauge freedom.
If we do it we have no more gauge freedom for the symmetry SU(2), and we remain only

with the gauge freedom related with diffeomorphisms (generated by Hy and H,,).

Smearing of the algebra

The next and last step we need to do at the classical level is the smearing of the variables

A, E. We can smear E% on a surface S with normal n,:
Ei(S) = / neE%d*o
s

The quantity F;(S) is the flux of E?; across S. The reason why we considered a 2-D

1 abc k

surface of ¥ to smear E comes from its definition: E% = je;ne"e’pe”c: even if e's are

contracted with the Levi-Civita tensor, we can see it as a combination of (g) tensors of
the form e’ye¥,. By the other side A%, = %, + %eijkwjka, S0 is a ((1)) tensor and it is
natural to smear it along a 1-D path of ¥. So let’s consider a path v and an its own
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parametrization

z%(s): [0,1] = X

Then, given a connection A%, we can construct a generic element of the algebra of SU(2):

A, = Al,7;, where 7; are the SU(2) generators, and in the j = % representation are:

O wl=.

(Pauli matrices). Let’s recall in fact that the upper index of A is an adjoint index of

SU(2). Finally we can integrate A, along the path ~:

‘ ! , dz®
A, —>/AE/ dsA',(z(s)) - i
. 0 ds

However this doesn’t complete the smearing of the connection. For reasons that will be

clear later we introduce the holonomy of A along ~:

g/ot ds /051 dss.. /OS"—l dsp A(v(s1))--A(v(sn))

That is solution of the following Cauchy problem

Lh () — by () A((E) = 0
hw(o) =1

In fact, if we integrate this equation reiteratively:

_4+/A o) w$r4+/d®u(»b+/%mwmw@@4

—]_+/ A 51 d51+/ A 81 dSl/ A 52 dSQ |:1+/ A 83 83)d$3:|...

:n; / ds, / ds».. / dsn A(Y(51))--A(Y(s0))

Let’s fix n in such summation, and analyze the associated term:

[tss [ s [ s A ) (1.19)

We firstly notice that the terms A(7y(s1))...A(7v(s,)) are in this form path ordered, since:
S1 > Sg... > s,. This is relevant already at the classical level, since A contains elements
of the algebra of SU(2), and such algebra is not abelian. We also notice that we can

rewrite [L.19/in a more useful way. For simplicity we fix n = 2, then we’ll generalize the
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consideration at arbitrary n. In this case [1.19is:

/O ds1 A(r(s1)) / " dspA((52)) (1.20)

In we see that the integration is made over a triangle in the (s, s1) plane, since sq
goes from 0 to s;. If we double the area of integration we obtain an integral over a square

of lenght t:
/ s Aly(s1)) / " s, A((52)) + / s, / * s Ay () Al (s) —

_ / 051 Al (1)) / dszA((s3))

Where in the second integral of the first line we have to keep attention and preserve the
order of the connections, since they don’t commute. Now we apply to both members the

path ordering operator

P[/Ot ds1A(y(s1)) /081 dse A(7y(s2)) + /Ot dss /082 dsi A(7y(s1))A(v(s2)) | =
=2 [(asatro) [ st = [ ds [ dsPlaGEDAGE)

Thus

/OtdSIAW(Sl)) [ asmat) =5 [ s / 45, PAG () A1 (s2)

This result can be generalized for arbitrary n:

/Otdsl /0 dSQ.'/Osn_ldSnA(fy(sl))...A(’y(sn)) - %/Ot.../Ot73[,4(7(31))...A(y(sn))]dsl...dsn

So:
b (t) ::Z:%///DP[A(v(sl))...A(y(sn))]dsl...dsn

E’P-exp(/otA(y(s))ds> :P-exp(fyA)

AG(s) = () o,

where in our case:
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P stays for the usual path ordered product. Let’s look now at some important properties of
the holonomy (also called Path ordered exponential), that are the reason why we smeared

in this way the connection:

1. Given h,, hs the holonomies of two paths, the product h. - hs is the holonomy of
the composition of the paths:

hy - hs = hyys = pel1s4)
2. Under a local gauge transformation g € SU(2) the holonomy transforms as:

-1
hs = gs(y) ha9y5)

Where s(v) and t() are respectively the initial and final points of «y, also called
source and target. This property tells us that an SU(2) transformation acts only

on the initial and final point of ~.

3. Under the action of a generic spatial diffeomorphism the holonomy transforms as:
h7<¢A) = h¢07(A)
4. The functional derivative of h with respect to the connection A gives:

[ ds32%63) ((s), z)7;h, if xisthe source of ~
dh(A) ) . .
5Aga(x) = fds%a:“é(?’)(y(s), z)h,1; if xisthe target of v (1.21)

[ dsi®6®) (y(s), 2)h (0, 8)7;h, (s, 1) if xis inside v

Where we have to pay attention of the fact that 7;h, # h,7; since h, is an element of
SU(2) and the generators do not commute.

With the definition of the holonomy we completed the smearing of the variables A, E.
The resulting smeared Algebra is called Holonomy-flux Algebra, and as we said earlier
its introduction is the fundamental break from the old Wheeler-DeWitt theory. The
quantization of such phase space is called Loop quantization since initially the holonomies

have been thought as integrals along loops, not generic curves 7.
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1.2 Quantization of the theory

Before applying the Dirac quantization program to our classical theory, let’s make a brief

recap about this procedure.

To quantize a constrained system there are two main approaches: the so called reduced phase space
approach and the Dirac approach.

The first approach requires the following steps: constraining the system, constructing

Dirac observables, which are quantities that commute with all the first class constraints:

{O,C} =~ 0, and then quantize such observables making act them on a suitable Hilbert

space. This procedure is in general quite involved, and we won’t follow it. By the other

side the Dirac approach starts from quantizing the theory without constraints, and then
imposing constraints at the quantum level to the Kinematical Hilbert space.

Let’s give a picture of these two different approaches:

Quantization

ﬂ > K kin.

Reduction Quantum reduction

M red. > K Phys.

Quantization

— : reduced phase space approach
— : Dirac approach

Let’s describe the Dirac program step by step:

1. Find a representation of the phase space variables of the theory as operators act-
ing on the kinematical Hilbert space Hy;,, and promoting the Poisson brackets to

commutators:

2. Promote the classical constraints of the system to self-adjoint operators acting on

szin .
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3. Characterize the space of solutions of the quantum constraints by defining the
corresponding inner product, that gives a notion of physical probability. This allows
to construct the Physical Hilbert space of the theory, that is the quantum analog of
the classical constraint surface.

The states belonging to this space satisfy: C [Vphys) =0

4. Find a complete set of observables that commute with all the constraints:
O | [0,G]=0

Well, this procedure is completely general and holds for any constrained system. So let’s
apply to our theory.
We start by defining the representation given by the connection A, so that a generic state

of the Kinematical Hilbert space can be written as a wave functional depending on A:

YAl = (Aly)

Then we promote the phase space variables E, A to quantum operators; in such repre-

sentation we have

AlA] = AlA] (1.22)

Efy[A] = —ilry

—)[A] (1.23)
VA7,
We notice that such operators, as well as g, and 7 are distributional operators. After-

wards we promote the classical Poisson brakets to commutators:
[AL, EY) = ihy6®,0" ;0% (x — ) (1.24)

The next step is construct a well-defined inner product for the Kinematical Hilbert space
of such wave functionals. Here we meet the first difficulty, since the inner product requires
the definition of a measure in the space of connections. In other gauge theories we have
a fixed background metric to define the integration measure, while here the metric is a
dynamical quantity, so we cannot follow the usual QFT procedure.

In order to reach this goal we need to come back to the classical theory and smear
the canonical variables £ and A. This by a side allows to work with operators at the

quantum level that are not distributional, and by the other allow to write a well-defined
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inner product for the Kinematical Hilbert space. To reach the goal we need to introduce

the notion of cylindrical functions.

1.2.1 The Kinematical Hilbert space

A cylindrical function is a functional of a field that depends only on some subset of

degrees of freedom of the field itself. The holonomies we introduced to smear the variable

A
ho[A] = Pexp( /7 A)

are examples of cylindrical functions of A. We notice in fact that in the holonomy we
don’t consider all the degrees of freedom of the field A, but only the ones that regard the
chosen path ~.

In order to construct more complicated cylindrical functions of the theory we introduce
the definition of graphs.

Definition: we define a graph I as a collection of oriented paths e € X.

We call such paths links of the graph, while the intersections between them nodes.

We can generalize now the previous example of cylindrical function:
a generic cylindrical function is a couple (T, f) of a graph I" with L links and a smooth

function

f:SU(2Y — C

with f given by a functional of the connection defined as
<A|F> f) = ‘;[j(l",f)[A] = f(he1 [A]v e heL [A]) € Cylr

In other words the state |I', f) written in the basis of the connections is a functional f
depending on variables that are holonomies evaluated on the different paths that compose
the graph I'. In this generic case the cylindrical function captures only the degrees of

freedom of A along the links of the graph; e;, ¢ = 1, ..., L are the links of the graph T'.
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Remark: f takes values in SU(2) since he,, ..., h, are elements of SU(2).
In this way we built an abstract space of functionals (I, f) that can be turned into an
Hilbert space if we equip it with a scalar product.

The previous switch from the connection A to the holonomy:

hwzp.expuA)

is fundamental at this stage since the holonomy is an element of SU(2) and the integra-
tion over SU(2) is well defined [21]; moreover there is a unique gauge-invariant measure
(normalized) dh, called Haar measure for such space.

So we can define the scalar product:

(CpWir,m) = / LT dhef(hei AL, oo he, [A]) - f'(hey [A]. he, [A]) (1.25)

where in principle f, f" are different functionals.
In this way, at fixed I', we send:
C ylp — HF

Then we define the Hilbert space of all cylindrical functions for all graphs as the direct

sum of Hilbert spaces on given graphs:
Hrin = OHr

The scalar product on H;, follows from [1.25 if ¥, ¥’ share the same I', we have [1.25]
while if they regard different I, i.e.

(U, 1) Uiry. )

we consider a graph: I's = 1"y UT'; and we extend fi, and fs trivially on I's and define:

<\P(F17f1) |\IJ(F2,f2)> = <\I](F1UF2,f1) |‘;[J(F1UF27f2)>

Well, a key result due to Ashtekar and Lewandowski is that the Hilbert space

Hrin = DHr
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can be seen as an Hilbert space of gauge connections A:
HKin = L2 [Aa d:uAL]

where the measure dju 47, is made over the space of connections, and not of holonomies.

This means that we can see the scalar product as

(U, m Vs, ) = / dpar¥ ey, A, 1) [A]

In this way we have an Hilbert space with a well-defined measure over the space of
connections that doesn’t require a background metric.

We completed the first step for quantization.

What we have to do now is promoting the holonomy-flux algebra to the quantum version.
In order to do this is convenient to introduce an orthogonal basis on Hg;,; this can be
done using the Peter-Weyl theorem. Before doing this let’s recall the notion of Wigner
matrices of SU(2): given an element g € SU(2) the Wigner matrix D’(g) represents the
action of g € SU(2) on the {|j,n)} basis, which is the basis of common eigenstates of the
operators .J, (generators of SU(2)), and J? (the sum of squared generators), written in

the (j, m| representation. So:
D}, .(9) = (j,m|glj,n)
Well, the Peter-Weyl theorem states that given the Hilbert space:
Lo(SU(2), divgaar)

of functions of SU(2), any of these functions (that in our case are the holonomies) can

be written as a combination of D’s:

Fo=>_> Y £,.D9 ()
with

1
j:07§717 K m7n:_.j7"'7j

DN W

where DY), are elements of the group written in the representation j of SU (2).

This means that {DJ 1} is a complete basis for the space on which f(g) lives : Lo(G, ditgaar)-
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J € C are the weights of the combination.

We can apply this consideration directly to Hr. In particular, if

Y Y Y

jel N m=—jn=—j

then

TR 3 305 3 ) 30 3) D D N I EW

J1 Jj2 Js mi m2 mr ni

and the basis elements:

<A|F§jlamlanl> = D(jl) (he1)'“D(jL) (heL)

mini mrnr

Where | = 1,2, ...L. This is a generic state of an orthonormal basis of our Hilbert space
in the representation of A. Clearly L depends on the number of edges in T'.

For the moment we are working with the Haar measure, which means that our functionals
are thought in the space of holonomies, not in the space of A; we’ll see later how to write
them in such space.

Using this basis for Hr, we can construct easily quantum field operators associated with

the phase space variables. In particular, if we consider:

which means

f - f(he(A))a f : SU(Q) —C

so that I' is made only of a link, and that we consider f as one of the basis elements

{D$L} which span £5(SU(2), djtraar):

f=Dzi(h.)=he

In this case if we promote the holonomy to an operator:

(ﬁv)mn(f%)pq = (hw)mn(he)pq (126)

with m,n,p, q :%, —
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(he)n = (Pewp([A>)mn with A= Al (z)7,

If instead we look at the action of £ on the holonomy:

EA(S)hy[A] = —ifiy / d%na% (1.27)

. . 0
E;, = /SdQJnaEf = /SdQUna( — ih’ydAé)

Let evaluate explicitally. First of all we have to distinguish between different cases:

where we used:

e v N S=P, with P a point of the manifold ¥ inner to ~.
e 7N S= 0.
e YN S=P, with P a point of the manifold ¥ that is the source or the target of .

We consider here the first case, so we assume that such P exists and lies inside . Using

the third relation of [[L21]

1
Al = —ihy / d?ong / ds 763 (2b(s) — y*(0)) by Tihs,
S 0

Where 7 is divided in 74 and 7, in P. We also used the following

SholA]  ShJA] GAL(E(s) _ 6hy[4]
ST ({01, 02)) AT (@(s)) 54 (§(0))  3A%(&(s)

We have
1
= —z'hfy/ dzana/ ds 6P (2%(s) — y*(0))hy(s = 0,5 = P)Tihy(s = P,s = 1) =
S 0
1
= —ihy h, (0, P)1;hy (P, 1) / d20na/ ds 2963 (z*(s) — y*(0))
S 0
Let’s so evaluate the integral:

1 oy Oy° dz®
2 . a 5(3) b 2 (3) _ g
/Sd ana/o ds 6" (2°(s /d / ds € Doy Doy ds 0 (2%(s) — y*(0))

From the definition of the normal to a surface, and the scalar product between two

vectors.

Now we have to distinguish between three different cases:
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1. if the curve ~ is tangent to the surface in P, then

Oyb Oy° dx®
abc@al 80'2 ds Z,§=P

=0

Since in the tangent space of P the vector field @ will be a linear combination of

g%l and 6y . This gives a whole 0 result cause the Dirac delta.

. If the curve v intersects the surface in a non tangent way we have the only non trivial

result: Now, assuming for clarity a coordinate system adapted to the surface S and

to the curve 7, in such system we have: z%(s) = (s,0,0) and y%(o) = (0,01, 09) We

have:

oyP Oy dx®
2 p—
/d / ds E“bcaal 305 ds 0(8)d(01)d(02)

:/d20'€ aybay dl’()
S

abe Joy Doy ds

= j:/ d*o egpeusubus 6(01)6(0s) = :I:/ d?0 €193 0(01)6(02)
S s

6(01)d(02) =

s=0

_ i/ P00(01)0(0) = +1

Where we called

1 0 0
uclbz 0 7“32 1 7u§: 0
0 0 1

And the sign is fixed by the relative orientation between n, and z®.

So in the end we have:

Ei(S)hy = —iyh hey(0, s)7ihe (5, 1) = =iyl hoy Tihey, (1.28)
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Where clearly s is the parameter of v for which the curve meets the surface S.
With the previous result in hand, let’s consider now the action of the scalar product of

two fluxes acting inside ~:

Ei(S)E'(S)h(A) = —1*5*hoy (A) 77D, (A)
We notice that on the right-hand side we have the 2° Casimir of the SU(2) group: 7'7; =

C?. Moreover here we are dealing with the fundamental representation of the group,

which means:

— (Gomlilgm = ;
Tz_ 27m 7—1 2777’ - 202
So for this representation: C? = —%1mn. This means that it commutes with all the
elements of the group, so
; Fi 222 2 23
Eu(S)E(S)hy(A) = —h2y2C%h, (A) = K425 b (A) (1.29)

4

By the other side, if we have that the two fluxes act on an end point of v, for example

the target we have:

Ei(S)E;(S)hy(A) = —h2y*h. (A) 7

From this result we notice that two flux operators do not commute:
[E4(S), E5(9)]hy(A) = =27 he(A)[ri, 7] = =B Ry (A)ess by (A)7

The result can be trivially extended to a generic basis element D7(h): in this case

we don’t have Pauli matrices, but higher dimensional unitary matrices, that we call J;.

The Casimir operator for such representation is : C’f = —j(j +1)1y;41, and:
Ei(S)E;(S)D? (hy(A)) = h*42j(j + 1) DY (hy(A)) (1.30)

We can extend the action of F;(S)E;(S) on a generic state of our Hilbert space Hin.

Well, in this section we recovered a well-defined Hilbert space Hg;, for the theory, we
defined a scalar product and a representation of the quantum version of the Algebra. Now
we can proceed with the second step of the Dirac quantization program, i.e. promoting
the classical constraint to quantum operators and find a basis of solutions for the relative

quantum equations.
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1.2.2 The Gauss constraint and the Spin Network States

In order to find the physical states of the theory belonging to H pp,s we need to impose all
the constraints at the quantum level. We start with the Gauss constraint, the solutions
of which are states invariant under a local SU(2) transformation. They define the Hilbert
space Hi,,-

We recall that a property of the holonomies is:
hy — 1, = Ushy = guyyhagyy (1.31)
Similarly, if we write A, in the representation j:
D(j)(hv) s Dm(h;) — D(j)(gs(y)hygf(},)) - D(J')(gs(w))D(j)(hV)DJ(gii)) (1.32)
Let’s prove the last equality:

[D(j) <98(7)h79$))]mn = (4, m| (QS(V)hvgﬁ)) ;) =
= <]7 m’ Gs(v) Z Z |j/7p> <j/7p| h’y Z Z |j”> Q> <j//7 Q| gii/) |j7 n>
j/ p j// q

Now, the summation over j’, j” has to give respectively §;;/, d;;; in fact:

9N 13"\ p) =D axlj’ k)
k
Because a generic element of SU(2) acts as rotation and cannot change the total spin of
the state, and: (j,m|j’, k) = 0 for j' # j.

So we have;

= (Jyml gsiy D 13:0) Gl by 13 a) Goal gyl lim) =

p q

=33 Goml gu 1. 2) Gopl by 15, 0) Gl gyl 1in) =

p q

= [DYV(g5()) DV () D7 (9,3)] o

From we see that a gauge SU(2) transformation acts only on the source and the
target of the link v, V v € I". This means that it acts only on the nodes of the graph and
that the gauge invariance of a state described by f(hq, .., hy) is the gauge invariance of f

at the nodes.
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We have that ¢ € HY,,, so is solution of the Gauss constraint iff:

fO(hla ) hL) = fO(gslhlgalv s gsLtht_Ll)

This condition can be implemented through the Group averaging technique: given f €
Cyly, and I' a graph with N nodes and L links, a gauge invariant state has the following

form

N
fo(hl, hL) = /Hdgn f(gslhlgt:l, "‘7gSLtht21) (133)
n=1

The previous statement can be easily proved:
Jo(GshGs)s - Gs, heds,)) = / 11 d9n £(96, 36,0131, 9, s 95085 i, 92,)

Let’s call g = g g, then g7' = (g g)~*

=g g . We have:
o' dohsi) = [ Tl PG i)
0\gs1 1Y, 5 ---Gs, NLYs, 9n J\Gs1 1G9y, 5 -5 Gs, LYy,

Now, since the integral is made over the whole group SU(2), we have [dg = [ dg. This

means
fo(gssh sy -G, hids,) = / 1149 f@amg,', .. G, heg,') = folha, . he)

Let’s consider an example, the 0-graph:

J1
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A generic cylindrical function for such graph:

D2 St s Dot (o) Dl (o) Dl ()

Jume,ng

Well, in order to make it satisfying the Gauss constraint we have to impose gauge invari-
ance. The gauge transformations don’t act on the weights of the combination, that are

scalars for such transformations, so:

winv. = Z ‘r]n%{?fr’éijmg,nl ,n2,n3 [D#q ni (h )‘DTY2LQTL2 (h )D'n’izgng, (h”YS ):| mnuv. (1 34)

Jusmy,mg

Using we have

[Dﬁlnl (h )Dﬁgnz(h'YQ)Dggng(h'%)]inv. =

/ dg1dga Dy, ., (917,95 ) D22y (9100092 ) D3 (91105095 7)
where we have only two integrals since only two nodes. We can rewrite this expression
- Pm1m2m30410420és Pﬁlﬁ2ﬂ3n1n2n3 Dzjyll,Bl (h’}’l )DgQ,BQ (h“/2)Di33,83 (h%) (135)

Where all the indices are summed over. We define

Pm1m2m3&1a2a35/dng£)Z11)ozl< )Dgi)()zg( )D%i)a3< )

Ps, 5y gminans = / dg>DS") (95) DY) (971) DY) (957

Where we notice that
d D D(jz) -1 D(j3) -1y _ daoD D(j2) D(Js)
926,y (92 ) Banz <92 ) Bsns (92 ) 92 51m( ) Banz (92) ﬁsns( )

Since the integral is made over the whole group SU(2).

P’s are projectors from Hyin — H;,-
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Let’s analyze in detail the equation [1.35

Pm1m2m3041042043 D(j)}lﬂl (h% )Dgyzgﬁz (h’72)Di33ﬁ3 (h%) =

= > /dgl (1, mal g1 g1, a) (G2, ma| g1 L2, a2) (J3, mal g1 jsas) (1, ca| ey |, Br) -

a1,02,03

. <j27 O[2| h’YZ |j2a 62> <j3a Oé3| h’73 |j37 63> =

= /dg1 Gromal g1 L an) Gasmal g Y Las c2) (s, mal gr Y Ldsas) (i, | oy Lo, Br) -

(63] a2 a3

- (J2, Q2| hyy | G2, B2) (I3, 3| By |3, B3) =

dgr (jr.ma| g1y s an) (s eal hoy it BL) (s mal g1 |2, @2) (o, o] sy |2, Bo) -

a1 a2

(s msl g1 > |dses) (s, us| oy, s, Bs)

a3

Now, removing the three identities:

= /dgl (1, ma| g1(hyy, 1, B1)) (G2, mal 91(hay 12, B2)) (53, M| g1(Pys |35 B3))

Well, we can interpret the previous expression in the following way: the projector P

acting on the state
h’Yl |j1a /61> ® h72 |j2a /62> ® h’YB |j3a /83> (136)

that belongs to the space:
3
V= ® 1740
=1

produces a state belonging to the subspace of V' made of gauge invariant states, called
the Singlet space V. Clearly a state of such space V° will be of kind with the
adding property of gauge invariance. The states belonging to V' are called Intertwiners.
Well, if we consider a basis of intertwiners, let’s say {|ia) }a=1,.pim(v0), appears clear that
we can write P in the following way:
Dim(V9)
P= " lia) (ial

a=1

In the case of the 6-graph, V is the tensor product of three spaces VU (I =1,2,3), and

it can be proved that in this case we have only an intertwiner 7).
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The intertwiner of the 6-graph is linked to the so called Wigner’s 3j-m symbols:

g J2 3

my Mgy Mms3

(41, m1; J2, ma; J3, mali) =

That is a complex number at fixed j;, m;. Its explicit expression

j1 o J2 I3 - (__1)j1472*j3 isms

= A 1.37
ml m2 m3 2']3 _|’_ 1 Jimaijama2 ( )

(j1, M1 J2, Ma; J3, ms|i) =

Where C' are the Clebsh-Gordon coefficients and are non vanishing if and only if |jo —js| <
J1 < jo + 3. This means that if the spins of the graph don’t satisfy this relation, there
is no invariant state under the action of SU(2).

Well, using this notation we can rewrite [1.35}

[Dglrlzlnl (h71 )D%SJQTQ (h"/Q)D£3n3 <h'73 >] nv. -

i J2 s JiJ2 U3 Ji J2 s JiJ2 U3

my MMz M3 a1 Q2 O3 Bi B2 Ps ny Mz N3

l)jl

a1/

(hoy) DY

azfl2

(hay) D2 5 ()
Since

Pm1m2m3a1a2a3 = <j1,m1;j2,m2;j3,m3|i) <i|j17041§j2,042;j3,@3> =

JiJ2 J3 JioJ2 U3

my Mo Mg Q1 Qg Q3
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Where * stays here for complex conjugation.

Let’s rewrite the gauge invariant state in a more useful way:

[Dirlbun (h )Dgiznz(h"/Q)D#bsnzs(hW)]inv. -

1 J2 U3 1 J2 J3 3 .
- Z Z Dgfllﬂl szﬁz (h’Y2)Dg3353(h’YS) <Z’C¥1, Qo, OZ3> :

my Mo Mg ny Nz N3 a1,02,a3 B1,82,03

. . . . . . * 3
. JuvJ2 J3 Ju J2 J3 - ; .
(B, Ba, Bsli) = l (HD”(hW)z
=1

my Mg Mg ny Mo N3

Where in the last term the contractions of indices «; and f; are implicit. Finally:

. . . . . . * 3
JuJ2 I3 Ji J2 J3 ; )
[Dgéynl (h )D%’%QTLQ (h )D%:’,ng (h%)] inv. = ( H Djl (h’Yl)) H in

my; Mg M3 ny Nz N3 n

Where n as before is the number of nodes, that in our case are two, and i, are the
associated intertwiners.

Remark : if in this case we have two nodes and only an intertwiner for each of them,
for a generic graph we can have more than 1 possible intertwiner for each node, and the
state will depend also on what intertwiner we choose for each node. Thus i,, are quantum
numbers for our state.

Let’s write now the generic 1);,, for such graph: recalling we have

‘ , , . \" s

Lo Ju J2 3 Ju J2 Js j .

winv. _ Z %{?Z&g(?mg,nl,m,m (H Dﬂl(hw)) H'ln
=1

Jimu,m My My ms i Mg N3
3
— £71,42:03 Ji ;
-5 (119700 T
T =1 n

Where we defined

n

fjhjz,]é — E fj17j27j3 JuoJz 3 JuoJz U3
- mi,m2,m3,ni,n2,n3
my,ng my; Mm2 M3 ny M2 N3
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Well, we call
3
= S0 7 (T] 000 ) T (139
il =1 n

a Spin Network State.
As we can see from its generic expression it is a gauge invariant state defined on a graph,

with basis elements depending on j;,7,. This means in particular that:

3 3
w(F,jl,in) = H D’ (hw> H In ?’é H Djl<h'n) H;n
=1 n =1 n

If i, # i, for some n. It is also clear that in the particular case of the 6-graph these
basis element don’t depend on i, since such graphs as we said previously admits only an
intertwiner for each node.

What we found for the 8-graph can be extended to whatever kind of graph, with calcula-
tions that are naturally more involved for larger graphs. In particular for each graph we

can construct the associated Hilbert space H2, and:

Hicin = P HY

Ircxy

In order to conclude this section we want to prove that a Spin network state satisfies:
Gily) =0

Let’s prove it in the simple case of a node with only one link. The result can be imme-
diately generalized to all the possible nodes.

We consider an infinitesimal cubic surface that contains the node, and we suppose that
one of the sides of such surface intersects the link in an inner point infinitesimally close
to the source of the link itself. We take a gauge invariant state 1 defined on a graph that

contains such node. So
E(S)=a'Ep = OéiEAz'/dgldgzD%lm (91hy95 ")

Where here we consider the only part of ¢ that gives a non vainishing result, i.e. the
matrix element of the holonomy of the link ~ (the other links don’t intersect the surface,

so the action of E gives 0 acting on them). Using in the limit in which h,, — 1, i.e.
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the surface intersects the link arbritrarily near its source:

A

E(S) = —MV/dgldeD%)m (Qsz‘CYihwggl)

So:

¢ - azEAzw = /dgldQZ [Dgrlllnl (lh’yngzaZhwggl) + Dgril’ru (glh'ng_I)} =

= / dgidg2 D2 g1 (1 + ibyriat)hygy '] = / dgidg DL, [G1hg3 '] =1

Thus: o/ E) = 0.
But since: E; = [don, Eo

¢, and the only non-vanishing contribution to the integral is

given by the infinitesimal part of the squared surface that intersects the link,

~

Ep=0 <= E%=0

And since Gz = ﬁaEf, then:

Gy =0
This result can be generalized to spin-network states with arbitrarily complicate graphs:
EZ- vanishes at the nodes of the graph since the contributions from each link are summed
up and the total result is zero.
This concludes our analysis of the gauge invariant Hilbert space of the theory.
At this stage of the construction of the theory, before proceeding with the quantization

of the other constraints we can introduce two important quantum operators, constructed

from their classical counterparts: the Area operator and the Volume operator.

1.2.3 The Area Operator

The simplest geometric operator we can build is the Area Operator.
At the classical level, given a surface S C 3, the area of the surface can be given in

terms of its normal and the densitized triad E%;:

A(S) :/daldagx/EaiEbinanb (1.39)
S
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Let’s prove it. The area of S:

0x® Qxb
/ daldag\/ det gab ax (;U) (1.40)

Where g’aﬁ = Jup gﬁa gjﬁ with «, f = 1,2 is the induced metric on S. Thus:

a b
—det (gab%%) = —gabgcd[ﬁlxaﬁlxbﬁgxcaﬂd - 8113“82131’81:17082:6"[] =

= —gabgchalxaallU[bazl’c]azmd = —2ga[bgc]dalil’?aaﬂbazxcaﬂd

ef
GapGcld = eaceebd g- g
Now we use the following identities: b e

0z% 0
Ne = €eab 8§1 a§2

Oz Ox efq aq ba cq d ef
= —det gab%W —€ace€bdf 99 01201 2° Doz O = —MNeNg - gg - =
= nenfe2ee et
obtained recalling that:
g=—e* g =e%ef

Plugging this result in [1.40] we obtain:

S) :/d01d02 ezeeief"nenf:/daldagwEeiEf"nenf (141)
S S

Well, from we notice that if we promote E to a quantum operator we should obtain
automatically what we need. But let’s proceed with caution: at the quantum level we
know that E acts in our representation (A| as a functional derivative. By the other side
we saw how E'E; acts on D if we consider only an intersecting link .

If instead of acting on an holonomy the operator EF acts on a generic state:
f = D(jl)(hm)D(jg)(h@)'“D(jL)(heL)

where each link intersects the surface in some point (fig. , in order to give the right

result we need a regularization. Thus we decompose S in a number N of 2-dimensional
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€1 €3
er
S
Figure 1.1
Ay(S)

Figure 1.2

cells ( fig. and we can write:
A(S) = Nl_l)rfoo An(S) (1.42)

where

=> VE(S)E(S) (1.43)

I=1

with E;(ST) f sy neEfd?c, St infinitesimal. The proof of [1.42] is simple:

In the limit of infinitesimal cells S; (N — 00),

N

N N N
=3 VE(SNE(S) ~ Y\ Bt S EvnlS; = 3 Sy Eenl Evin] =
1= I=1

1 I=1

:/daldam/EfEb"nanb
s



So we define the area operator as

~

A(S) = lim An(S)

where inside we promote : B — Es;.

This operator acts on a generic Spin network state (A|T; ji, my, ny).

Remark : since N — oo, we have that each infinitesimal area Sy is punctured at most
by one link. Once we reach N for which this condition is satisfied, a further refinement
gives no consequences on the spectrum of the operator.

Let’s consider for simplicity the action of such operator on (A[T'; j1, my,n1) = D | (he,),
which means that we consider our graph I' as composed by only one link. Well, since
we have only one link intersecting the surface S, we expect that there will be only an
infinitesimal element of the partition of S that is punctured by the link. This means that

in the summation in m (once promoted to a sum of operators) there is only a term that

acting on the state gives a non 0 contribution. According with [I.1] we have

A(S)helA] = hy/§ (G + 1)he[A] (1.44)

The previous relation tells us that the spectrum of the Area operator of the quantum
theory is discrete. In particular for a state with many links the eigenvalue of the Area
depends on how many links of the graph that defines the state intersects the area, and
on which representation of SU(2)M our state is written (M here is the number of links

intersecting the surface). We also notice that the minimum of the spectrum is given by

a state with only one intersecting link and the associated Wigner matrix with j = %;
moreover its value is proportional to the square of the Planck lenght (we assumed ¢ =
167G = 1). In the case in which the graph intersects the surface in some node, there is
a more general expression for the eigenvalues.

Let’s construct now another fundamental geometric operator.

1.2.4 The Volume Operator

Following the same reasoning we used for the Area operator we can construct the Volume Operator.

Given a region R C Y, classically we define its volume as:

1
V(R) = /R dPzvh = /R d%\/ ‘geabcelka“iEbjEck
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Where the last equality can be easily proved.

At the quantum level two different well-defined volume operators have been proposed,
respectively by Rovelli-Smolin and Ashtekar-Lewandowski. In this work we introduce
only the first one, since for our purposes is not relevant to describe both of them.

As well as we did for the area operator, given the volume R we replace the integral over
it with the limit of a Riemannian sum of cubic cells C7, so that R = U;C;. As before

we’ll have
/ d*x ~ Z Volume(Cr)
R I

This partition allows us to write the volume of a cell in terms of fluxes. Let’s consider

for this purpose the following:

W]——/ d20'1/ dO'Q/ d0'3
oCT oCT oCT

In the limit we send the size of a cell to 0 (¢ — 0) and we shrink the cell to a point we

€iji B (01)n4(01) B j(02)n5(02) E%(03)nc(03)

obtain:

1
Wp = 4—8€abcnanbncd6t(Eai(x)) g8~ det(Ef(x))sﬁ ~ Volume2(C’1)

Where we used

€ijn B EYE* = det(E)e™
Hence we have:

= hmz VW (1.45)

e—0

Now, let’s divide each 0C7in small surfaces S§: 0C; = U S7. We have:

W[ :/ d20'1/ d20'2/ d20'3
oCT aCt oCr

/ d20'1 / d20'2/ d20-3€ijkEai(0-1)na(0-1)Ebj(UQ)”b(OQ)ECk(Ug)nC(Ug)
86‘1 301 80]

€ijiE"i(01)n4(01) B j(02)n4(02) E%(03)nc(03) | ~

~

d20'1

a

d20'2

dO'gEUkE Jl)na(al)E i(09)np(02) E°(03)nc(03)

~Y

EijkEi(S?)Ej (SIB)Ek(S”
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Substituting it in we obtain:

_g%z\/% 3 Lo B3 ES (S E(S))

a,Byy

And turning the classical fluxes F; into operators:

—ygg)z\/% S JesnBi(S9)E, (57 E(57)] (1.46)

this is the Rowvelli-Smolin Volume Operator.

JICOT~ 1G]
LI~ 12

As well as for the Area operator there exists an optimal refinement such that a bet-

In this derivation we assumed

ter refinement becomes unnecessary.

The optimal partition of the volume R in cells C; is the following: the nodes of I' can
stay only in the interior of the cells, and not on their surface; a cell can contain at most
one node, and if it doesn’t contain any node it contains at most one link. Moreover the
partition of the surfaces OC7 in cells S¥ is made in such a way that links of I' can intersect
a cell S¢* of the partition only in its interior, and each surface S{ is punctured at most
by one link.

Remark: We notice that the presence of €;;; in means that the three fluxes have to
be different, otherwise their product gives a 0 contribution. By the other side S¢, SIB , ST
can be different portions of the same face, or of different faces.

Well, let’s study now the action of this operator on a Spin network state.

We look at the only two possible situations, illustrated in fig. [I.3] In the calculations
we consider for simplicity only a cubic cell, and for a generic spin network state only the
part associated with links and nodes that are inside such cell; the results can be easily
extended to the whole states defined on the whole graph.

In the second case we have that the action of the volume operator on the state gives a 0
result. Let’s prove it.

In this case we have a graph with only a link passing through the elementary volume C
As we can see from the picture there are only two S;’s that give a non-0 contribution to
the eigenvalue; let’s call them for simplicity S, S?.

When the operator with I fixed acts on the holonomy, we notice that the only term
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Figure 1.3

in the sum Zaﬁﬁ that gives a non trivial 0 result has two of the E’s necessarily equal.
This because we have only 2 surfaces of kind S¢ punctured by the link. The presence of
€5, Makes the result vanishing.

Let’s look now at the second case. Here we have a node inside the elementary cell, and

consequently three or more links. The volume operator associated with such cell:

.~ 1 o £ .
U = lim EZ leije Ei(S§) £ (S Ew(S7)| (1.47)

Let’s restrict our attention on gauge invariant states and start with a three-valent node.
For gauge invariant states as we found previously the Gauss constraint holds. But we

remember that such constraint implies
lim E;(S) |¢) = 0
e—0

In the particular case of a three-valent node, like in the #-graph , since only three S¢ give

a non 0 result we have:
[Ei(S") + Ei(S?) + Ei(S*)] [y) = 0

Which implies:
(S [) = ~[B(S?) + B(S¥)] [¥) (1.48)
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By the other side the only non vanishing terms in the sum Zm 5~ for such state are of
kind
i€123E1(S})E2<S?)E3(S?) W)

Using the relation [T1.48 we have
+e1 1 (ST) Ea(S7) Es(S7) [1) = Feras [E1(S?) + En(S*)] Ea(S7) E3(S) [¢) = 0

since €5 is totally antisymmetric.

This means that the volume associated with a gauge invariant state on a three-valent
node is zero.

Let’s consider now the case of a four-valent node. Firstly we have to recall the fact that
the intertwiners for such node is not unique but a genuine quantum number. This means
that there is a degeneracy in the spectrum of the volume operator: gauge invariant states
with different intertwiners have the same eigenvalue of V.

The Gauss constraint in this case implies
[E’(Sl) + Ei(S%) + Ei(S%) + Ei(54)} ) =0

Let’s consider the action of the operator [1.47] in this case. We must ask to ourself how

many non-zero contributions are present in the sum If we keep in account the

a,8,7°
relations that come from the Gauss constraint, we have 48 equal terms. This means:

U = tim /e Bi(S} B (SD Ew(S)

And:

Ulw) = /B |en T2 TG [9)

Where J; are the generators of SU(2). As usual their explicit form depends on the rep-
resentation, and the representation depends on the spins that the state associates to the
links: for example if j = % we have that J; = 7;, and so on.

This operator is well defined, with a discrete spectrum and minimal excitations propor-
tional to (AG)2 = 3.

In order to complete the quantization of the theory, we need to look at the dynamics,
studying the quantum version of the Diffeo. and Hamiltonian constraints, with related

Hilbert spaces of solutions. Let’s start with the Diffeo. constraint.
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1.2.5 The Diffeomorphisms constraint

In this section we implement the diffeo. constraint H, ~ 0 in its quantum version and
find a basis for the space Hg;rs., the space of Spin Network States that are also Diffeo-
invariant states.

We start with the action of generic diffeomorphisms on a state 1. Recalling the properties

of the holonomy, the action of the operator (}5 on a Spin Network State:

(iwr = wqi)of

where:

QZ5 : Cylp — Cyl¢op
Let’s list some important feature of such operator:
e It is a well defined unitary operator.

o Cylr LCylyor independently on the particular diffeomorphism. This means that
we cannot consider for such states infinitesimal diffeomorphisms: all the diffeomor-
phisms are finite for cylindrical functions. This comes from the fact that if we apply
the diffeomorphism operator gg (that is assumed to be not the Identity operator) to
a quantum state it modifies the associated graph, and the scalar product between
two states with different graphs is always 0. In this sense C'ylp LCylyor, and an
infinitesimal diffeomorphism is finite from this point of view, since changes "drasti-
cally" the state. This as we see in a moment is not an obstacle for the construction

of Hdiff.-

In order to construct Hg;s¢. we can proceed with a group averaging as we did for the Gauss
constraint, building in this way states invariant under finite diffeomorphisms. Before
doing this, we need to identify the symmetries of the graph, i.e. diffeomorphisms that

act trivially on them. We have two kind of such transformations:

1. The diffeomorphism that exchange links of the graph, without changing I'.
We call the subspace of these diffeomorphisms GSr.

2. The ones that preserve the links, but shuffle the points inside them.
We call the relative subspace T'Dif fr. Well, these last ones have to be removed

from Dif fr because they are infinite and spoil the group averaging procedure.
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There is however a residual issue for the group averaging procedure. The diffeomorphism
group, as we know from classical General Relativity is not compact, differently from the
group SU(2); this means that a group-averaged state cannot belong to a subspace of
HY,,; we encounter the same problem in Quantum Mechanics, when starting from a

state ) € Lo(R, dz) we require the translation invariance:
v —c, ce€C

and 1) = ¢ ¢ Lo, since is not a normalized state. However we can recover the transation

invariance if we define ¢ as a linear functional:
c: e LyRdx] —C

Of this kind:
c/dmb(a:) = c/dxw(x)eik’”‘kzo = c1p(0)
In fact:
c/dm@/)(x +a)= c/dm'w(m’) = c)(0)

We can do the same for our Hilbert space HY,,. For this purpose let’s denote with H%;,

the space of linear functionals acting on H%, . Thus, n € H%,, is a Diffeomorphism-invariant
functional, if

n(oy) =n(y) Vb € Hi, (1.49)

In this way we don’t restrict Hi;, — Hp,,p, but 1y, — My s0 we restrict the space
of functionals acting on HY,,, which is the dual of HY,, itself.
Once we construct H; ,,, we should be able to derive Hyp,, .
We notice that the condition is formally similar to the one associated with gauge

invariance:

fo(hh - hL) = fo(gslhw{ll, ooy gsLthil)

With the important difference that fo € Hin, as well as f, while 7(¢)) € HJ5;f;, not to
As well as we did before, we have to define a projector, called Pp;rp that allows to write
diffeo. invariant functionals belonging to HY; 7. out of generic functionals belonging to

The result of this procedure are spin network states that instead of being defined on
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particular graphs are defined on equivalence classes of graphs, in which each graph of
a class can be transformed in whatever other graph of the same class through spatial
diffeomophisms. These equivalence classes are called Knots. The name comes from the

fact that a spatial diffeomorphism can change the form of the graph (fig. but not

J1
J1
Q :
—
j3 J3

Figure 1.4

the number of its knots (fig. , so that each class is made of graphs with the same

J1 b J1
Js J3

Figure 1.5

number of knots.

Thus the diffeomorphism-invariant Hilbert space of the theory is spanned by the so called
Knotted Spin Networks.

We can now proceed with the quantization of the last constraint of our constrained

system, the Hamiltonian constraint.

1.2.6 The Hamiltonian constraint

In order to reach the physical Hilbert space of the theory we have to impose the Hamiltonian constraint
to our Knotted Spin Network States. The classical smeared constraint:

. ) Kkl Ee Eb

HyN) = [ deN[Ey — o+ i) - S
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Where we don’t consider the last term, since it contains GG; and acting on Spin Network

states gives no contribution to the Hamiltonian constraint. Using the following relation:
EjmnEjkl = (5km5ln - 5Zm5kn

We can write:

ELE)

wELEP
L [( 4 DR RG] - (6000 - 0'ndt,) =

(7" + Dejmn K K7 ]
EoE?
=2(v*+1)- % - KR Kl

So we have:

ELE}

Hy(N) = / FPaN [Fhe —2(v* + DKEK)) -

= H*(N) = 2(1+*)T(N)

where we introduced a short-hand notation for the first and second term in the summa-
tion. This object as we expect is non-linear in terms of F, A; this gives rise to some
difficulty if we want to turn it into an operator. However we can write it in a suitable
way for the quantization, due to Thiemann. Let’s denote with V' = [ d®x \/W . After
a bit of algebra we can rewrite H¥(N), T(N) in the following way:

HE(N) _ /deNeabc(SijFiab{Ajc’v}

T(N) = / de%eabc%k{Az, (HP(1), V)Y - {49, [HP(1), V) - {48, V)

In this way we mapped the non linearity of the constraint into Poisson brakets. Now
we have to write this object in terms of holonomies and fluxes and promoting them to
operators.

Let’s do it for H¥(N). For T the procedure is analogous but since the presence of more
terms it turns out to be more complicate. We need to express the connection A and the
curvature F' in terms of the holonomies. For the connection this task is quite easy if we

look at the general relation between them:

ha(t) =) /0 /0 A(y(51))...A(v(s,))dsy...dsy,
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For a path e, of infinitesimal lenght ¢ along the coordinate x® we have:
he [A] ~ 14 cAlyr; + O(<?)

Where we assumed:

/ AiaTididS :/ AiaTid-Ta ~ €Aia7—i
0 ds 0

and so:

ho'{he, V} =1 —-eAm){1+eA 1, V} =1 —cAyr){cAr;, V} =
=e{A, V}+0() (1.50)

For the curvature F*,, we consider an infinitesimal triangular loop oy lying on the plane
individuated by the coordinates z2, 2? with two sides equal to €. At the lowest order in

¢ the holonomy associated with such path:

1 .
haab =1+ §€2F1ab7—i + O<€4)
So
_ 15
hol =1-— 552]? wTi +O()
Thus
oy, — hol, = 2 Flopmi + O(e?)

In this way we wrote all the objects that are in H¥ in terms of holonomies.
As we did before for the Volume and the Area operator we need to regularize the integral:

we decompose the volume X in cells, and transorm the integral in a summation:

H” =1im Y " *Nye™Tr(F{ A, V(C1)}) (1.51)
1

0
Where

Tr(Fu{A,V(C)}) = F'a{ A, V}ITr(rm) = F'a{ A, V};
And where we substituted:

/d?’xf(x) — li_r}r(l]zggf([)
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Writing [I.51] in terms of the holonomies:
E . abc -1 -1
H" = lgr[l) Z N[E T’r’[(haab(j) - haab(l))hec(l){hec(l)’ VH
I
In principle the paths g, (1) and e.(I) have an arbitrary relative position. It is useful for

this operator make a partition of the volume V' in tetradic cells, and adapt these paths

to such cells (fig. . Now we can promote this part of the Hamiltonian constraint to

Vi e.(I)

a, (1)
Figure 1.6

a quantum operator:

~ ~

)ilell(z) [heen)s V])

It can be proved that this operator shares an important property with the Volume oper-
ator: it gives a non-zero result only if it acts on the nodes. This means that we can fix
the partition of the volume in such a way that each node is contained in a tetrahedron
C7. In this way we can write the operator as a summation over the nodes of the graph

on which it acts:

A

e _ lim F N Tr (B ) — ﬁ;jb(l))iz;lu) [heu)s V]) (1.52)
ne

In the case of a three-valent node there is a natural choice for e. and «y;: we choose them
in such a way that they are tangent to the links on the node. The contraction of a, b, ¢ in
[1.52] gives a sum over all the permutations of the three links. For an m-valent node (m
> 4) we have the same expression, with a,b,c = 1,2, 3,4.

Let’s look now at the action of such operator on a knotted spin network state: given a

node n, the action of this operator on the node consists in the creation of 2 new nodes,
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let’s say n,, np at a finite distance from n along the links a,b. The exact location of such
new nodes is irrelevant, cause the diffeo. invariance of the state. It creates also a new

link, let’s say e4 of spin % connecting the two nodes n, and n, (fig. . This new link is

ay ()

Figure 1.7

called arc. Finally it modifies the spin of the links that connect n with n, and n;, of +j
with respect to the spins of e, and e,. Consequently if by a side changes the intertwiners
of the node n, by the other the Clebsh-Gordon condition holds also for the modified node.
This concludes the first chapter and our general treatment of Loop Quantum Gravity. For
further details see [8]. The results we constructed are general and don’t regard only some
particular solution of the theory. With these tools in hand we can proceed to analyze
some of the models of Loop Quantum Cosmology, that as we said in the introduction is
not properly the Cosmological sector of the theory since is made of Minisuperspaces, in
which we impose the symmetries of the solution already at the classical level.

We'll see in the next chapter that for the reduction of the degrees of freedom due to this
symmetrization already at the classical level the huge computational difficulties that we
meet in the general theory are extremely simplified.

We’ll see different cosmological models, constructed on the assumption of different kind of
symmetries at the classical level. We’ll derive the solutions focusing on some of their fea-
tures and in particular on a crucial property that join all of them: the Bouncing behaviour

of the solutions, that is at the heart of this work.
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Chapter 2

Loop Quantum Cosmology

Before moving on to the cosmological sector of LQG, we want to give a brief description
of an important issue that affects classical Cosmology, and more in general Einstein the-
ory of gravity: the Singularity problem. In classical Cosmology there exists a theorem,
namely the Hawking singularity theorem which states:

A globally hyperbolic space-time (M, g) in which there exists a Cauchy hypersurface %
and a constant C. > 0 (C_ < 0), such that the volume expansion § > C(0 < C_),
everywhere on 3, is past (future) geodesically incomplete if the Strong Energy Condition
holds in the past (future) of 3.

This means in particular that the dynamics of a globally hyperbolic space-time with a
source that satisfies the SEC and that expands (contracts) continually contains a sin-
gularity in the past (in the future). Generic ordinary matter (dust, photons,..) satisfies
such condition, and this means that a model based on a source of this kind that describes
an expanding or contracting Universe necessarily develops a singularity. Moreover the
singularities predicted by such theorem are physical singularities, so that they cannot
be eliminated by a change of coordinates. They are in general points of space-time in
which the energy density diverges, and the scalar curvature becomes infinite, so clearly
unphysical.

Singularities are features of many solutions of Einstein Equations not only in the cosmo-
logical sector, but also in the astrophysical one, like Black Holes, White Holes... Nowadays
such odd predictions of Einstein theory are commonly considered as problems of the the-
ory, not solutions, and they draw the limits of validity of the theory itself. The singularity
problem of GR has been historically one of the reasons that brought physicists to look
for a Quantum theory of Gravity. Physicists understood that only a Quantum theory of

gravity could solve this problem, but why? We know from standard Quantum Mechanics
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and from its application to Atomic physics that quantum effects of matter are already
dominant at a lenght scale of 107m, the average atomic size. By the other side, the
singularities predicted by Einstein theory have got 0 spatial dimension, which means
technically that they are geometric points of space that contain a given finite quantity
of energy. Now, even if the scale on which matter presents a quantum behaviour and
the scale on which the space-time itself presents a quantum behaviour are not necessar-
ily equal, and in fact ordinary Quantum Mechanics perfectly works in a classical spatial
background (inside its limits of validity), we expect that there will be a lenght scale (or
equivalently an energy scale) on which also the space-time (or the gravitational field) as
well as all the other fields presents a quantum behaviour. Many physicists think that such
behaviour should be dominant at the Planck scale: lp ~ 1073m. Such scale is clearly
much smaller with respect to the atomic scale, but "infinitely" much larger than the size
of the singularities of Einstein theory. The previous is only one of the considerations
that brought scientists to believe that the singularity problem could be solved only by a
Quantum theory Gravity.

One of the beautiful and most important results of Loop Quantum Cosmology is the res-
olution of such classical problem in a natural way: in the cosmological sector the classical
singularities are replaced by Quantum Bounces that result to be an intrinsic feature of
the theory, as well as the classical singularities for Einstein theory. During the bounce the
energy density of the solution reaches a minimum value and then, due to a pure quantum
effect starts to expand going outside the Planck regime. As we’ll see later, solutions with
a finite small volume at the bounces reach the Planck volume (order of magnitude) and
then start to expand. This amazing behaviour of the space-time regards at the same
time Black Holes and all the cosmological solutions, even if at the time being the analysis
on black holes is less developed in literature with respect to the cosmological one. With
"natural" we mean that this problem is solved by the theory without requiring external
ad hoc hypothesis, but its overcoming follows from the calculations.

We want to observe that such bouncing result couldn’t absolutely be reached in a clas-
sical context by ordinary matter, cause a fundamental property of classical gravity: it is
attractive. Technically such behaviour is forbidden for ordinary matter by the so called
Focusing theorem. For this reason the bounce has to be interpreted as a genuine quan-
tum effect and can arise only at the scale on which quantum effects of gravity start to be
dominant, the Planck scale.

In this chapter we’ll derive some solutions of Loop Quantum Cosmology, and we’ll check
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computationally that all of them share this feature at the Planck scale. Moreover we’ll
compare the results with the classical and Wheeler-DeWitt ones, showing by a side that
only Loop Quantum Cosmology is able to solve the Singularity problem, by the other
side that the results of the three theories are in perfect agreement outside the Planck
scale, in the so called Semiclassical region.

Before moving on to the computations, we want here to point out the following important
consideration: the ideal procedure to find symmetric solutions for the quantum theory
would require to impose the symmetries we are interested in only after quantization, so
to the quantum solutions. This procedure, even if the ideal one is very difficult to im-
plement, and we won’t follow it. Instead as commonly made in literature also for the
Wheeler-DeWitt theory we’ll construct Minisuperspaces: we impose the symmetries at
the classical level, then we quantize the classical symmetric theory, and finally we find
the solutions of the quantum constraints. As we said previously this way to proceed is
not rigorous and the solution we’ll find cannot considered rigorously exact. However this
method allows to avoid all the computational complications of the full theory, and the
solutions are expected to have many qualitative and quantitative features in common
with the exact ones.

A very last observation: when we constructed in the full theory the Area and Volume
operators, as well as the Hamiltonian constraint we introduced a regularization proce-
dure, and at the very end we removed the regulator. We’ll see that in these symmetrized
models there is no regulator but a free parameter that has to be fixed taking hints from
the full theory.

Let’s proceed thus to the analysis of the various symmetric models: we start with the
Friedmann-Robertson-Walker model, obtained by imposing homogeneity and isotropy to
the classical solution, and we conclude with the Bianchi I Universe, that joins only spatial

homogeneity.

2.1 FRW flat Universe

(Classically the most generic form of an homogeneous and isotropic metric is the following:

2

ds? = —dt* + a(t)? (1 frw + erQQ) (2.1)

Where the only degree of freedom is a, usually called scale factor, that depends only on

the variable ¢, accordingly with homogeneity. k is a parameter called curvature constant
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and can have positive, negative or null value. Since it can be rescaled, its numerical value
is not significant, and for this reason one distinguishes between three reference values:
k = 0,%£1. The value of k determines the topology of the spatial hypersurfaces for such
solution, and in this work we analyze only the simplest one, k = 0: this is the case of a
spatially flat Universe.

The solution a(t) depends on the kind of source we plug in Einstein equations, and if we
consider a perfect fluid by its equation of state. In our analysis we consider a massless
scalar field as the source of the expansion.

As we previously anticipated, if we assume that such field satisfies the SEC we obtain
as classical solution an expanding (or contracting) Universe with a physical singularity
in the past (future), and we cannot study it beyond such point in the past (future). For
the expanding solution such point is often called theatrically the beginning of Time and
Space.

Let’s see what happens in Loop Quantum Cosmology.

In this section we follow mainly [9]. We start by writing the classical symmetrize model

in terms of the Ashtekar-Barbero variables, then we proceed with the quantization.

2.1.1 Classical phase space and the Hamiltonian constraint

The classical phase space (A%,, E%;) is drastically reduced, since the Gauss and Diffeo.
constraints are trivially zero cause homogeneity and isotropy. The Hamiltonian constraint
is the only that we have to impose. Moreover, since the spatial submanifolds ¥; are flat,
the spin connection vanishes:

w’, =0

This comes from and the fact that e’, depend only on ¢t. Consequently we have a

huge semplification of the classical Hamiltonian constraint:

—€ijp FigpEYEY
Corav.(N) = | &zN J 2.2
grav.(N) / o 16mG~? e (2:2)
From this chapter on we restore the factor 167G.
Let’s verify [2.2l We start by the following:
5. IV k_ij 2 i i1 Bt ?
Coprav.(N)= [ d e [Faver” —2(7* + 1) K[, K] T (2.3)
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From the definition of the Ashtekar connection [1.15] we have in this model:
Ay =, =K'y = 2K} = 2 AL Al (2.4)
a =YW ¢ =7 a [a b]_’YQ [a* D] :
By the other side:
Fy = 20, Ay + ;" AL A]
Thus:
et e M ALA] = (5167 — 7 6L) ALA] = 2A", Ay = &' L, — 26,0, Af
Well, cause homogeneity the last term vanishes:

m 1 m
Ala b~ §Ekl Ffb

Recalling 2.4}
P
2K, Ky = ¢l Fyy
Y
So we have:
1 PP | i ESE?
Cgmv.(N) = /Edg-%Nm[Ffbﬁk I — ¥(72 + 1)Ffb€k ]} ’ T =
ek Fl,EOED
= [ deN— ’ 2.5
/ v 167G~? e (2.5)

This integral in general diverges, since Y is not compact and the fields are spatially
homogeneous. To avoid this divergence we have to restrict our analysis to a finite cell
V; the homogeneity condition guarantees that the analysis on V can be extended on the

whole 3. If we require also isotropy A, and E; can be rewritten in this form

Aty =c(t Vs °¢t,
(Vo 2 (2.6)
B =p(t)Vy °/°q %%

Where ¢(t) and p(t) are functions that depend only on ¢. We describe the other quantities

in a moment. Let’s derive the first one.
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We know from the full theory that:
Al = A0,
Where w”u = ell,V“eJ”. So
W, = &0 Ve = &, (Buel” + T wei®) = €0, T¥ e

. . . N
Since homogeneity. Now, recalling that e°, = (6)

. 21 o1
¥, I e’ = Gooelbigoa(gaa,b + Gpo,a — Gabo) = —N €Zb§9009ab,0 =
N1 at) |
S R 1 — N2t
2 a(t)z” Jae0 =Ny

So A?, = vN%eia.

We introduce now the so called fiducial metric °q,,, defined by the following relation:
qab = °qupa(t)?. This tensor doesn’t contain any time evolution and allows to measure
distancs in a flat space not evolving in time (so clearly not the physical one).
Recalling that:

5ij€ia€jb = qab
We have

Sije'al’y = °qa(t)? = 8,;°€¢' e’ pa(t)?

Thus

€'y = %' qalt) (2.7)

°et, is called fiducial triad.
These fiducial tensors are useful since allow to decouple the tensorial structure of the
variables from their time dependence, and this can be done in virtue of the symmetries.

So we have:

Ay = °¢ yNa(t)

Finally to reach the first of 2.6] we simply call:
1
c(t) = yNVi’a(t) (2.8)
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where V = fv d3x\/q_0 is called fiducial volume of V), so the volume measured with the
fiducial metric °qq. Clearly Vj is not the physical volume of V), since it doesn’t contain
any time evolution: it is a volume regarding a fictitious not evolving space-time.

Let’s proceed with the second proof. Whe know that E%; = e(t)e%;(t). But we also have

ja(?)]

And since
ebeel e ek, = det(eai)eijk
We have
det(e%;) = det(°e®;)|al*sgn(a)
Thus
E% = ee®; = |det(e%;)|e% = sgn(a)°e®e®;a(t)? = \/oq p(t)Vy~ 3°%% (2.9)

Where we called
p(t) = sgn(a)a(t)*Vys (2.10)

In this way we built a variable p(t) with dimension [L]>. We notice from that p(t)
is positive if the physical triad and the fiducial one are parallel, negative if antiparallel.
This means that its sign depends on our choice of the relative orientation of the two
frames (the physical triadic frame and the fiducial one). For the moment we don’t fix
their relative orientation and the sign of p remains unfixed.

Let’s see the relation between p and the physical volume V.

V= /Vd‘ga:\/&: /\}d%\/@a(t)g = Voa(t)?

Thus:
V= |p|2 (2.11)

Remark 1 : as we previously anticipated the tensorial structure of the Ashtekar-Babero
variables is totally embedded in fiducial tensors. This means that written in this form we
can study the evolution of these variables without looking at their tensorial structure.

Remark 2 : even if °q, describes a flat space not evolving in time, in general is not

written in a Cartesian frame: °q,, # da. However the choice of the fiducial frame is
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arbitrary at this stage, so we can choose an orthonormal frame:

o _a

OQab - 5ab — €= 5ai

From now on we work with this assumption.
Since the decoupling due to homogeneity between the time dependence and the tensorial
structure of the Ashtekar-Barbero variables we can consider directly ¢(t) and p(t) as

variables of our classical phase space. They define a symplectic structure:

{c(t),pl0)} = 57G7 2.12)

Let’s prove it.

We start from [1.16] Using [2.6] we have

(AL (2), B ()} = (Vo 2o,V b o) =
= ‘/(]_léiaébj\/%{Qp} — 87TG5ba6ij’7(53(f— y—»)

If now we integrate both members: [, d*z:

/ BarqVy 8.6 {e,p} = 87TG5ba5ij7/ d*x6° (T — 7))
% %

= 0'.0% {c,p} = 81G’ .0 iy
Contracting now the indices ¢ — a:
b b 8
30°;{c,p} =81G&;y = A{c,p} = gﬂ'G’}/

Then we consider a massless scalar field ¢ as source of the expansion, with conjugate
momentum Fy. As we said previously it has to share the symmetry of the metric solution.

The Poisson brakets for such field:

{0, P} =1

Consequently the total Hamiltonian constraint contains a matter contribution; if we

assume N = 1 (synchronous gage), the Hamiltonian constraint of our constrained system:

2

P
A/ ol +

_ ¢
O(N - 1) =C= Cgrav‘ + Cmatt. = W ~
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Where as we previously noticed V' = |p|% differently from V; is the physical volume of

the cell V and depends on t. Let’s verify the first term.

1 Fz bEaijk
C rav. — d3 ij e 2.14
grav 167G~ /v gk e (2.14)

We start from

And we assume . Firstly we notice that the choice °¢?, = §’, (independent on ¥ since
homogeneity) means that A and E in such frame are diagonal matrices, and: /°¢ = 1
since °q., = 0. Given that

det(E) = °q3p*Vy 2 = p*Vy 2
() ’ ’ (2.15)

‘ o
F'op = €A1 A%,

and substituting them in

Coprav. = _16%(%2 /v d3$€ijk€izm AlaAmbeEaijk _
= —ﬁw/Vdngijkeich(t)Qp(t)Q%‘QOelaoemb(leaj)(Oebk) _
= _mw;wgﬁvozeijwijk/vd?’x% =
= _87r§;7202p2%_2/vd3x£ _ _&TLng

This form for the Hamiltonian constraint even if elegant cannot be used as starting point
for the quantization of the model. This because in order to construct a well-defined
Hilbert space we have to smear the variables, and write such constraint in terms of
holonomies and smeared triads, as well as in the full theory.

So let’s look now at the smearing of the variables in this symmetrized model.

2.1.2 Holonomy-flux Algebra

In order to construct the classical holonomy-flux algebra we need to choose paths ~ for
the holonomies and surfaces S for the smearing of £%;. However, since the symmetry of
the solution we don’t need to consider all the possible edges and surfaces.

Let’s see this in detail starting from the connection A?,. Since homogeneity and isotropy,

we can smear the connection on a straight path contained in V), obtaining a representant
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of an equivalence class of states with generic graphs. In particular, given

; dx?
hy = Pea:p([yds/l GETZ-)
b

we can consider a straight path, and set it on the direction individuated by a given x°,

that is a coordinate of the fiducial frame:

hy = Pexp(/dbeiad—IbTi) = Pexp(/dmbAia(WbTi) = Pe:z:p(/dxb/libn)
v dx v v

1
with oriented fiducial lenght | = pu Vi®, u € (—o0, +00).
Now, using:

Aly = c(t)Vy 36

We have

h = Pexp(/dxbc(t)%_ééibn) = e:cp(/dxbc(t)%—il’éibn)
= exp (C(t)%_;"/oéw) = exp(c(t)um;)

Where in the first passage we removed the path ordering operator since cause homogeneity

® so on the point of the path on wich we evaluate it.

the integrand is independent on z

Remark : we notice that the subscript ¢ in A, is not a triadic index, but a label that

fixes the fiducial direction we choose for the holonomy. We can see this from the fact

that the holonomy is not an element of the algebra of SU(2), but is an element of SU(2)

itself so cannot have a non contracted triadic index.

As we see in a moment the Kinematical Hilbert space is independent on the SU(2)
1

representation we choose, so we can fix for simplicity j = 5. Thus we can rewrite the

holonomy in this way

c(t ; t t
hg”) = exp(lc( ;N%) = cos (%) 1- iaisin(c(;'u> = cos (%) 1+ 27}92’71(%)

(2.16)

The homogeneity and isotropy ansatz brings to the fact that non-straight paths don’t

carry more informations than the one we considered here. The state associated with such

link
1 uc(t)o;
D(hz(#))i/g = eazp<—wc( )UZ> (2.17)
af
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By the other side we can smear the densitized triad with the integral over a squared
surface; so we can consider: d?c = dx?dz®, which means we adapt the square to two of

the three axis of the fiducial coordinate system we use

b c
Ei(S) = [ n,B%d*c = eabcaiaiEaidalda2 = [ eugedxdztE%,
S S 80'1 80'2 S

Where the indices d, e are not summed over. Using the explicit expression for E:

wln

B(S) = p(OVy [ canedda® g8 = (0 s,
S
So
Ei(S)f' =pV, *Asy (2.18)

Where f? is a generic test function. Let’s observe that €;.dz’dz®f? describes the relative
orientation between f? and the surface and its sign depends on f once we fixed the surface.
In particular if f lies on the surface the whole result is 0. means that the flux is
fundamentally described by p(t).

What we need now is an algebra of variables to quantize. By a side we cannot use simply
¢, p since they are not smeared. By the other side is also unnecessary to use h, E since we
don’t need to look at the structure of a particular graph, since homogeneity and isotropy.
From we see that the time evolution of E;(S) is completely contained in p(t), and the
relation between F and p is linear. So we can think to use p in the place of E. Moreover

if we look at [2.17 and in particular at the matrix elements of the holonomies we notice

ipc(t)

that they are linear combinations of exponentials of kind emp(T), independently on

the j-representation we consider. This means that at the mathematical level the algebra

ipc(t)

generated by the holonomies is the same generated by e:vp(T). For this reason we can

use it as a variable for the quantization of our Minisuperspace. The importance of taking
emp(@) instead of ¢(t) is that the first one captures the degrees of freedom of A only
along a certain path with lenght pu, so is a non local variable.

Let’s proceed with the construction of the Poisson brakets between such variables. We

call N,(c) = exp(#). Thus

StG~y des"  idnG
:7r”yez:z7rfyuN

{Nu(c),p} T 7 5 Nu() (2.19)

Well, since N,(c) belongs to the configuration space, the algebra is closed.

Mimicking the procedure we described in the first chapter, we can proceed now to quantize

67



the theory. We start by describing the Kinematical structure.

2.1.3 Kinematical Hilbert space

Following as usual the Dirac procedure, we quantize the system. Before proceeding with
the calculations we want to notice an important fact: the system described by the vari-
ables N, and p is not a field theory, but a 1-particle theory in 1-D because the classical
phase space is not oo-dimensional (as in a field theory), but 2-dimensional. This is
uniquely due to the symmetrization of the model at the classical level, that brought the
system to be described by two variables ¢(t), p(t) instead of two fields A, E. Thus its
quantization follows the one of a quantum mechanical system, producing a strong sim-
plification.

To quantize the system we firstly need a basis for the Kinematical Hilbert space; it can
be proved that the states |;), which represent the quantum version of N,(c), span a space
of cylindrical functions that, embedded with the discrete scalar product (u|p') =6,/ is
an Hilbert space. So we can use {|u)} as a basis for the Kinematical Hilbert space of our
model, that we call Hgrqy..

This kind of quantization with a discrete inner product is called polymeric quantization
and is inequivalent to the one we usually use for 1-D systems in Quantum mechanics [19].
It is however necessary to mimick the structure of the full theory that is discontinuous:
in the full theory for example we cannot construct a variable that is canonically conju-
gated to the holonomy, since it should be (in the holonomy representation) a functional
derivative with respect to an object that is not continuous (the holonomy itself), and here
within this representation analogously we cannot construct a variable that is canonically
conjugated with N,,.

Well, promoting now p and N, to quantum operators, their action on our basis |u)

(2.20)
plu) = p(u) 1)
Where ,
Ayl
plp) = —= (2.21)
Let’s prove We start from the Dirac rule
[N,.p] = ih{N,,p} (2.22)
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Acting with both the members on |u) we have

—~ 4Gy = ArGy =
[N Bl i) = =h—=—p/N ) = (Nip=PN,) In) = —h——p/'N ) =
— = ArGy |, —
N,plp) = PN, |u) —h 1N, )
Using now the first relation of [2.20}
N 1247y
Pty = (vl + 5 ) (2.23)

that tells that the states |u), that are eigenstates of the operator p have eigenvalues

_ 12 4myp!

p(p) 3

Remark 1 : in principle instead of considering Nu as operator we can consider directly

the holonomy. This means
— 1 1
W) |y = §(|u + 41"y + | —p)) 1+ ;(Iu + ) = =)

That can be easily derived writing cos and sin in their exponential form. However as we
can see in each matrix element h acts as N v/ OT N_M/, so we can study directly the action
of N, L

Remark 2 : looking at the second relation of , we notice that |u) is eigenstate of the
operator p, but recalling we can construct immediately the volume operator V, and
obtain that |u) has to be eigenstate of V too. The action of the volume operator on the

state |u):

V) = (W;'M)?l% 1) = V(1) ) (2.24)

This means that modulo a constant | u|g is the physical volume of the cell V when the
Universe formally is in its quantum state |u).

Let’s notice a big difference between the spectrum of the volume operator in the full
theory, and the one here. The eigenvalues of V are a fized (infinite) subset of the real line
in the full theory. Here instead its eigenvalues are a infinite subset of the real line, but
with values unfixed, since 1 € (—o0, +00). In particular, it seems that the minimum of
such spectrum is 0 since |u| can assume arbitrary small values, which means in principle
that in this model we cannot avoid the singularity. We’ll see later that this is not the
case.

Let’s proceed now with the quantization of the massless scalar field.
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For the matter field we use the usual Schrodinger-like representation with ngS acting by mul-
tiplication and ]5¢ = —ih%. Both act on states defined on the Hilbert space: L?(R,d¢).

The whole Kinematical Hilbert space is
HKin = ngav & L2<R7 d(b)

Since as we previously said the classical Gauss and diffeo. constraints are identically 0

we can proceed directly with the quantization of the Hamiltonian constraint.

2.1.4 The classical Hamiltionian constraint and its quantization

In order to quantize the Hamiltonian constraint we follow the same procedure adopted
in the full theory. We start expressing the curvature tensor F' in terms of holonomies,
that have a well defined quantum counterpart. If in the full theory we considered a
small triangular loop to make the job, here we consider for simplicity a squared loop that
depends parametrically on the lenght of the edge: N‘/O% in the plane individuated by the
coordinates z°, 27; we can write:
hgti)j _ hgu)hgu)(hgu))—l(hgu))—l

Since the fundamental property of the holonomies: h,i3 = hohg. We notice that such
quantity is not trivially 1 since [7;, 7;] # 0. This holonomy encolses a fiducial area: Ag =
,u2VO%. For the holonomies we use for the constraint we consider the j = % representation,
for a physical reason that we’ll explain later. We only remark that such choice produces
a form for the constraint different from other choices.

2
If we write the curvature tensor in terms of i, and we send An = p?V> — 0, we obtain

L Vit
ab — -

o_i 0,] 29
AD—>0 AD € “ € b ( 5)
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Let’s prove it. We start with the expression of holonomies for edges with oriented lenght

l:,uVO%:

2.
3

he, = cos 1-+27;-

>
o
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V2

1_2Ti'
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We need now to multiply them. Recalling the following relation

1 1
§€ijk7k - 15@'

TiTj =
And renaming for simplicity: cos(%c) = (' and sm(%c) = S, we have:

hORY =102 — 16,87 + 2€¢5,m.S% + 27,08 + 21,08 =
— WK R = CPL 4 0S%1 + 21,50 + 4y OS2 =
— WP RY R TIRIT = G214 01 - 20832 + 1) + AC? e, (2.26)

Now, to recover [2.25 we have to assume p small, since A — 0. So we can expand

in powers of y, stopping at o(u?). We obtain
h(ml?j ~ L pe(t) epr" (2.27)

Now,

SN

Flopy =€, A ARy = €c(t)?Vy 267405, = e, PV (2.28)

Substituting in this:

W 1
FkUTk— lim —( Dij 3 )
Ap—0 ,UQV()g

Multiplying both members by °e?,°¢’,

h(#) -
Oelaoe]kaika = Fkaka hILlO A
Ag O

oezaoe]b
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Now we multiply both members by 7; and we make the trace

tr{[h%) — 1)n}

k e 1 ot 0,]
F ath(Tle) Alérilo AD “
And since tr(2%) = _%7
Fly = li gtr{[h(ﬂﬁ “UT 2.29
= Jim 2 1, 220

We notice that the direction individuated by the label [ has to be orthogonal with respect
to the ones individuated by ¢ and j. This limit is classically well defined. However as
we know from the full theory, the spectrum of the physical area is quantized, so at the
quantum level we cannot send Ag — 0, since this would bring the value of the physical
area to 0. For this reason, guided by a necessary reference to the full theory we have to
assume that our area Ag has a minimal value.

But how do we choose it? In order to answer to this question we have to make a parallelism
between LQG states and LQC states, since we need to use the the fact that the Area
operator in LQG has got a minimum eigenvalue. In LQC the physical area of a side of
the fiducial cell V is given simply by |p|. The LQC quantum state associated with such
area is |u(p)). Let’s ask now what is the associated LQG quantum state. The first ansatz
for such state is that if the Area operator associated with the area of a side of the fiducial
cell acts on it, it has to give a value equal to |p|. This means that some of the links of
the graph of such state have to puncture such area. The second ansatz is that it has to
be an homogeneous state on the area we are considering. In principle, in order to have
an homogeneous graph on such area it should have an infinite number of links, in such
a way that there is no empty space between them. This is however not possible, since
the resulting eigenvalue of the Area operator would be infinite. So we have to choose the
links that produce (each of them) the minimum possible value of the area, and we choose
for this purpose links carrying j = % spin. We choose for simplicity straight links for the
graph. Now we have to understand how many links we need in our graph to reproduce
the LQC state. In order to do this we remember that each link puncturing the area
carries a contribution to the spectrum of the area of 471'\/5’}/[]27 = A. This means that we

need N spins, with N such that

NATV3yL2 = |p| = NA (2.30)
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Thus we can divide our area in N squared plaquettes, each of them with physical area
471'\/3’7[1% and consider this one as the minimum value of the physical area (area evaluated
with the physical metric) associated with the fiducial area An (evaluated with the fiducial

metric). Calling the dimensionless fiducial area of such plaquettes ji?, we have
o 2
ADmin =u ng
2
Now, since the fiducial area of a side of the volume V is V*, we have
0,2 2
N V03 — %3
Thus > = . Substituting this inside we obtain
== (2.31)

This means that given |p|, we have to choose i such that p(t) = 5. So we have:

=

tr{[p® —1Jrky
phy— oW Z T s, (2.32)

vy

The relation [2.31] is called Improved dynamics in LQC literature.
We can write [2.32] in a more useful way for its quantization. To do this we use [2.26] and

we have

_2757"{[02(1 +C*H1—1-2CS3(27 + 7j) + 4C%S%¢,;m| 7"}
ﬁ2‘/‘0§

K . .
F ab — Oezaoejb

Now recalling that °e’, = §%,, and noticing that F has to have all the indices with different
values (this can be seen easily from [2.28)), from the property of the trace of the Pauli

matrices we have:

t ky oo t k
Fkab = — 8C2S2€ij17{T—l7;}062a06]b = —802526abk7{7—k7;} ==
IaQ‘/OS Ia2‘/03
4C2 52k sin?(2fic
IO Cab ek ( a ) (2.33)
F2Vy) F2Vy)

Well, the curvature operator F' is obtained by promoting [2.33| to a quantum operator.

As usual 7 inside F' is a generator of SU(2), and we fixed in the derivation the j =
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% representation for the holonomy along the squared plaquette, as well as for all the

holonomies we consider in this model.

There is however a problem in the quantization of [2.33t F',, contains A", and this

holonomy at the classical has the form N = exp(@) = exp(icét)« / ﬁ). In order to

promote F to an operator we need to promote N™, but differently from N® it contains
p, that is the value of a variable of the phase space. We can overcome such obstacle

through a geometrical consideration. For the operator N ()| we have:

—

ipc(t)

5 ) as a dragging for the state of the

Where 1 is a constant. So we can think at exp(

quantity p along the direction individuated by the vector field 8%,. In the same way we

—

can think at exp(@) as an operator that drags the state along 8%, of the quantity

f(p). For a generic state:

xp@”)w — eap (n%)wu)

This means that this operator acts on the state as: exp (u(u)% .

Let’s call 0, = fi0,. In this way the p-dependence is absorbed in v. Clearly, if 1/,
generates a shift of p/ along p, 0, generates a shift of 1 along v.

We can fix v with the following relation:
o(p) = (2mylpVA) sgn(p)lp|: (2.34)

Where for p here we mean the eigenvalue of p on the state |u), i.e.:

4rldry

5 (2.35)

p(p)

Let’s prove it. If we plug [2.35] inside [2.34}

3

42\ 2
v= (Tp> |2 sgn () (2my 13V A) !
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Now,

dv 3 (4nl\? 1 ani2y\: []p| 1
— == 2mylAV A) = — = =1/—=—
(Y - S () - B
This means that: %’f} = (), so:
du _
o= (% )0, = e,
The classical conjugated variable to v is b = % They satisfy
{b,v} =1 (2.36)

Well, in this new basis {|v)}, we have
(o] NE [v') = (olo/ +1)

And this operator in such basis acts as NP = ess. From now on we'll work in the new
basis {|v)}. Let’s see some features of such basis.
The action of p on |v):

Plv) = 2mylpVA)Ssgn(v)o] [v)

The states |v) also form an orthonormal basis for H .4y, SO
(vilvj) = b

Moreover the parameter v as well as p has a geometric interpretation: its absolute value

is proportional to the physical volume of the cell V; in fact:

V=1pl? ., Vlv)=2my2VA||v) (2.37)

— sin?(2fc
o - o, 20 (239
vy

Thus at this stage we quantized the curvature F' and we found a basis of its eigenstates

[v).

We can proceed with the quantization of the full Hamiltonian constraint, so the quanti-
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zation of

Eaijk — \% |p|5a 51)
aaE)] v
But this is a simple task, since the quantization of p is straightforward. Then the gravi-

tational part of the Hamiltonian constraint

aqmv.(N =1) —— 5V ]p sm2 (2f1c) (2.39)

167TG’)/

For the moment we don’t care about the operator ordering. We'll fix it later.
Let’s deal now with the matter part of the hamiltonian constraint. It can be proved that

the inverse of the volume can be written in the following way:

[}ﬂ ww’ (¢E@“¢WN NVWMQ (2.40)

Well, the matter Hamiltonian operator is given by

Corner = — 10 2 2 2.41
matter — 2 p| () ( . )

Where the operator % is written in abstract, while the conjugate momentum ]/3; in the field
representation. In this way we completed the construction of the quantum Hamiltonian

constraint:

~ ~

C = Cgrcw + ématter

Now we need to require that Cis a self-adjoint operator, in order to generate time
translations. Moreover we have to make a choice in the operator ordering. Several
possibilities have been studied in literature and we make the choice called sMMO (see

[24] for more details). Its two main features are

e Decoupling of zero-volume states

e Decoupling of states with |v < 0) from the ones |v > 0).

This means that if the hamiltonian acts on states of kind |v > 0)(Jv < 0)) will give in
general a combination of states with v > 0 (v < 0). The same holds for the zero-volume
states, with the peculiarity that it annihilates them.

The Hamiltonian constraint with this prescription:

1712 6 A, 172
- | = 2.42
¢ B](lww9+d%ﬂﬁ (2:42)
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Where Q) is defined as:

_3 — _3
Q= ﬁlzﬁ [(Na — Nsp)sgn(p) + sgn(p)(Noz — N_o)] Il
Now, since the decoupling of the states |v), we can study the different sectors of the
Hilbert space separately, and in particular since one of the three sectors is made only by
states with |[v = 0), we can neglect it. We can do this if we assume that nowadays the
Universe wavefunction has a contribution from the state |[v = 0) that zero or very small.
If so, since the time evolution generated by the Hamiltonian operator has to keep the
|lv = 0) part of the state untouched, it has to give at all times the same weight to the
Universe wavefunction, that is zero or very small. Thus we can directly remove such state
from the Kinematical Hilbert space, and consider the action of such quantum operators

on the geometric sector of the Hilbert space Hgypqv, defined as the Cauchy completion

(with respect to the inner product (v[v') = d,,) of the following

Cyls = span{|v); v € R/{0}}

With this prescription the Big Bang singularity is resolved already at the Kinematical
level, since the quantum states equivalent to the classical singularity are already removed
from the Kinematical Hilbert space (before looking at explicit solutions of .
Instead of working with we can consider its densitized version

-~

(117241 6 ~, 1o
_ |2 [ S Y 2
¢ [v] C{v} 167G2~ 2

o~ —2 ~
In this way both the operators Q* and P, commute with C, since

D=

%P, ] =0

The densitized constraint and the original one are equivalent, in the sense that their so-

lutions are bijectively related.
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2.1.5 Analysis of the Hamiltonian constraint operator
In order to find the physical solutions of the Minisuperspace we need to solve the following

B 3
8rGy?

~ 12
O+ 5P, | [9) =0 (2.43)

Since it is an eigenvalue problem as usual we need to find a common basis of eigenstates
~ —~2

of O and P, . Let’s look at these operators more in detail.

Pj is self-adjoint with a double degenerate continuum spectrum, and its eigenfunctions in

the basis |¢) are planewaves e*'"1¢ with eigenvalues (Av)?. We can use such planewaves

as basis for the eigenstates of P;. We notice that we can write a generic solution of

as

¥) =) @4)

With [Q) @ |¢) € Hgraw @ L*(R, d9).
~ —~2
This because the operator is separable (2% and P; commute). Let’s look now at the

cigenstates of 2.

Superselection sectors

The action of Q2 on the states lv) of the kinematical sector Hpqy is

QD |v) = —f1 () (v +2) [o+4) + [f2(0) + f-©)°] [0) = f-(0)f-(v = 2) [0 — 4) (2.44)

where
13
felv) = —= Vv £2[y/vls+(v)
with
s+ = sgn(v £ 2) 4 sgn(v)
As we previously anticipated, |v) states are nor annihilated by 02 neither its eigenstates

in general.

From we notice that Q2 is a difference operator of step 4. We also notice that

f-)f-(v=2)=0, if ve(0,4]
f+(U)f+(U+2) :07 Zf v e [_470)
This means that if we have a state of kind: |v =€), with ¢ € (0,4] the operator relates

it with |[v = € 4 4); it relates |[v = ¢ +4) with |v = ¢ + 8) and |v = €), and so on. By the
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other side, it relates |[v = —¢) with |[v = —e —4) , |[v = —¢ — 4) with |v = — — 8) and
|lv = —¢e)... As we anticipated it creates two distinct sectors of the Hilbert space spanned
by |v): the one containing states with positive v, and the one with negative v. Moreover
it relates the v's of the two sectors between themselves. More formally 02 relates lv)’ s

with support in a particular semilattice of step four of the form:
LE={v=+(e+4n), n€ N} , €€ (0,4]

Then 2 is well defined in any of the Hilbert subspaces HZ obtained as the completion
of the respective domains

Cylz = span{|v), v e L}

With respect to the discrete inner product. So Hg.q, can be written as

Horaw = P (HT O H)
The action of the Hamiltonian constraint and that of the physical observables (as we’ll

see) preserve the spaces

HE @ L*(R, do)

that are called Superselection sectors. This means that instead of looking at the whole
Hyraw @ L*(R, dg) we can restrict our analysis to these spaces, for given e € (0, 4].

The difference between our prescription sM MO and other ones is that if here the sectors
have support contained in semiaxis of the real line, the other ones in the whole real line.
It can be proved that 0%is a self-adjoint and positive operator within sM MO prescrip-

tion.

Eigenfunctions of (2

As we said many times |v) is not in general eigenstate of 02, Let’s denote with

5) = D &(v) o) (2.45)

velt

the eigenstates of 02 corresponding to the eigenvalue A € [0, 4+00).
It can be proved that for each A there is a unique set of associated weights e5(v). In other

words the spectrum of 02 is non-degenerate.
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We can fix the complex norm of |e5) by requiring that
(eXles) = 6(A = X)
In this basis, the resolution of the identity reads

1= / aA|e5) (5]
R+

That clearly holds for the Kinematical Hilbert space H7.

The behaviour of such eigenfunctions (vle5), in the limit v — 400 (so the classical limit)
will allow us to understand the relation between the Loop-quantization of this symmetric
model and its Wheeler-De Witt quantization. Before looking at the explicit form of e5(v),
we recall the Wheeler-DeWitt result.

In the Wheeler-DeWitt theory the analog of 02 is given by

R 2
Q%,de = —% [1 + 400, + 4(v@v)2]

With « a prefactor. It is a well-defined operator on L*(R,dv); it is self-adjoint and
its spectrum is continuous with double degeneracy. Its eigenfunctions corresponding to

A € [0, 400), labelled with w = £v/A € R (double degeneracy), are

@ (o) 1 ( , ln|v|)
e V) = ———eap| —iw
waw V2malv| a

and provide an orthonormal basis for L*(R, dv)

<€UIdeW|€UIjI;dW> =6(w— W/)

Let’s compare such solutions with [2.45]

It can be proved that given an eigenfunction of 02

ex(€)
es(e+4)
es(e +8)
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The components with large v behave in this way
& T e Ve (v) + e ey ()}
Where r is a normalization factor, and the phase ¢.(w):
¢e(w) = T(jw]) + e + Re(|wl])
With ¢, a constant and R.(|w|) such that

lim R.(|Jw|]) =0
w—0

Thus we have that the components (v|e5) are ~ the solutions of WdW for large v. This
means that the two theories are in strong agreement in the classical limit.
Physical Hilbert space

Now we can construct an explicit solution for the Hamiltonian quantum constraint [2.43]

There are different approaches to solve this equation, and all of them give the same result:

V(v ¢) = /0 - NS (0) [ (M) NP + ) (N)e™N] =y (v, ¢) + ¥° (v,¢)  (2.46)

[ 3A
N =,/—— 2.4

and where ¢, are fixed by the initial datum. We notice that both the geometric and

where

scalar part of this solution are combinations of all the possible eigenfunctions respectively
of 02 and ﬁg Here a sort of superposition principle holds, and this is due to the fact
that if |¢), [¢)") are solutions of the Hamiltonian constraint, the same holds for their sum.
This solution is clearly written in the basis {|v) ® |¢)}.

The relation is fixed by requiring C |ty = 0. The physical inner product

Wl = [ " AN )Tas V) + 5 () (V)]
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2.1.6 Problem of time and Physical observables

As we know from classical General Relativity in the Ashtekar-Barbero formulation phys-

ical solutions live on the constraint surface

In particular the physical evolution is generated by the Hamiltonian, that is given by
the sum of (constraints) - (lagrange multipliers), since the system is generally covariant.
As we said many times the same object, the Hamiltonian, generates also gauge trans-
formations in the time direction, producing what we technically call gauge orbits on the
constraint surface in which physical solutions live. To the same gauge orbit belong dif-
ferent configurations of the field (classically speaking) that represent the same physical
solution written in different coordinate systems (in the passive interpretation of the dif-
feomorphisms). This means that each physical evolution in the constraint surface can be
mimicked by a gauge transformation in the same direction, and we call with "problem
of time" this ambiguity. A way to solve this problem is through the gauge fixing of the
solution after quantization, and we do it considering as Time the mean value of an oper-
ator on physical states. In the model we are studying a natural choice is fixing <¢A>> =t
we consider the mean value of the scalar field operator qg as a clock in our Universe,
and only an its variation can be seen as a time variation. This gauge-fixing procedure is
called Time after Quantization. Let’s describe in this setup the time evolution of physical
states.

First of all we consider separately positive and negative frequency states. Then, fixing

the initial datum (v, ¢9) we write its unitary evolution:

Vi(v,¢) = Us(d — ¢o)L(v, ¢o)

Where
3

_ - L2
Uslo = on) = eap| i\ | 1o

P2 (p - dm)]

Is the quantum time evolution operator if we fix time before quantization.
In this way we can define Dirac observables, that at the classical level we recall that

are defined as quantities that Poisson-commute with all the first class constraints on the
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constraint surface.

Let’s start with v. Classically we know that v() is not a constant of motion, so it cannot
be a Dirac observable, since has non vanishing Poisson brakets with the Hamiltonian, the
generator of time evolution. However, if we look at v(¢)| =0 after the gauge fixing, it
can be treated as a Dirac observable. This because at ¢ = ¢, fixed, the quantity v(¢)
doesn’t evolve in time. This quantity classically measures the volume at time ¢.

The quantum analog of the observable v(¢y) is

@‘%W(Ua ¢) =U (¢ — ¢o) [vwi(v, ¢0)} +U_(¢ — ¢0) [vwi(v, ¢0)} (2.48)

Let’s analyze the previous equation. Given 9°(v, ¢) the action of this operator on such

state is

1. Decomposing the solution in its positive and negative components.

2. Freezing them at the initial time ¢ = ¢y.

3. Multiplying 1S by v, that is physically the volume at time ¢.

4. Evolving them through U.

We notice that ﬁ‘ » preserves not only the superselection sectors, but also the subspaces
of positive and negative frequencies. Thus any of these subspaces (positive or negative
frequency) provide an irreducible representation of he observable algebra, and the analysis
can be restricted to the positive frequency sector.

The operator ﬁ‘ s allows to analyze the physical results during their evolution. We’ll do
it for semiclassical states. In the next section we look at the qualitative behaviour of the

solution at the Planck scale, and compare it with the WdW behaviour.

2.1.7 Resolution of the singularity: the Quantum Bounce

In the classical theory, when the volume of the Universe vanishes (¢ — 0), the energy
density diverges, leading to a physical singularity. In the Wheeler-DeWitt theory, making
the gauge fixing choice ¢ = t, if we start with a solution that at ¢ = ¢ is sharply peaked

on a certain value v = v*, and we look at the time evolution of such state, we obtain that
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the wavefunction Yy qaw (v, @) is peaked on the classical trajectory

1 |v]

for each time, and in particular in the Planck regime, until the physical singularity.
In this sense the WdW theory doesn’t resolve the singularity problem. The behaviour
described by is what we expect from a quantum solution only in the epoch for
which the energy density of the Universe is much smaller than the Planck density (the
semiclassical regime). In fact in such regime the wavefunction is peaked on the classical
value, and for the Ehrenfest theorem we have < ¥ >~ v at each time. The behaviour
described by is correctly shared by the Loop-solution in the semiclassical regime,
as we previously anticipated. What drastically changes in this Minisuperspace of Loop
Quantum Cosmology is the behaviour of the solution at the Planck scale. The peak in
the volume of our LQC solution starts to diverge from the classical value when we get
closer the Planck regime (backward in time). In particular, the mean value of ¥ on a
generic state (that we can assume for simplicity with positive frequency) when ¢ — 0
doesn’t reach v‘ 5= 0 but stops at a certain v,,;, and then starts to enlarge.

This is the qualitative behaviour of the solutions in our Minisuperspace at the Planck
scale, and is completely independent on the initial datum (vo, ¢y).

To fix ideas we can consider a physical profile for the initial datum given by a logarithmical

) = et e - BT

So the total wavefunction for positive frequency modes

normal distribution

55

O

[ln(%)} ] } € (,U)eiu()\)¢>

+00
U(v, 9)] :/0 d)\(%)—meﬂfp{ T 1?

where A and o are linked to <73;) and AI/D; by the relations

_ 2 AP,
(Py) = V12nGAoe™ 7 =2 = e? —1
(Ps)
For this kind of initial datum, we show the numerical plot made by J.Olmedo in fig.
2.1} Tt is shown the LQC solution compared with the classical one, for an expanding

and contracting FRW solution [9]. We show in particular the expectation value v = ()

with respect to ¢. As we can see from the plot the LQC solution reaches a minimum in
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Figure 2.1

volume that can be interpreted as a bridge from a contracting branch of the Universe to
an expanding one.

We notice from the plot that the bounce occurs for v ~ 400, that means Vaounce >> [3.
The fact that the wavefunctions doesn’t reach the Planck volume doesn’t mean that at
each time it is outside the Planck regime. In fact if we plot the energy density p of the
scalar field in terms of ¢ we obtain that at the bounce ppounce ~ perit, Where pe.ip = ﬁ.
If one assumes v =~ 0.238, usually used in LQC literature and that comes from the
computation of non-rotating black holes isolated horizons, then p..;; ~ 0.41pp, and it is
coherent with what we expect for the energy density scale at which such phenomenon
arises. Moreover it doesn’t mean that the Universe doesn’t reach the Planck volume at
all. It means simply that if we start at the initial time with a wavefunction peaked on a
large-volume state, it never reaches the Planck volume. To better understand this point
we have to remember that we constructed our quantum theory starting from the classical
formulation in terms of Ashtekar-Barbero variables, in which we fixed a certain value
of the fiducial cell V. The freedom in this choice as we previously said comes from the
homogeneity of the model. Taking in the quantum theory an initial state with large V
means choosing for such state a large fiducial cell V. Thus the time evolution of such
wavefunction doesn’t represent the time evolution of the entire Universe. It represents
instead the time evolution of a state that contains a certain number (large) of degrees
of freedom of the gravitational field. If by the other side we start with a sharply-peaked
initial state with small volume V', so we consider a small fiducial cell V, the evolution of
such state will be completely different (and more complicate) than the one shown in the

plot, and it reaches at a certain point of the evolution the Planck volume with a density
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that can be different from p..; (usually a bit smaller) but that has p..;; as upper bound.
There are plots that we don’t show here that confirm this statement.

This means that in the deep Planck regime (ppounce ~ perit) the solution bounces, but
the minimum volume it reaches depends on the portion of Universe we are considering.
The apparent ambiguity of the different values Vgyunee comes from the fact that as we
previously said in this model the volume of the Universe is at each time really infinite,
also at the bounce, and what we can study is how finite portions of such Universe evolve
and behave at the bounce.

As we can also see from the plot, near the bounce the expectation value approaches the
classical one very rapidly, so that once we go away from the Planck region the semiclassical
limit of the theory agrees with the classical £ = 0 FRW as desired.

We conclude this section showing another plot [17] of the solution of such Minisuperspace

(fig. where on the z axis we have the modulus square of the wavefunction, while in the

Figure 2.2

x and y axis respectively the eigenvalue of the volume and the time ¢. Different colours
describe the different values of |¢)|?, and for clarity of visualization are represented only
if 1|2 > 1074, The plot is performed with the following data: ¢ = 2, (P,) = 5 - 10° and
APy

s
introducing a powerful but approximate technique used in Loop Quantum Cosmology,

0.025. After this qualitative description of such numerical solutions we proceed now

and in particular in this Minisuperspace, that allows to describe well the dynamics of
the solution for some particular initial states without solving analytically [2.43] Such
technique brings to the so called effective dynamics of LQC.
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2.1.8 Effective dynamics for flat FRW

The effective dynamics is a poweful tool that allows to study the solution of a model in
LQC in an approximate but very accurate way, and is based on the analysis of the action of
the quantum Hamiltonian constraint on large-volume states that are at each time sharply
peaked on classical values of physical observables. We'll see in the next paragraph what
does this assumption of sharply peaked states physically means. The equation of motion
that arises from this approach is the classical Friedmann equation modified with quantum
corrections, and are derived with the assumption that quantum fluctuations on such
sharply peaked states are small. We start by considering the quantum Hamiltonian

constraint we constructed in the previous paragraph

~ 6 = 11 ~2

C=——F—F—— sin?(2fc) + - — 2.50
s Vs (i) + 5 5P (2.50)
To reach the effective Hamiltonian constraint we evaluate such operator on states [1g¢)
peaked at each time on some point of the phase space (b, v). If we assume that the volume
V of such state is large enough at each time (V' >> (% v >> 1), in such a way that the

inverse volume corrections are negligible, we obtain:

~ 6 sin(jic)? 3
c — Clpp o~ — V/ 2.51
(¥scl Clse) 1. 167G 2 Ip| 2 + Ipl2p (2.51)
With
_ (2.52)
7 2P |

the energy density of the massless scalar field ¢.
Remark: the assumption V >> [3, means that we are considering physical states gov-
erned by the effective Hamiltonian constraint that at each time have a large volume.
We notice that it is coherent with what we found in the plot of the numerical solution of
the exact equations.

We notice also that to reach the effective Hamiltonian we don’t need to care about the
operator ordering in the quantum Hamiltonian constraint. This because we study its ac-
tion on sharply-peaked states, and this makes the operator ordering we choose irrelevant.
Well, firstly we notice that in the classical limit, so ic — 0

6 Py

. 6 ) B
(Vscl Clyse) — 167G Iplc” + 5

Cclassic (253)
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we recover the classical Hamiltonian constraint, as we expect.
In general the evolution of semiclassical states outside the semiclassical regime produce
fluctuations that bring quantum corrections to [2.51] More we get off the semiclassical

limit, larger such corrections are. This means that in principle

6 sin(jic)* 3
- V. =0 2.54

doesn’t hold at any times for physical states, and in particular approaching the Planck
regime. Let’s suppose for the moment however that these quantum fluctuations are
negligible at each time. From we can construct Hamilton equations of motion. The

one for the densitized triad, described by p, gives the Hubble parameter

sin(2fic)

H= .
29V’

(2.55)

As we did for the Hamiltonian constraint, we can check the robustness of our procedure

taking the classical limit: ;i — 0, then
H— Y
a

We want to write [2.54] in terms of 2.55] We start by writing

sin?(2jic)

. (2.56)

sin®(fic) = sin*(fic) + sin®(fic)cos®(fic) = sin*(fic) +
We write the first term using [2.54] in terms of p, and we plug [2.55 in the second one

. (167TG|19|/)/L272
sin®(fc) = —

2
2

) + H*y?a* iV (2.57)

Plugging the previous result inside [2.54] we obtain

6 (167G|plpin?\° 6H2a>
_<M> _SH  erGlplp =0 —

72 6 ‘/0%
8 87Glplp®y*\ 8 p
—H?=—rGp(1—- 5 L) = 2rgp(1— 2.58
3" ,0( 3 3" 7 Perit. (258)
with
3 3

Perit. = 87 G|p|p?v? - 8rGY2A
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is called critical density, and is constant.

Thus
H? = %p(l S ) (2.59)

As we can see explicitally in [2.59] also in the effective dynamics we avoid the singularity:

when the energy density of the scalar field reaches the critical value p = pe.i. ( H = 0), the
Universe stops to contract, bounces and starts to expand. Thus the bouncing behaviour
of the numerical simulation is confirmed by the effective dynamics.

The solution of is a sharply peaked state on a trajectory that initially coincides with
the classical one (contracting Universe with & = 0) going toward decreasing values of v; at
a certain point it starts to diverge from the classical trajectory and instead of collapsing
in a singularity it reaches a minimum in the value v of the phase space corresponding
to a maximum in the energy density of the scalar field p..;., and then symmetrically
starts to re-expand. In the expanding phase, at late times matches the classical solution
of an expanding Universe (k = 0). Moreover the volume Vj,yune reached by the solution
as we’ll show in the next paragraph is much larger than the Planck volume, coherently
with the ansatz we assumed to build the effective Hamiltonian. The divergence from the
classical behaviour is due to the presence of quantum corrections at the leading order in
the effective Hamiltonian, in particular the dependence of the constraint from ¢ through
the holonomy. It can be shown that the effective solutions reproduce extremely well the
numerical simulations for the same sharply-peaked initial states. We have to ask why
this happens, since even if also the volume of the numerical solution doesn’t reach the
Planck volume, the energy density does and we should expect that quantum corrections
to [2.51] arise in the Planck regime, so that the effective results should diverge from the
numerical ones. The accuracy of the effective equations show that also the numerical
(thus the exact) solution for such sharply peaked large-volume initial states is unaffected
by quantum fluctuations, even if it reaches the Planck regime. In the next paragraph

we’ll give a mathematical proof and a physical interpretation of the previous statement.

2.1.9 Accuracy of the effective equations for the FRW Minisu-

perspace

In this section we show why the effective equations we built in the FRW Minisuperpace
are accurate, and represent well the physical dynamics of sharply peaked large-volume

quantum states also in the Planckian regime, where we expect that quantum corrections
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become relevant. We'll prove that the explaination of this lies in the fact that for sharply
peaked states of this model the Heisemberg uncertainty relations can be made arbitrarily
small at each time. This means that quantum fluctuations for such states never become
important, also in the Planckian regime, and the equation [2.59| that governs their motion
doesn’t acquire h-corrections in such regime.

Let’s start looking at fluctuations in the Wheeler-DeWitt theory. We can consider as

classical phase space variables the following

Al = &(1)6E = ~a(t)d:
L= 200, = va(t), 2.60)
Eg = p(t)6¢ = a(t)0;

7

where me made the same choices of the previous analysis for the fiducial triad and cotriad
(°e?; = 0%) and for the lapse (N = 1) , while a different choice for the definition of ¢

and p: we absorbed the powers of Vj inside them. The relations with the variables ¢, p:

wln

_1 _ ) .
c=cVy ®, p=pV, * . We also assumed that sgn(p) = 1, that means €, and °e’, parallel.

With this choice the symplectic structure becomes

831Gy

{e@®).p(t)} = 3V (2.61)

We notice here, even if we don’t prove it explicitally that the dynamics as before is
not affected by the choice of the fiducial cell, since with this choice appear a factor
Vo in the classical hamiltonian constraint 2.13] in such a way that the Poisson brakets
between a variable and the constraint produce terms Vy-independent. Let’s apply the

Dirac quantization program and promote the relation [2.61] to its quantum version

~ 87TG}_L’}/
= 2.62
25] =i 262
Using now the Robertson inequality for two observables:
1, o~ ~
AAAB > 5\([A,B]>| (2.63)
on a generic state 1)) we obtain
. _ AnGhy
AcAp > 2.64
AP > — (2.64)
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Where we notice the dependence at the denominator from V. This means that the
choice of the fiducial cell V, and its correspondent fiducial volume affects the quantum
states. In fact if now we send Vj — 400, the product of the uncertanties has 0 as lower
bound. In this case, we can have at all times states arbitrarily peaked both in the p
and ¢ variables. We can produce the same considerations to states in LQC, and this
explains why the effective equations are so accurate: the uncertainties for peaked states
don’t spread necessarily during time evolution, and in particular near the bounce. Let’s
follow now the same argument in the LQC case. In order to do it is convenient to make

a change of variables with respect to the usual ones

b=

V:

(2.65)

=]} |
S Sl

Where we notice here that V is not the physical volume of the fiducial cell V, since p

doesn’t contain Vj anymore. We called it V to distinguish it from the physical volume

V=WV.

Their Poisson brakets
A Gry

Vo

{8,V}= (2.66)

The proof of the previous relation is straightforward: we start from and we have

In order to Loop-quantize this model we introduce as before the holonomy, so the smearing

of the Ashtekar connection along a straight path: exp(iAj3).

Here we consider directly an holonomy with minimum physical lenght v/A: \ = VO% fN/p =
Vv/A . This choice implements authomatically the improved dynamics prescription when
we use such holonomy for the Hamiltonian constraint.With these variables in hand we
can quantize the classical phase space. Let’s construct the commutator between them.

Recalling the Dirac quantization rule

[e@)\), \ﬁ/] = ih{e:vp@, \7} (2.68)
Now,
{exp(iBN), f/} = 47TG7636]9(2’B)\)M (2.69)



Thus

—— 2 4Gy

lezp(iBX), V] = —h ¢ion (2.70)

0
As usual we can construct a basis {|V)} for the Kinematical Hilbert space, with (V;|V3) =

0y,7,- The action of the operators V and exp(ilf) on such basis

V7Y =V [V (2.71)
Ar Gy

exp(iAB) V) =V + =

) (2.72)

we can easily recover the second result using and [2.71}

i 8 dnGry— -
[eap(BN), V] V) = -h 2G| 7) =
0

v

—

s capNV |7 — Veap(ipn) [T7) = —h2C

0
4mhG —_ -
i ”)exp(zm )
0

Leap(iBN) V) =

— Veapan|7) = (74

which means
ra ArGhyA

exp(iAB) |V) = |V )

In these variables the effective Hamiltonian constraint of the system, written in terms of

holonomies of minimal physical lenght A = V/A is:

3V,V

(sol C [sc) ~
with the usual Improved dynamics prescription implemented to define the curvature ten-
sor F' at the quantum level. As before we neglect the inverse volume corrections in the
matter term, assuming large V. We notice that is written in different variables,
and the same for its classical limit. Let’s look at the matter term. In this section we
generalize the source of the gravitational field to a scalar field ¢ considered as perfect
fluid with a constant equation of state. The continuity equation of the perfect fluid in

quantum average coincides with the classical one for this effective theory

dp 1dV
- =0 2.74
a Tty (2.74)
And the equation of state
p=wp (2.75)

92



with —1 < w <1 constant. This means

Po
= 2.76
& 270
with 0 <n < 2. In fact, from the continuity equation
dp 1 dp 3
1 =0 = —=—-—(1 d 2.77
Lol +w)i L = = (1+w)da (2.77)
And integrating both the members
_ P
p= Tt (2.78)

If we call n = 1+ w we recover [2.76, We notice that p and py are independent on Vj.

If now we evaluate the product between the uncertainties AVA(%A’\B)) we have

ATA (sing\)\ﬁ))

QWGF”] (cos(\B))| (2.79)

In order to prove it we need to use [2.63, and in particular evaluate its right-hand side

applied to this specific case:

e
57 O, _ [, o) jMM = i) 50

Where in the last passage we used 2.70f With this relation in hand we can evaluate,
at fixed Vj when the fluctuations of V and M for the semiclassical state become
important. By the other side from the Hamiltonian constraint we can derive what is the
V of the semiclassical state for which the bounce happens, and we can compare these two

values. To do this we need the equation of motion for V. We can use the Heisemberg

formula
Vi
- 2.81
= 1E.7] 2.81)
with C given by R
~ 3VVy sin(AB3) sin(\3) =
= — 2.82
C= "5 G (282)

93



Thus we have

i S i 3V0Xﬁ/ sm) sm@ S 3Z'Vo‘/~} Sm) Sm) o
RVl _ﬁ{_&rGyQ ) A ’V} __87TG72h[ ) ) ’V}
30V ([sin08) 5]sin(B)) | sin(AB) [sin(3) o
1 e e e et
=37 (e ) (2.85)

If we evaluate such relation as average on semiclassical states we obtain finally

V. dV 3V
<%> == V—ACOS(AB)Sin()\ﬂ) (2.84)

We notice that we can obtain the same result if we evaluate the classical Poisson brakets
between the Hamiltonian constraint m and V, so the Hamilton equations for V, since
we are considering averages on sharply-peaked states.

Let’s solve [2.84] We firstly square it, and then we plug the Hamiltonian constraint 2.73]
We have

(ﬂ) ad sin?(\B)cos*(\B) = ad sin®(AB)[1 — sin®*(\B)] =

dt :72)\2 72)\2
247GV ?po (-~
_ 247GV (V” _ ﬂ) (2.85)
V2n Perit
Where pg.i = m. Now we square both the members and we integrate
dv - v 2 ( po>%
. —dl = —(V"— =t—t) =
Ar Gy [V — L2 ny/ 247 Gpo Perit
1
— (f/“ - ﬂ) = n26mGpo(t — ty)? — (2.86)
Perit
— V()= <67er0n2(t —t0)? + Po )n (2.87)
Perit

i - 1
in the derivation we assumed 4- > 0, and that V (ty) = (pp O_t) ". The minimum of this

- 1
function is for V(t) = (‘%) ", that means ¢ = ¢;,. Clearly we obtain the same result if

we choose a different initial datum. Thus we have

%ounce - < Po )n (288)

Perit

-
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We notice that \Zwunce is independent on the fiducial volume V4.
Now we have to determine for what value of V the fluctuations become important, and
compare it with the result we obtained for the bounce.

From the Hamiltonian constraint [2.73| we have

sin(A\G) po 1

A Perit ‘7%

(2.89)

Now, using the following relation

Al(f(2))] ~ A@)]0:f (2)] (2.90)

valid for small A(z), we have

sin(AB)\ _ n [po AV
A( : )‘m\/ pe VEH (2.91)

Assuming now that the relation [2.79|is nearly saturated we obtain

(72
AVZ _ dnGRA /%]cos()\ﬁ)] (2.92)
0

Vi3t Von

From the previous one we see that the quantum fluctuations in volume become important

(V ~ AV) for:

~ ArGhy\  [p. =
Vi = | T [ cos(0)| (2:93)

If we compare with we notice that for large Vj: %Ounce >> \N/qf. This proves
the correctness of the expansion and the fact that the equation [2.84] valid only for
semiclassical states, holds at each time, in particular near the bounce point. If we perform
an analogous calculation for sin(A3) we obtain a similar result.

We notice from that for n = 2 (w = 1) this relation is meaningless. However in
such case we can conclude at the previous step that does not exist a value ‘N/q ¢ for which
quantum fluctuations become important, since for n = 2 we have that the ratio %‘7 goes
to 0 for Vo — +o0.

By the other side we notice that for small Vj, or for states that are not sharply peaked, the
effective equations fail. Summarizing, we proved that for the flat FRW Minisuperspace
of LQC the effective equations work well not only in the semiclassical regime, but also in
the deep Planck regime. This is due to the fact that the fluctuations of sharply peaked

states can be taken arbitrarily small at each time, since they are parametrized with 1},
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that can be taken arbitrarily large. Exactly the same holds for the WAW Minisuperspace.
The question that arises naturally from such conclusion is the following: does a quantum

theory without quantum fluctuations of the observables make sense?

Physical interpretation of sharply-peaked states at each time

A quantum theory that predicts states sharply-peaked at each time sounds like a prob-
lematic theory, since the presence of quantum fluctuations usually allow to distinguish
between the classical and the quantum behaviour of a system. In order to understand
why this result is instead natural let’s look at an example. Let’s consider a system of N
atoms with unit mass. Each of them can be described by the usual variables of the phase
space x; and p;, satisfying at the quantum level the commutation relation [Z;, p;] = ihd;;.
Let’s look now at the centre of mass of such system. We define as usual the position of

the centre of mass and the momentum as

X == 2.94
< (294)
P=Y"p (2.95)
Their canonical commutation relations
~ o~ ih
X, Pl =— 2.96
X, P = (2.96)

and from the previous one we notice that even if we are looking at quantum non-
commutating observables, for N — +oco their commutator vanish. The same for the
product of their relative uncertainties. So even if the position and momentum of the sin-
gle atoms are subjected to quantum fluctuations, their average is blind to them. Moreover
we are convinced that even if the centre of mass of such system behaves classically, the
system continues to be quantum.

Exactly the same happens for our LQC minisuperspace. We recall in fact that we built
our theory starting from a classical reduced phase space, in which we considered only
the homogeneous and isotropic degrees of freedom of our fields A, E. We can see them
as averages of the local variables, or better averages of the values of the fields made on
different space points. So the fact that there are no fluctuations for our states at each
time, doesn’t imply that there are no quantum fluctuations for such fields at all. It simply

means that the variables 8 and V are blind to these at the quantum level, as well as the
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centre of mass for the N-atom system. The theory with a fixed fiducial cell V describes
the evolution of the modes of the field of size V), and not all the other ones. Since we are
interested in the dynamics of the large-scale structure of the Universe, we correctly take
the Vy — +oo limit. If instead we are interested to what happens locally at each time,
we have to choose V[ small, in such a way that the quantum fluctuations are captured,
and the evolution of the observables cannot be described by the effective equations.

For further details see [18] This concludes our analysis of such Minisuperspace of LQC.
Let’s proceed now with the Loop quantization of homogeneous (but not isotropic) cos-

mologies.

2.2 Bianchi-I Universe

In the previous section we loop-quantized homogeneous and isotropic cosmologies (FRW).
Here we want to relax the symmetry assumptions and quantize a solution still homoge-
neous, but not isotropic. In this section we follow mainly [12]. At the classical level
the homogeneous Universes are called Bianchi, and are not only three as in the FRW
case (k = 0,£1) but many more, labelled with latin numbers I, ILIIL,... Let’s describe
the difference between them. For generic homogeneous metrics we have three space-like

Killing vectors that satisfy the following algebra:

[X1,X2} = —aXs +n3X3
[Xz,Xs} =mXy
[Xg,Xl} = (IX3 + n2X2

Where nq,n9,n3,a are the structure constants of the algebra. The set of constants de-
termines uniquely the Bianchi model. In this section we concentrate on the simplest
Bianchi Universe, that is the Bianchi I: it has all the structure constants equal to 0, and

this means that the algebra generated by the Killing vectors is abelian:

[Xl,XQ] == O
[ X5, X3] =0
[Xl,Xg] — 0
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In the classical ADM formulation, the line element of such model written in cartesian

coordinates (t, 7):
ds® = —N?dt? + au(t)2dz® + ai(t)dyz +a2(t)d2? (2.97)

Where N is the usual lapse function while a,(t), a,(t), a.(t) are called directional scale factors
and are the dynamical variables of the theory. As we notice from the metric is ho-
mogeneous, since the components don’t depend on x, y, z but anisotropic, since we have

different scale factors for different directions. We can recognize from [2.97] istantly the

0

three Killing vectors of such metric: {a%’ a%’ 5.0

We notice also that if we make a rescaling:

b — 2ol

a; — aia;l

the line element is invariant. This rescale freedom means that at the classical level a;(t)

Z?((f,)) can be measured. We are in the same situation
a(t)

of the FRW, where for the same reason only ) is an observable.

An important difference between FRW (k = 0) and this model is that the first one has a

are not observables: only the ratios

trivial dynamics in vacuum, while the second not. In fact, the Friedmann equations for
a perfect fluid:
@\2 s
(2) =%5Gp
&= —37G(p+3p)

and in absence of a source (p =p = 0):

(3) =0

t-0

That means ¢ = 0, & = 0, with the trivial solution a(t) = const., so the Minkowski
space-time. By the other side the Bianchi I solution for an empty Universe (called also
Kasner solution) is not Minkowski but describes a Universe with two expanding scale
factors and the third contracting, or vice versa. So, even if we could in principle quantize
this model in vacuum obtaining a non trivial Minisuperspace we’ll do it in presence of a
source.

A physical interesting property of this model is that for ¢ = const. describes a 3-D flat
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space, in the sense that it has zero curvature, but expands anisotropically.
In order to Loop-quantize the system let’s proceed with the classical formulation in terms

of the Ashtekar-Barbero variables.

2.2.1 Classical phase space and the Hamiltonian constraint

As we can see from the spatial part of the manifold is not compact, similarly to FRW
with £ = 0, —1, differently from the case k = 1. For this reason we have to restrict our
analysis to a fiducial cell V. The homogeneity of the space guarantees that the analysis
made on V is representative of the whole space.

We choose V in a convenient way, so that its edges lie along the fixed coordinate axis z'.

As in the FRW case is useful to fix a fiducial flat metric °q,, with line element
ds® = °q,dx"dax®

that doesn’t evolve in time. As in the previous section we denote by °q the determinant
of such metric, by L; the lenghts of the three edges of V as measured with °q,, and by
Vo = L1 Ly L5 the fiducial volume of V.

Finally as in FRW we intoduce fiducial triads (°¢’,) and co-triads (°e?;) such that

o_ao,b o
0ij = €%%€°°qq

Where in principle °q,, is not written in a cartesian frame.
Let’s fix the frame for our fiducial metric, and in particular °q,, = d4. In this way

%%, = §%, %', = &',. With this choice our fiducial line element:
ds? = Sapda®da®

Independently on this choice instead we have a relation between the fiducial triad (co-
triad) and the physical one:

ela = aq(t)%¢,

6ai — (a(t)a)floeai
where here two equal low (high) indices don’t mean summation.

1
Remark : in the isotropic model we used V,,* in place of L;; here we can use L; since the

associated physical lenghts are not equal because the loss of isotropy.
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As in the previous case the homogeneity allows to write the variables FE, A in a suitable

way;
Al — () (L) Lot
(t)(L) (2.98)
B = p;(t)L;iVy '\ /Pqte%;
Well, if in the isotropic case:
2
p = sgn(a)a®Vy
Here:
p1 = sgn(ay)|asas|LoLs
P2 = Sgn(a2)’a1a3|L1L3 (2-99)

ps = sgn(as)|aias| Ly Ly

where sgn(a;) = 1 if °e%; and e%; are parallel, —1 if antiparallel. We see later the explicit
expression of c'.

From we can easily derive the relation between the physical volume and the p’s

V' = larazas| L1 Ly Ly = \/|p1p2ps] (2.100)

Well, since the decoupling due to homogeneity between the time dependence and the
tensorial structure in the Ashtekar-Barbero variables we can directly consider ¢ and p;
as the variables of the classical phase space, and can be easily proved that satisfy the
following

{¢',p;} = 87GHd; (2.101)

So the Bianchi-I phase space is 6-D, differently from the 2-D FRW.

We notice from [2.99| that such phase space variables depend strongly on the choice of the
elementary cell V', but don’t depend on the choice of the fiducial triads, co-triads and
metric.

Let’s now construct the constraints of the model at the classical level. As usual the

constraint surface within the Ashtekar-Barbero formalism is the following:

H,~0
Gi=~0

However as well as the isotropic case it can be easily proved that the Diffeo. and Gauss

constraints are authomatically satisfied cause homogeneity. Thus we are left with the
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Hamiltonian constraint:

C(N) = Cgrav.<N) + Cmatt.(N)

Where Cj,qp (V) is given by , while C400. (V) is the hamiltonian constraint related to
a massless scalar field ¢.
Let’s write down them explicitally, starting from the gravitational part. Firstly we notice

that following the same reasoning of the previous chapter, we can pass from the expression

to [2.5] obtaining . .
—€ijr. Floy B E

C rav. — 2.102
o 167 GAy2 e ( )
Now, recalling [2.15] that holds since homogeneity, and using [2.98, we have:
L Soq(Ce. L 0,(0,b o
Cgra'u. — _pJ ]\/_q( € ])pk l;\/_q( € k>€gk€llmAlaAmb —
167G~2 Ve
. pjpijLkoq(oeaj)<oebk> Jjk i lirIN—=1 m/rm\—1/0 1l o_m
S 1672V 20 €l € me (L) ¢™(L™) 7 (%e'q) (°e™s)
Now, since we assumed °q,;, = 4, that means °q = 1, °e?; = 0%;, we have
PiPm IL.m_Ilm _k
C rav. — T 17910 . 9 m
grat. V02167TG’y2ec c ek
Now, recalling that
Eijkgklm = 5il6jm - 5im5jz
We have, evaluating explicitally the summations over contracted indices:
C = _;(191]926102 + pip ¢’ + p2p CQCS)
grav. 87TG’)/2‘/02€ 3 3
Recalling that: e = \/|det(E)| = v/|pipaps|Vy ', and using [2.98 we finally have
1
Corav. = — (ppac' + pipsc'c® + papsc®c®) =
! 8w G2 Vo/ [p1p2ps]
— Cyran.(N) = —/d%N ! (prpac'c® + pipsc'c® + popsc®c®) =
grav. - —
Vo8w G2/ |p1paps|
N
= ) (2.103)

== (p1p20102 + pipsc'c® + papscic®
87TG72 AY4 |p1p2p3|

Now, instead of taking N = 1 (synchronous gauge) as in the isotropic case, the simplest

choice for N is

N = V |p1p2p3| (2-104)
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called harmonic gauge. We write the associated time variable 7 to distinguish it from the
synchronous time ¢ corresponding to the gauge fixing condition N = 1. Such variables

are in the following relation: N2dr? = dt?. In this way:

1

Coran- = e

mpactc® + pipscte® + p2p30203) (2.105)

By the other side, for the matter constraint we have the same expression of the isotropic

case:

1P?
Conatt, = =~ ~2 2.106
= (2,100
and the whole Hamiltonian constraint:
C = —— L (ppa'® + pipscicd + papsc®c®) + = P2 (2.107)
8rGv? 9" @

where for the Matter part we assorbed % in the lapse function N as well as we did for
Cyrav.- The physical states of the classical theory lie on the constraint surface C' =~ 0.

The classical solution (¢;(t), p?(t)) is given by

d oC

% ={p, C} = —8nGryo 7 = %(PzCQ +p3c?) (2.108)
det 4 oc o,y

I = A= 2.1
ar {c',C} 87TG70p1 v (p2c” + pac’) (2.109)

while the other time derivatives can be obtained by permutations.

Combining these equations with we obtain

da’
dr

¢ = ~yL'Vy Ha1aza3) ™" (2.110)

Now we can relate ¢ with the Hubble parameters

_dall

H, =
dt a;

written in terms of the synchronous time t. If we write 2.110] in terms of H;, recalling

that
d 1 d

dt V |P1p2ps| dr

using [2.100| we have:

da’

=~L'a'H 2.111
o =Ll ( )

¢ =y L'Vy Harazas) '/ |p1paps]
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Finally we want to find for this Bianchi I Universe the analogous of the first Fried-
mann equation. For this purpose we introduce a mean scale factor: a = (alagag)% that
encodes the physical volume [2.100| but ignores anisotropies. Then we can define the

mean Hubble parameter:

d

d 1d
d—l n(a) = Eln[(alaQag)
1

I=

= (alagag) (d1a2a3 + a1d2a3 + Cblagdg) =

W=
W=

Sx
Il

(CL1 a2a3)

3a
1 ay dQ dg 1
= (== )= (Hi+H,+ H 2.112
3( +CL2+CL3> 3( 1+ 2+ 3) ( )
2
Now, from the Hamiltonian constraint [2.107| that holds on-shell, calling p,,4r. = %%, we
have:
pipac' P + pipsc' @ + papsc®® = 81 G pranV?
using [2.99| and [2.111] :
|a a2a3] L2L2L2 (HlHQ + H2H3 + H1H3> = 87TGpmatt V —
— H1H2+H1H3+H2H3 = 877Gpmatt. (2113)
Then, combining [2.112] and [2.113| we obtain
1
H2 = §(H12 + H22 + Hg + 167TGpmatt.>
that can be rewritten as ,
81G Z
H? = 3 Pmatt + = (2.114)
where ;
a
» = 18[(}]1 Hy)? + (Hy — H3)?* + (Hy — Hs)? (2.115)

is called shear term, and can be proved that classically is a constant of motion.

is the first generalized Friedman equation for the Bianchi-I Universe. We derived
it within the Ashtekar-Barbero formulaton, but it can be equivalently derived from the
canonical formulation of Einstein theory, by imposing the Hamiltonian constraint in the
variables (g, ). We notice that if we assume in [2.114f H; = Hy = Hj3 we recover the
first Friedmann equation (k = 0).

These considerations will be useful to explore some features of the quantum model.
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Remark : as well as in the isotropic case we consider a massless scalar field ¢ not sub-
jected to an external potential. This means that also here P, is a constant of motion,
and ¢ grows linearly with 7. For this reason ¢, or better (@ is a good time parameter
for our system, and we’ll use it to solve the problem of time.

Let’s conclude this paragraph focusing on the reflection symmetries of the theory, that
will play an important role at the quantum level.

In the isotropic case we could restrict our attention on the sector p > 0, even if we kept

the sign of p unfixed. This because by a side the classical Hamiltonian is invariant under:

I(p) = —p (2.116)

since it depends on |p|, and even if the quantum Hamiltonian depends explicitally on
m) (in the sSM MO quantization scheme) it can be proved that its total action on
physical states doesn’t depend on it. Moreover we recall that the transformation
physically means a change in the relative orientation between the axis of the triadic metric
and the physical one. This can be easily seen from Clearly the physical metric gg
remains invariant under such transformation, which is global. In the Banchi I case we
have three reflections that make the Hamiltonian constraint unchanged, described by
three classical operators I1;, each of them corresponding to the flip of only an axis of the

triadic frame:

I (p1, p2, p3) = (—p1, D2, P3) (2.117)

2.2.2 Kinematical Hilbert space

Generalizing the procedure we followed for the isotropic case the elementary variables
we consider here for the quantization of the model are the three momenta p; and the
holonomies hg“ ) evaluated along edges parallel to the three fiducial axis x;, with lenghts
w;L; with respect to the fiducial metric °q,,. We recall that in the isotropic model
= ,uVO%, while here we take in account that L; # L; for i # j. Thus

hg’”)(cl, ca,c3) = 1 cos(pic;) + 2misin(pic;) (2.118)

As well as the isotropic case the matrix elements of such holonomy are linear combinations
of functions of kind exp(iu;c;). For this reason we can consider as variables of the classical
phase space directly N,, = exp(ip;c;). Following instead the same consideration we did

in the previous Minisuperspace for the triad, the other three variables we consider here
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are pj.

In the isotropic case we considered as basis {|u)} for Hyq,. with the following features

Ny |p) = |+ 1)

_ Amylpp
-3

~

plu) = p(p) |p),  with  p(u)

<PJ|M/> = 5uu’

Here a basis for the Kinematical Hilbert space is |u1, fto, 13). We label such states with

the correspondent eigenvalue of p;. A generic state in such basis:

) = Z Y (p1, P2, P3) |1, P2, P3) (2.119)
P1,P2,P3
with
(1, D2, D31PL, Pos P3) = Opupt Opapt, O (2.120)

Where 0 here are Kronecker deltas, that as in the isotropic case allow to mimick the
structure of the full theory.

As we saw in the previous paragraph a change in the orientation of the axis of the tetrad
frame with respect to the physical one produces a change in sign of the correspondent
pi- This classical property can be implemented at the quantum level assuming that

satisfies the following

ﬁ\lﬁ}(pl,pmm) = @b(—pl,Pzap:&) (2-121)

and since II at the classical level doesn’t affect the physics, at the quantum level that
each operator has to commute with 1/_[\Z Therefore we can restrict our Kinematical Hilbert
space to the one spanned by states with a given eigenvalue of this operator. In particular

we assuime

U(p1,p2,p3) = Y(|p1l, [p2], p3]) (2.122)

so states that are eingenstates of ﬁ\z with eigenvalue +1.
Well, as in the isotropic case |p1, p2, p3) are not only eigenstates of p;, but also eigenstates
of geometric operators like the area and the volume. In particular for the state |p1, p2, p3)

the action of the elementary operators is given by

P1 |p1, P2, p3) = p1|p1, D2, p) (2.123)

—

Ny, [pr,pas ps) = exp(ipner) [prypa, ps) = |p1 + 87yl3 i, p2, p3)
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and similarly for ps, ps, ]/\7M2, ]\Afug. The only differences with respect to the isotropic case
is the absence of the factor %, that comes from a different prefactor in the Poisson braket

structure (2.101]).

The whole Kinematical Hilbert space of the model is the tensor product
Hicin = Hopon @ Hpi (2.124)

Where H7% = L2(R, d¢). On this space ¢ acts by multiplication and P, = —ih%.

Let’s proceed now with the construction of the Hamiltonian operator.

2.2.3 The classical Hamiltonian constraint and its quantization

To construct a well defined quantum Hamiltonian operator we need to write the classical
Hamiltonian constraint in terms of the holonomies and the fluxes.

Let’s start with the curvature tensor FY, contained in the Hamiltonian constraint. For
such tensor we can use exactly the same expression we have in the isotropic case ,
that is useful to rewrite here

o,t o0

e'q%e’, (2.125)

o gy
AQ—0 An

Where here Ap is the fiducial area of a rectangular plaquette. As we know from the full
theory we cannot promote the connection A to a quantum operator, and since F is a
combination of terms of kind AA, we cannot quantize the right hand side of the previous
expression. We can see this recalling that the quantum area in LQG is quantized with a
minimum non-zero value of the spectrum, and since we need to mimick the structure of
the full theory we cannot send An to 0. We have to fix somehow the minimum area of such
plaquettes. As in the isotropic case we can do it making a parallelism with LQG, using so
the minimum value of the spectrum of the area operator. In the previous paragraph we
found that a state of the Kinematical Hilbert space of kind |py, pa, p3) is eigenvalue of the
volume and area operators, and in this quantum state the faces of the fiducial cell V have
values |p1], |p2|, |ps|- What is the analogous of such state in LQG? As in the isotropic
case, firstly we expect that the links of the graph associated with the LQG state have
to puncture all the faces of the fiducial cell V. Clearly such state cannot be perfectly
homogeneous, since to be so it should have an infinite number of links. However we can
achieve the best coarse grained geometry by assuming that such links carry spin j =

1
5.
In this way the separation area between them is the smallest possible. Finally we have to
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understand how many links puncturing each surface such graph has to have. To simplify
the analysis we consider one of the the surfaces of the cell V, in particular one of the two
orthogonal to the 22 axis and we call it Sj5. As we previously said the area of such surface
for the state |p1,pe2, ps) is |ps|. We also know that the area associated with each link of
the spin-network state puncturing a surface is A = 47r7\/§l§3. If we consider rectangular

areas for each link, we need N links puncturing such surface such that
NA = |ps] (2.126)

Let’s call iy and jio the adimensional lenghts of the fiducial area associated with the
physical area of such plaquettes. We have that the fiducial area of such plaquettes is:
1oLy Ls. By the other side, the fiducial area of the whole surface S5 is Ly Ly. Thus we

have
1
L1L2 = N/._Ll/_LQLlLQ <~ N _ —_ (2127)
a2
Substituting this in [2.126| we have
A
ps| = — (2.128)
M1 fh2

Differently from the isotropic case this equation is not sufficient to determine p; and
fi2, but if we consider cyclic permutation of 2.128] so we consider the three orthogonal

surfaces of V we obtain

|p1\A fiy = |P2|A fig = |103|A
|pa||ps] p1l[ps| p1l[pa|

(2.129)

We notice that as in the isotropic case these [i; are not fixed, but depend on the state
|p1, p2, p3) on which the operator F acts.

The resulting curvature tensor

e’ el (2.130)

with

and AD = LzL]/_LZﬂJ
Now, let’s write this tensor in a more useful form. Recalling for the isotropic case,
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here we have an analogous result with this form
hDi]- = f(CZO]SZS])l + g(C’ZC'JS,S])TZ + h(CZC]SZS])T] + 4CinSiSj6ijka (2131)

where f, g, h are linear functions of their argument, and C; = cos(

Thus

L), Sy = sin(B52).

2

If now we multiply this by 7% and we make the trace, we notice that the first term

vanishes, since tr(7) = 0. Moreover, recalling that
Froy = el AW Ay = el d (L) et 0,

the indices i, j, k have to be all different. This means that when we multiply the second
and third term in[2.132/by 7%, and then we make the trace they vanish. The only non-zero

contribution is given by the last term:

—~ tr{lhg.. — 1]7* t k
Fkab — _9 T{[ 0;; ]T }oezaoe]b _ _8€ijkCiCjSiSjMoezaO€]b —
AD AEI
= 4¢;;"C;C; 9,8 — A e’ ety (2.133)

Now, to write it in a more convenient way we use the duplication formula for the sin:
sin(2x) = 2sin(z)cos(x):

k Sln(ﬂlcl) Sin(ﬂjcj> 0,.i o,j

FE o = e a 2.134
b fiL; i Lj Ca ( )

where as before the indices ¢ and j in the quantities in the squared brakets have to be
thought as labelling factors of the components 7, j of the fiducial triads. This is a very

useful form for such tensor, since it can be immediately quantized:

Frap = e | — — 2% °ed, (2.135)
TLomLi Ly

We can proceed now with the quantization of the whole Hamiltonian constraint. Recalling

EaiEbk:
det(B)|
it contains only the variables p; of our phase space, and we already promoted them to

2.102, we have to quantize the term We can quantize it in a direct way, since
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quantum operators. Let’s write it explicitally in terms of p;:

EYER :pjpijLkV(flV(fl\/@\/%(06?)(062)

|det(E)| VIpipaps| Vot

Thus the densitized hamiltonian constraint at the classical level:

C —Ne* FiabE?E,’;
I 16nGyE eVE
_  NpjpeL;Liq(°¢§)(%¢}) ek {Sin(ﬁlcl) Sm(ﬂmcm)] el)(°e™,)
167Gy2Vor/|pipaps] " L Fon Lo, ‘ '

Now we assumed %e?; = ¢%;, thus:

C B NpipmLi Ly, Cmi [sin(ﬂlq) sin(ﬁmcm)]
rav. — © 6 lm — —
’ 16wGy?Vo/ [p1paps| Ly fn L

o Npipm Celme {Sin(ﬂlq) SZH(/_LmCm):|

a 167GV \ \p1p2p3| Hi I

Now we integrate over d3x and we obtain the Hamiltonian constraint

Cgrav. _ /dechav _ Nplpm Ilm i |:Sin(,alcl) Szn<lamcm):| (2137)

- € €lm
167TG72 vV |p1p2p3|

As we did in the construction of the Hamiltonian constraint in terms of ¢ and p; (2.105))

we make the gauge fixing N = /|p1p2p3| and we have

Cgrav. — /d?)l‘cgrav — _161)7222172 . Eilmez‘lm |:3Zn<:ulcl) Sln<,umcm):| (2138)

(2.136)

Hi ,am

Hi ,UJm

If now we expand €;"™¢';,,,, and we rewrite fi; in terms of p; through [2.129| we obtain

1 . . . L
Cyrav = — M[Plpz\ps\sm(ﬂlcl)sm(mcz) + paps|p1|sin(fiaca)sin(fizcs)+
pap1|p2|sin(fiacs)sin(ficr)] (2.139)

We can promote directly the previous expression to a quantum operator, obtaining the

quantized gravitational Hamiltonian constraint of this Minisuperspace

1

é\g’/‘av =— m [15\1]3\2 |E|Si@1)3i@z) +@@|E|5i@2)3i@3)+
P31 |palsin(fiscs)sin(jic)) (2.140)
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For the moment we don’t care about the operator ordering. In order to obtain the action
of this operator on a state |p1,ps, p3) is sufficient to look at the action of the operator
exp(ifi;c;), since the action of p; on such state is given by the first relation of We
observe that as in the isotropic case we cannot use for such purpose the second relation

of [2.123] since here we have i that depends on p;. If in the isotropic case we have

ex@)|p>_exp( di) |p>—exp< ”W_F@d) ) (2.141)

In the anisotropic case we have analougsly

L —

exp(ifirci) |p1, p2, p3) = exp (87W\/Zl?3 b

D2p3

0
apl) |p17p27p3> (2142)

Differently from the isotropic case this expression is difficult to manage, since are present
all the p;. For this reason we cannot proceed as in the isotropic case introducing the
differential operator d, = fid,. In order to simplify it let’s introduce new dimensionless

variables

_ (;\/Z) ésgn(pi)\/m (2.143)

Ar |13
In such a way that sgn(p;) = sgn(\;).

Thus we can introduce a new orthonormal basis {|\1, A2, A3)} in H]."". These states are

again eigenstates of p;:

Di [A1, A2, As) = sgn(\ )(47rm\/_12) A2 A1, A2, As) (2.144)

—

The action of exp(ifi;c;) on these states

sgn(Ay) 0

exp(ifircr) [A1, A2, A) = eq;p( A2z 0N

) A1, A2, As) = B A1, Ao, As) (2.145)

Where we introduce /E\Z as a short-hand notation. In the previous expression we used
the property of the Immirzi parameter v = |7|sgn(p1p2p3). Let’s analyze the action of

this operator. We notice that it contains the vector field and similarly as we did in

a/\ )
the isotropic case we can conclude that it drags the wavefunction ¥(Aq, A2, A3) along the
gn (
XaX

direction A1, of the quantit is constant along such direction,

)\)\
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since orthogonality. Thus its action on the state

sgn(Ar)

Er A A \g) = [Ny + 222
1A, A2y Asg) |1+ o

, A2, Ag) (2.146)

In particular the action of this operator vanishes is not defined for states of kind |y, 0, 0)
since the wavefunction 1 doesn’t have support in \; = oo. This however is not a limitation
since such states are annihilated by the volume operator before El acts. With in
hand we can rewrite the gravitational part of the quantum hamiltonian constraint

in terms of \;

é\gﬂw = é_cgizw + 6551%211) + ééi?w (2147)
With
6;113“} = — Whl?g\/ ’)\1)\2)\3’ [sin(ﬂg@)sgn()\?)\)\1)\2)\3]sgn()\g)sin(ﬂgcg)+
+ Sin(/lgc;;)sgn()\g)|)\1)\2/\3]sgn()\g)sz'n(ﬁg@)] \ |)\1)\2)\3‘ (2148)

@522“, and @S%U are obtained from the previous expression through cyclic permutations.
Let’s observe that in [2.148 we make a precise choice in the operator ordering. As well as
in the isotropic case, it can be proved that this operator is invariant under the action of
ﬁ\i and self-adjoint. As we anticipated in the first paragraph of this section we assume
that the eigenstates of this operator are symmetric under parity, so the eigenfunctions in

these new variables

PV(A1; A2, Az) = V(A [Nz, [As]) (2.149)

Let’s conclude this paragraph with the construction of the matter Hamiltonian constraint.

We have exactly the same operator of the isotropic case

B po
_ 9 _
Cratt = 2~ 200 (2.150)

In the |¢) representation. Thus, the whole Hamiltonian constraint
h2 82
(Cgra'u — Ew)¢(>m A2, Az, 0) =0 (2.151)

We finally notice that the choice [2.104] allowed us to avoid a term in the Hamiltonian of
kind %, that is not only difficult to manage but has to be correctly ordered. If here we

follow exactly the same procedure of the isotropic case, we end up with an Hamiltonian
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constraint slightly different and more complicate, cause a different factor ordering. In the

next paragraph we proceed with a further simplification of @gmv.

2.2.4 Simplification of égm

In the isotropic case we introduced v(p) (2.34]) such that
[o()] = @yEVA)plE = @myhyA) TV

Here if consider |[A; 23] we have

[AtAads| = (ﬁ) VIp1paps| = (;)V (2.152)

1 4rh|BVA

Thus if here we call

we obtain an analogy between the two cases. As in the isotropic case, |v| is directly linked

with the volume of the elementary cell V
V(A1 Ao, v) = 21|y [VA 0|13 (A1, Ao, ) (2.154)

That is the analog of for this anisotropic model. Differently from the isotropic case
however it is not sufficient the variable v to completely determine the wavefunction, but
we need other two, which we choose to be A1, A\y. Well, let’s proceed with the simplification
of the Hamiltonian constraint. Firstly we notice that we can rewrite [2.148| as a linear

combination of 24 terms of kind
Cii = VIl EFsgn(N)[vlsgn(\) B3 Vvl i # (2.155)

obtained keeping in account [2.153| and writing sin(ji;c;) as complex exponentials. Now
we look at this constraint as acting on eigenfunctions of kind ¢ = (A, Ay, v), and in

particular on ¥ = ¥(|A1|, |2, [v]) (requiring symmetry under parity). This simplify

enormously its expression, since we can use it to remove the factors sgn();) from [2.155

In order to to this explicitally let’s focus our attention on one of the 24 terms of kind
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2. 199

Co (A, Ao, ) = /|| ES sgn(0o)|v]sgn(AN) EEA/ o] (A1, Ae, v) =

2sgn (A1)
_ /|v Eisgn )\2)|’U|Sgn 1) \/|v—239n( 1)|@/J()\1—%

, A2, v = 2sgn (A1)

2sgn(A1) A\

=4/ |U|E2isgn()\2)]/v\|sgn()\1)\/|v — 2sgn (A1) w()\l — A2, 0 — 2sgn ()

=, —— 2san( )\
— ol sgnOw)lolsgn()y/To = 2sgn(n)] w(Al _ZsgnOM s san(a) )

v
2sgn(A) M

=4/ |U|E2isgn()\2)]v|sgn()\1)\/|v — 2sgn (A1) w()\l — , A2, v — 2sgn ()

—

sgn(Az) A
lv|sgn (/\2 - 2%) lv — 2sgn(Ag)|sgn(A)V/|v — 2sgn(Ay) — 2sgn(Xs)| X

2sgn (A1) N\ 2sgn(A2) Ao
<Y ()\1 v —2sgn(As)’ As v

, 0 — 2sgn(A) — 289n(A2)> =

lv|sgn (/\2 — 2%) lv — 2s5gn(\2)|sgn(M) /v — 2sgn(A1) — 2sgn(Ag)| X
2sgn(A1) A\ 25gn(Ag)Aa
_ SmMAIAL L ZIIMA2)A2 ) 2.1
X 1 ()\1 0= 2sgn()’ g . 0 — 2sgn(A1) — 2sgn(Aq2) (2.156)

If now we require symmetry under parity of the wavefuncton, we can restrict the action
of the constraint on the positive octant (A; > 0,As > 0,v > 0) of the wavefunction,

obtaining
(62_1_1/’()\1, A2, U))

Remark: we observe that focusing on the positive octant here doesn’t mean that the

= VRl 2V (A= 2 - a)

(2.157)

“+octant

wavefunction has only positive arguments. At this stage we cannot exclude yet the
negative arguments (as we did in the isotropic case fixing £ instead of £_) since we
didn’t prove yet that the Hamiltonian constraint preserves such choice. We simply look
at the positive arguments since the analysis of the negative ones gives exactly the same
result, cause the symmetry assumption.

The action of 62_1_ is now much more clear: it multiplies the wavefunction by functions
only of v, and the arguments of the wavefunction itself are modified in the following way:
the volume is shifted by 4, while A\; and Ay are modified by a factor depending exclusively
on the volume. Since all the other terms that compose the constraint have a similar form,

its action on the state (A1, A2, v) depends mainly on the volume v of such state. This
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feature will be crucial to analyze the comparison between such Minisuperspace and the
isotropic one. Let’s write down for completeness the action of the other therms égili on

such wavefunction

-~ +4 v+ 2
ot - 4 9 Y 4

(021 (Al’ )\2’ U)) +octant [ U(U i )(U " ) }w(Alv + 2,)\2 v v * )

ANt _ v v+ 2
(651 (A1>A2>U)) +ﬂdant__[U(U<+-2)}¢}<A1U'+'2’A2 v >U>

~ v v —2
(02_1+@Z)(/\17 A2, U)) = [U(U - 2) }Qﬁ (/\1 ;A2 7U>

Toctant v—2 v

The terms with ¢ or j equal to 3 are also simpler.

We recall that the state 1)(A\1, A2, v) is eigenfunction of the volume operator, and we also
know that the classical singularity corresponds to a; = 0, so V = 0. Let’s consider then
a state (A1, Ay, v) that at the initial time ¢ is equal to zero for v = 0 (has no support
in v = 0). We want see if it can reach the volume v = 0, or better if ¢ is different
from zero for v = 0 at late times. In order to do this let’s decompose the Hilbert space

grav

Hiin in a singular and regular part: My, = Hin ® HIsY, where states belonging to

the singular space have support only on v = 0, while the ones belonging to the regular

one have support on {v € R,v # 0}. Now, all the operators in [2.155 have y/|v| on the

right, so they annihilate each state belonging to HZ;;'. Therefore H; ' is left invariant

by time evolution. Moreover, since the prefactors in the action of the operators Cifi,
and in particular the fact that for each prefactor of kind v £ 2 or v £ 4, there is another
operator with a prefactor in its action of kind v 2 or v F 4, the Hamiltonian constraint
preserves the structure of H7;7?. This means that the two spaces are decoupled by the
Hamiltonian constraint, and if one starts with a regular state, he ends up after any time
evolution with a regular one. If we make the same well-motivated physical assumption
that nowadays the Universe wavefunction has a contribution from the |v = 0) state that
is null or very small, this contribution must have been preserved during time evolution,
until the Planck regime. Thus we can remove it by hand, and focusing on the regular
sector of the Hilbert space. In this way we have that also in the Bianchi I case the

singularity is resolved already at the Kinematical level. To analyze better the physical

states of the model let’s write the action of the full hamiltonian constraint

(A1, A2, v, 0) = %ﬁ{ [(v+2)Vo+ 4] ¥ (A, A2, 0,0) — [(v+ 2)vv | v (A1, Ao, v, ¢)—
— (v =2)vv ] g (A1, A2, v9) + [(v +2)v/[v — 4] | 5 (A1, A2, v, 0) } (2.158)
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where @DS—LA are defined in the following way

v+4 vE+2 v+4
1/J4:Lt()\17)\27v7¢) :w(UiQ t AL '/\27U:]:47¢) +¢(/Uj:2 ')\17)\27U:|:47¢)+
+ 2 +4 4+ 2
w(“ A, 2 -Ag,vi4,¢)+w<“ -Al,AQ,vi4,¢)+
v v+2 v
+2 +4
w(Al,” -Az,viw)w(Al,Z@Ag,vﬂ@) (2.159)

and

GE Oy A, v, 6) =¢(“i2 Ay -Ag,w) +¢(“i2 -Al,Az,v,¢>+

v by £2 v
) v+ 2 v
+w(vi2')\1a v '>\27Ua¢)+¢<m')\17/\27v7¢>+
v v+ 2
+¢(/\1,— : Az,v,cﬁ) +w()\1,—>\2,v,¢) (2.160)
v+2 v

Let’s analyze now the expression [2.158 Its right-hand side is a difference equation de-
pending on v, in which the steps for v are uniform: as well as in the isotropic case the
v-argument of the wavefunction is v, v £ 4 as in the isotropic case ([2.44)). Thus the action
of the Hamiltonian constraint produces Superselection sectors. As in the first model, we

can construct a lattice £ with & € (0,4] made of points
Lr={v=ec+4n, neN} (2.161)

We notice that differently from the isotropic case, since the assumption on the symmetry
under parity of the wavefunctions we don’t look at £_. Well, the Hamiltonian constraint
preserves the subspaces Hj%;, made of wavefunctions with argument v € £}, and as
well as in the isotropic case we can look at solutions of the constraint in such subspace
of the whole Kinematical Hilbert space. Even if we restrict our attention to a precise
superselection sector, the explicit solution of cannot be found analytically, but as
in the isotropic case only numerically. We also notice that if we fix a superselection
sector (or equivalently the v-argument of the wavefunctions), we cannot do the same for
A1 and Xo. This because if we start with a state with support on a lattice A = nAg,
the Hamiltonian operator modifies such support on the lattice A = (%)n/\o, that is
completely different from the initial one. Although in this model we have to deal with this

further complication that produces difficulties to interpret and control the anisotropies

of the Universe, we have that the evolution in volume is qualitatively similar to the one
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of the isotropic model. For what concerns the anisotropies we can notice that the A

factors appear only in the arguments of the wavefunctions, and not on the prefactors.

vta
vtb?

Moreover, they appear rescaled by factors of kind where a,b = 0,2,4. This means

that for large volume (low density) they go to 1, and more precisely as 1 + O(%).
This means that in such semiclassical regime the quantum correctionsfor the anisotropies
become smaller and smaller. As well as we did in the isotropic case, since the difficulty to
find the analytic solution of the Hamiltonian constraint, in the next section we introduce
briefly the effective equations for this anisotropic model, and through them we study the

solution in a qualitative way.

2.2.5 Effective dynamics in Bianchi I

As we did in the isotropic case we can look at the effective dynamics of the Bianchi I
quantization, in order to capture some qualitative feature of the exact solution. Following
the same procedure of the isotropic case, in order to reach the effective equations of
Bianchi I we can compute the mean value of the Hamiltonian constraint on semiclassical

states

(sc| Clsc) (2.162)

with CT,,;, given simply by [2.139 and |1)s¢) peaked on given py, pa, p3. Thus we have

celf = oedf 4 C’ef{{t =0 (2.163)

grav ma
with

eff. _ P1P2pP3

oy = — TGP0 [sin(ﬁlcl)sin(ﬂg@) + sin(figcs)sin(fizcs) + sin(ﬁgcg)sin(ﬂlcl)]

(2.164)
Looking at [2.164] we notice that since sin(z) is at most equal to 1, we have
- + <0 <= < S, (2.165)
SWG’YQA Pmatt. > Pmatt. > 87TG/72A = Perit. .

where the critical density p..;. is exactly the one found in the isotropic case (perir. ~
0.41pp). Thus we see already at this stage that also the effective evolution of this model
avoids the classical singularity. As we did in the isotropic case, effective equations are

derived by solving the Hamilton equations of motion for the variables p; and ¢;. If we
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make calculations we obtain

dp: P14/ P1P2P3 _ . .
— = —————cos(uuicy)|sin(ace + sin(isc 2.166
dr \/ny (ﬂl 1)[ (HQ 2 (:u?) 3)} ( )

dc S o o S o S
d_Tl — _IZ_]?; [sin(pey)sin(acs) + sin(fe)sin(fzes) + sin(facs)sin(fizcs)+
H1C1 _ o o H2C2 _ o S
+ Tcos(,ulcl)(sm(ug@) + sin(fscs)) — Tcos(ugcg)(sm(ulcl) + sin(fiscs))
13C . o
— %cos(ﬂgcg)(sm(mcl) + sin(fi2c2))] (2.167)

equatons for the other phase space variables are obtained through cyclic permutations.

If we assume small ji;c; we recover the classical relations [2.108] and [2.109] Moreover if

we compute the effective shear term, so the quantum corrected [2.115 we have that it is
no longer constant along physical solutions, and at late times it tends to a certain value,
equal in the contracting and expanding phase.

Numerical simulations have been made to solve this set of equations, and it has been
found that instead of having a single bounce, we have a bounce for each anisotropic
direction. This can be physically understood since cause anisotropy the wavefunction
doesn’t reach the minimum spatial lenght at the same time ¢ in all the directions, so
reaches more times the Planck regime (in energy density).

Such simulations also show that the bounces really happen for p < p..;.. This is inter-
preted with the fact that what matters for the bounce is the whole energy density of the

system, and in an anisotropic dynamics also gravitational waves play a role.

2.2.6 Accuracy of the effective equations for the Bianchi I Min-
isuperspace

In this section we follow the same considerations about the effective dynamics in the
isotropic Minisuperspace to show why also in the anisotropic case we expect that the
effective equations reproduce well the numerical simulations of the exact dynamecs. As
in the isotropic case we evaluate the fluctuations of the observables and we show that
they can be sent to 0 for observables that capture "large" degrees of freedom of the
gravitational field.

Firslty we show the accuracy of the effective equations for the Wheeler-DeWitt theory:
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we start with the classical phase space given by

52‘ = CiLi_l
(2.168)
pr=p1(LaLls)™", P2 =pa(L1Ls)™", ps = ps(LiLlo)™"
With this choice the symplectic structure of the classical theory:
- 8rGry
{C apj} = v 5 j (2169)
0
We can proceed directly with the quantization, obtaining
~N . 87TG7 i
[,p,] = ih 70 (2.170)
From the previous one, using the Robertson inequality:
, AnGhy
AFAp; > — 2 i (2.171)

where if we send Vy — 400 the product of the uncertainties goes to 0. This means that
with the choice of a large fiducial cell V physical states can be sharply-peaked on some
point of the phase space (¢, p;) at each time, showing so semiclassicality. Let’s proceed
now with the Loop quantization of this model.

In this section, as in the previous one we restrict our attention on the positive octant
(p; > 0). We smear as before the variables ¢; through the holonomies with components

given by combinations of functions of kind
exp(ip;L;c;) (2.172)

that also here we consider as three of the six variables of the classical phase space. To
loop quantize the theory we firstly evaluate the classical Poisson brakets between the
variables of the phase space. However for problems of operator ordering ambiguity we

look at V2 instead of V. The considerations we make are equivalent in the two cases.

Vo LO¢

pip2p3| =

~ G~y | 0 , . ;.. 0 4Gy L (D1D2p3) - 7 o=
{exp(ip;Lic;), V2 = Ty ewiLici)aﬁ . i VZN (plg?ps)ezulLlcz

(2.173)
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We notice that in the previous result there is no problem for the ordering since % and

etiliti Poisson-commute. Then we apply the Dirac rule, obtaining

— =2 hdrG iLi/:/:/: - =
[ez,uiLici’ V ] - TR pu’/’ing elNiLiCi (2174)
% A
Similarly:
o N 8tGYy| O , ;e\ O - BTGy Lifli 4.1,
{exp(ipc;Li), p;} = 7 6_@(6 wili L)a—ﬁipj = ettilicis,, (2.175)
And their quantization:
[elﬂiLiCi7ﬁj:| - _%ezmqh@j (2.176)
0

The other Poisson brakets (thus also the commutators) vanish.

With this in hand we can compute the product of the uncertainties:

- n (s Lic;) 1], [=2 s’m@@) 2rGhY | PiPops ——— .
AVZA M > - ST 145G ) _ 1P2Ps -
1% ( il Z 3 (v, L, ) o ‘( 5 cos (i 7,C7,)>|
(2.177)

sy (MHEED) > 2[5, O]y SO oL aia;  (2a78)
Thus also in the loop quantization we notice that for states of the Kinematical Hilbert
space for which V[ — 400 the product of the uncertainties goes to 0. This means that
there exists a large class of initial states (the ones with large V) for which the exact
dynamics is governed by the effective Hamiltonian. This explains why for such initial
states the numerical simulations and the effective solutions are in strong agreement.
As in the isotropic case we can show the same concept from a different perspective:
since numerical simulations of the effective equations show the existence of bounces, thus
a minimum for the volume V, we can see for what value of V (that we call f/qf) the
quantum fluctuations become important, and compare such value with the minimum
volume that the solution can assume (VBounce).
To make this calculation we assume as in the isotropic case as source a scalar field (perfect

fluid) with a constant equation of state

p=wp (2.179)
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with —1 < w < 1. Since we have to deal with the quantum Hamiltonian constraint, as in
the previous paragraph we need to consider the holonomies along paths of fiducial lenght

i; L, where [i; are given by the Improved dynamics prescription [2.129;

exp(ifiyL1¢) :exp<i EM@) = eacp(z’ ~ ﬁ1L2{/3A L161> =
P2ps paliL3psLyLo

—exp<z,/§¥§61) (2.180)
P2ps3

The other two are obtained with cyclic permutations of the indices.

As in the isotropic case here we use the following notation A = v/A. The effective

Hamiltonian of the system in such variables:

W o o o o
Celt — _m [sm(ulclLl)sm(,ugcQLg) + sin(fiaCaLo)sin(jiscs Ls)+
+ sin(ﬂlélLl)sin(ﬂgéng)] + (%V)QP (2181)
with
Po
= 2.182
= (2.182)

and n =14 w € [0,2]. It can be easily shown by the continuity equation for p that nor
p neither py depend on V4.

Now, in order to find f/q #, so the volume at which quantum fluctuations become relevant
we need to evaluate the following:

AVA(ﬁﬂ%gfﬁ) (2.183)

Using the Robertson inequality we have

AVA(SM(MClLl)) S 27Gvh —

) > = eos(ferLa))| (2.184)
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In fact

AV A > —(|V,sin| /| =——¢ = —|(hs V sin| | =—=¢ =
< = Pabs 1=l pabs )

Then we evaluate

~ Sin(ﬂlélLl) SiTl(ﬂgéng) 1 = sm(/ﬁlé\lLl) Sln(/ﬂgé\ng)
AV A > =
v ( A A =511 A N
Sin/_é\L i~ sm/_E\L 2rGh — T LT —
+ (M)l\ 1L1) [V, ('ui 2 2)]>‘ = V)\W (cos(fi1¢1Ly)sin(fialaLo) 4+ sin(fi1¢1Ly)cos(fiaéaLs))
0

(2.186)

We want to reconstruct the uncertainty on the gravitational part of the effective Hamil-

tonian constraint. To do this we evaluate

AVA sz’n(ﬂlélLl) Sin(ﬂQEQLQ) i sin(ﬂlélLl) S’in(ﬂgéng) 4 Sin(ﬂQEQLQ) Sin(ﬂ353L3) Z
A A A A A A

S 2rGhy

= ‘/0/\

— — — — — — ‘

—_— —_— —_—

<COS(ﬂ161L1)8i?’L(ﬂ262L2> + Sin(/jlélLl)COS(ﬂgégLQ) + COS(ﬂlélLl)Sin<ﬂ363L3>+

+ Sin(ﬂlélLl)COS(ﬂgéz;Lig) -+ COS([LQ&QLQ)SZ")’L([LQE?,L;;) + Sin(ﬂgéng)COS(ﬂ363L3)>
(2.187)

Now, since we are assuming large V{, we can consider the validity of the effective Hamilto-

nian constraint 2.181] and plug it in the left-hand side of the previous relation, obtaining;:

— —

(cos(fir¢yLy)sin(fielaLo) 4 sin(fiyéi Ly)cos(fiaCaLa)+

2
AVA(SWCZW V0p0> - 27 Ghy

V/n-1 ‘/b)\

— —

+ COS(ﬂlélLl)Sin(ﬂgéng) + Sin(ﬂlélLl)COS(ﬂgéng)—i—

— e~ e~

+ COS(ﬂQéQLQ)Sin(ﬂgéng) + Sin(ﬂgéng)COS(ﬂgéng» (2188)

As in the isotropic case we can assume AV small, and write

A(~1 )Nrf_lAf/ (2.189)
anl anQ
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Substituting it in [2.188] and assuming that the relation is saturated we have

AV? h — — — —

Vn—Q = 47)\2[)0%2(” _ 1) <008<ﬂ161L1)8in(ﬂ262L2) + sin(ﬂlélLl)cos(ﬂ262L2)+

—_— —_—

+ COS(ﬂlélLl)Sin(ﬂgéng) + Sin(ﬂlélLl)COS(ﬂ353L3)+

—

+ COS(ﬂQéQLQ)Siﬂ(ﬂQEng) + Sin(ﬂgéng)COS(ﬂgéng))) (2190)
The volume f/q ¢ for which the quantum fluctuations become important is given imposing
V ~ AV

—_— —_—

<COS(ﬂ151L1)Sin(ﬂ252L2) + Sin<ﬂ151L1>COS<[L262L2>+

‘7 B h 4—n
T\ 4o VE(n — 1)

—_— —_—

+ COS(ﬂlélLl)Sin<ﬂ363L3> + S’in(ﬂlélLl)COS(ﬂgégng)‘i‘

o ——— o — L L —— 4—n

+ COS([LQ&QLQ)SiTL(ﬁQéng) + Sin(ﬂgéng)COS(ﬂgéng» (2191)

And we notice that independently from the precise value of n, for V4 arbitrarily large ‘N/q ¥

is arbitrarily small. Let’s look now at f/Bmmce. To find it we have to solve the following

v -
— =13V, C 2.192
¥ _ .oy 2102)
Using [2.181] we have
oV - 87G~y (OC OV 9C OV dC VvV
ooV =— ST AT Al 2.193
i G v (ael 05, 06, 0p, | 05 apg) (2.193)
1% i PR . o i1 LV
= — [cos(ﬂlclLl)sm(ugcQLQ) + cos(ulclLl)sm(ugchg)] H 1
YA 2p
o - - P Y%
+ [Sm(ulclLl)cos(ugcQLQ) + COS(/,LQCQLQ)SZﬂ(MgCng)] 'MQQ; +
2
o _ o o fis L3V
+ [sin(fiacaLo)cos(fiscs Ls) + +sin(finé Ly )cos(fiscs Ls)] o (2.194)
3

Recalling [2.129] we can simplify it

ov v

E = 27—)\{8’&'72(/1262[12 + /?6151[11) + Sin(ﬂgéng + /1151[41) + Sin(ﬂgéng + ﬂgéng)}

(2.195)
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We notice that if we restore isotropy jiy = jio = iz = i, Ly = Ly = L3 = Vo%» and
¢1 = Gy = ¢3 = ¢ we recover exactly the isotropic equation of motion for 1% .

Well, even if the solution of such equation is highly non-trivial, we notice that it doesn’t
contain Vj. This has to hold also for the solution. Moreover numerical simulations [26]
confirm that the solution bounces in the deep Planck regime, thus even if we cannot find
analytically %ounce we know that exists. So the solution is bounded from below, and such
bound doesn’t depend on V;. Thus for V; sufficiently large, independently from the exact
value of VBOWCG the solutions never reach the value of the volume f/q ¢ for which quantum
fluctuations become important (so the regime in which the effective equations loose their
validity).

This argument proves the validity of the effective equations in Bianchi I for large Vj initial
states, and justifies formally the strong agreement between the numerical simulations of

the effective dynamics and the analytic one.
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Appendix A

Wheeler-DeWitt theory

To quantize General Relativity following the Wheeler-DeWitt approach we use the Dirac
program for the quantization of constrained systems, starting from the classical hamilto-
nian formulation of Einstein gravity in terms of the canonical variables gu(z) and 7¢¢(y).
Thus we promote the phase space variables g.(7) and 7°¢(y) to quantum operators, and

we promote the classical Poisson brakets to commutators:
7(y)] = 1hd{e0* (x — y)
[@ab(7), Gea(y)] = 0

(7 (x), 7 (y)] = 0

[@Lb(z)?

where: 5(cgb) = %(5%5% + 0%0%,)
. Here 7 and q are abstract operators written in this way. We can look at a representation

of them in terms of the generalized coordinates:

o = qup(z T (x) = —i L
ab(T) = qap(2) () héQab(x)

that is the analogous of the coordinate representation for classical QM. These operators
act on states ¢ which are wavefunctional of the form: [g.,(x)], written in the same
representation. At this point we have to face the first serious issue of this approach:
we should define a scalar product for the space of configurations of ¢, and this is not
simple. But let’s ignore for the moment this problem and proceed with the program.
Supposing that we have been able to construct our Kinematical Hilbert space with a well
defined measure, now we have to promote the classical constraints to quantum operators:
Htp =0

We can do this in two steps:
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Ha=0 HO=0
Hkin — Hdiff. — thys.

So we pass from the initial Kinematical Hilbert space, to the physical Hilbert space, with
an intermediate step given by the Hilbert space of Diffeo. invariant states: Hg;sr.. For
the constraint equations we will use their smeared version. Let proceed with order and

solve the first equation:

/ d3$Naﬁaw[qab] =0
P

We recall that:

He = _2\/avb<7;—a;> = H'=-2/qV. K%) ( B Zh&f)]

Thus, the wavefunctionals belonging to Hg;¢s. have to satisfy

2ih / d*rNy\/qV . [% ( 5;5&1)}@0[%] =0

Now, remembering that

V.(A"B%) = (V.A")B® + (V .B%) A

We have
. 1 6 ) 0
22h/d3xvc (Na——¢ qca) q— 22h/d3xVCNa— =
V1 0Gca 4] ) VT 0qeca
— 2ih / d%Vchd—w =0
5qbc

where in the last line we neglect boundary terms using Gauss theorem. Now, since g, is

symmetric under the exchange b, ¢ we can write:

oy

ks
)5ch

2ih / P2V, N,

And remembering that 2V, Noy = 6 5.

2ih / d%(éﬁqbc);—w = ih / dPrdg =0
q

be

Which is solved by functionals that are invariant under spatial diffeomorphisms, i.e.

w[ch =+ 2v(b]\fc)] = w[ch]
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So we recovered a condition that allow us to construct Hg¢r. Here however arises the
same problem we found previously: we are not able to define a scalar product for this
Hilbert space, so we cannot proceed with the Dirac program. If however we omit also

this issue and we impose the Hamiltonian constraint at the quantum level, we obtain
H(N)(ga) =0 (A1)

is called Wheeler-DeWitt equation in vacuum. Even if we can write it explicitally, in
general we cannot find any generic property for the solution as we did in the previous
case. If there are issues in this theory like the construction of the Hilbert spaces brought
to the formulation of Loop Quantum gravity, there are other issues like the problem of
time and the ambiguity of the operator ordering that this theory shares with LQG. We

don’t focus on them here but directly in the Loop context.
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Appendix B

A toy model for Einstein Gravity: the

free relativistic particle

Let’s consider the following classical action

dxt dxv
S = dry\| —n,, — — B.1
o o -
This is the action of a free relativistic particle in a fixed Minkowski space-time; m is the

rest mass of the particle and 7 the proper time.

The action is invariant under the reparametrization
T — A= A7) (B.2)

We can look at this theory as governing the dynamics of a relativistic particle, but also
in a different way: instead of considering the variables z* as the space-time coordinates
of the particle we can consider them as four different fields that live in a 1-D space
parametrized with 7. In this perspective the Lorentz-Poincarée transformations under
which the theory is invariant have to be seen as internal symmetries of the fields z*, while
is the only coordinate transformation that leaves the action unchanged.

If in General Relativity a generic diffeomorphism takes the form
ot — M =gt + et (x), e<<1 (B.3)
here a generic diffeomorphism, that is the infinitesimal version of has the form:
T— 7T =7+4+¢ef(1), e<<1 (B.4)
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Well, under this transformation the fields are subjected to an infinitesimal variation dz*:
drt — " = 2t + da* (B.5)

that is a gauge transformation of the theory.

Since the theory is invariant under such gauge transformation of the fields, we can consider
it as a constrained system, and as we expect from a theory that shows gauge invariance
once we formulate it in the Hamiltonian form we expect a first class constraint that
generate such gauge transformation. Let’s construct explicitally such first class constraint
in the Hamiltonian context.

From the action [B.1] we can introduce the canonical momentum

oL mi#
= = B.6
b= 95, = Vgain (B.6)

From the previous relation and the lagrangian of this system we can construct directly

the canonical Hamiltonian of the model

mata
o T o nw — 5 _
H.=p, ' — L= T +my/—2,a" =0 (B.7)
The fact that the canonical Hamiltonian vanishes is a signal that such system is generally
covariant, as well as Einstein theory of gravity.
We can easily recover from the only primary constraint of this system called Hamil-

tonian constraint:

Ho = pup" +m* =0 (B.8)
In fact, from [B.6} -
m2it i
pup” = o £ = —m? (B.9)

It is primary since we don’t need to use the equations of motion to derive it. Moreover,
since such constraint is unique is also a first class constraint (it Poisson commute with
itself). It can be shown that the Hamiltonian constraint is the generator of the gauge
transformations of the theory. Following the Dirac prescription for constrained systems

we define the Hamiltonian of the system:

H=H,+ NHy= NHy = N(p,p" +m?) (B.10)
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Where N(7) is the Lagrange multiplier associated with the constraint.
Following the Dirac theory only physical solutions live on the hypersurface of the phase
space

H=0 (B.11)

thus using the Dirac notation H ~ 0. But looking at [B.10| this means that Hy ~ 0, that

is true only if
mat

My —
VTN

This implies that for unphysical states p* cannot be evaluated using [B.6]

(B.12)

We notice that the Hamiltonian has the form (Lagrange multiplier)x (constraint), and
this means that by definition the system is generally covariant. The action with the Dirac

prescription:

St N) = [ drlp,it = N+ ) (B.13)

As we can see explicitally in H and Hj generate the same transformations, and since
H generates the time translations while Hy the gauge transformations of the theory, this
system as well as the Einstein theory is affected by the problem of time (the gauge orbits

and the dynamical orbits on the constraint surface coincide).
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