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Abstract

Tungsten trioxide WO3 shows promising perspectives in many fields of research. Sur-
face states appear to play a fundamental role on the overall functionality of the mate-
rial. Experimental evidences showed the capability to consistently obtain meta-stable
polar surfaces, characterized by large amount of excess charge on the surface. In this
study, we investigate the WO, terminated polar (001) surface, by density functional
theory calculations. Our data suggest a tri-dimensional nature of the excess electrons,
delocalized across the entire slab, compared to the usually observed two-dimensional
electron gas behavior, in the case of common transitional metal oxide. The material
is expected to be able to host excess charge also in localized states (namely polarons).
Furthermore, this work also suggests a deep coupling between the antiferroelectric
distorsions, the oxygen vacancies at the topmost layer, and the dispersion of the ex-
cess charge. Our results, constitute overall solid bases to further investigate these
connections and a valid starting point towards the opportunity to tune the electronic
properties of the WOj3 surface.
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Chapter 1
Introduction

Surface states might dominate the electronic and chemical properties of oxide mate-
rial. This thesis focuses on Tungsten trioxide (WO3), a widely studied compound due
to his great potential in many recent technologies, its stability against acids and photo-
corrosion, and abundance. It is one of the most important chromogenic material due
to thermochromic, photochromic, gasochromic and electrochromic behaviour [1]. In-
deed, it can be employed in devices such as smart windows and gas sensors, and has
also showed promising application in the process of hydrogen catalysis, as photoan-
ode. The device functionality in these applications in these applications drastically
depends on the electronic states on the WO3 surface.

Interestingly, it has been observed in a great variety of oxygenation states, from
neutral to polar, via sputtering and annealing process [32, 34]. Particularly the oxy-
gen atoms of the outer layer can be removed from the neutral surface by ion bom-
bardment, resulting in a polar surface. The polar surface has very high density of
excess charge, arising from broken bonds at the topmost layer, at variance with the
neutral surface that shows no uncompensated charge. It would be very interesting to
understand in detail how the distortions and defects affect the electron properties of
the surface, especially under the perspective of tuning and manipulation of the ma-
terial electronic properties, according to the necessity. In fact, as of today it is still
lacking a clear understanding regarding the coupling of the crystal structure with the

corresponding electronic properties, and the role of excess charge.



This thesis aims to a systematically description of the electronic properties of the
WO; terminated (001) polar surface, by means of ab-initio computational techniques.
The high density of excess electrons seem to introduce strong repulsive interactions,
leading to dispersed states. At intermediate level of oxidation the excess electrons
might also condensate in two dimensional electron gas (2DEG) and polaronic states,
as already reported in literature [45, 47].

The introduction continues with a brief description of the fundamental properties
of polar surface 1.1, 2DEG 1.2, polarons 1.3, and WO3 1.4. The methodology adopted
in this project is discussed in Chapter 2. The results of our calculations are presented
in Chapter 3, and the relative discussion in Chapter 4.

1.1 Polar surfaces

In a crystal lattice, strong electronegativity might lead to ionic bond with large charge
transfer between atoms. Such type of materials can be considered as stacking of
charged planes with charge +Q and —Q separated by a distance Ry, along deter-
mined crystallographic direction, see Figure (1.1) (c) . This picture corresponds to a
series of N parallel-plate capacitors with charge +Q, distance R; and area A. Clas-
sical electrostatic tells us that the total capacitance of the whole system is equal to
1/Cyy = YN 1/C; where N is the number of layers and that the energy stored in a
capacitor is equal to Q?/(2C). Thus, we see that as the number of layer N tends to in-
finity there is the energy divergence. This means that in classical electrostatics a polar
surface cannot exist and unless some phenomena takes place at the last outer layers,
this kind of slabs it is expected to be unstable.

In fact, it is possible to determine the surface stability depending on to the charge
distribution of the repeated unit of the crystal, and we can classify three different types
of surface of ionic compounds|[2], see Fig. (1.1). The types 1 and 2 posses different Q
but have a total zero polar moment ji, and thus can be considered stable. Particularly,
we have that:

1. Itis neutral because each plane has overall zero Q since there is an equal number

of anion and cations.
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Figure 1.1: Surface types in ionic crystal. Q is the layer charge density and u the module of
dipole moment ji in the repeat unit, perpendicular to the surface, [3].

2. It is not neutral but has no ji perpendicular to the surface because of the sym-
metrical configuration of the three planes which constitute the repeat unit.

3. Itis the polar one. It is constituted by a stacking sequence of alternately charged
planes resulting is in a non-zero ji on all the repeated units throughout the mate-

rial, resulting in a dipole moment that diverges with increasing crystal thickness.

Noguera [3] proposed a solution to the polar catastrophe. In this approach, the type
3 crystal is treated as the stacking of alternating uniformly charged layers, each one
with charge density equal to £, along the direction perpendicular to the surface,
with interlayer spacing R; and Ry, see figure 1.2 (a). Furthermore, each couple of
layers can be regarded as a capacitor having a dipole moment per surface unit area
u = oRj. Since each unit repeat unit has y, the electrostatic potential V increases
monotonically across the entire slab by the quantity 6V = 47oR; per double layer,
(usually about tens of electron volt in ionic compounds). Therefore, the total dipole
moment M of N bi-layers, is equal to M = NoRj, and the corresponding electrostatic
energy E = 2tMo, diverge within limy_,.. In fact, particular arrangement of the
charge density o at the outer layer are able to nullify M and consequently solve the

polarity catastrophe. This result can be accomplished, by a density:

o = 0Ry/(Ry + Ry) (1.1)
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Figure 1.2: (a) Schematic representation of the type 3 surface as stacking of planes of charge
o, and the corresponding electric field E and electric potential V. (b) Type 3 surface and
associated E and V, after the modification of the charge on the outer layer, .

which in turn gives M = 0R1Ry/(R1 + Ry) see figure 1.2 (b).

If m surface layers are modified:

m
_ Tmirp_qym_Ra— Ry
];— > (V" - g (1.2)

The condition dictated by equation (1.2) can be satisfied by the three different main
phenomena in order to relieve the electrostatic instability:

1. Surface reconstruction, that alter the bulk stoichiometry at one or more termi-

nated layers.
2. Compensation of the charge by external extrinsic doping.

3. Electronic redistribution on the surface driven by the polar electrostatic field,
preserving bulk-stoichiometry at surface, eventually accompanied by small struc-

tural distortions.

Since process (1) and (2) are usually more energetically convenient then number

(3), polar stoichiometric surfaces are very rarely observed. It is relevant to point out
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that this is not due to the divergence of E, but only to experimental conditions. In fact,
only at the thermodynamic equilibrium, the resulting surface mechanism to compen-
sate for polarity would be the one leading to the lowest relevant thermodynamical
potential. Otherwise, the resulting configuration would be the one with lowest en-
ergy which is kinetically accessible, such that process 1 and 2 could be kinetically
hindered.

Since the paper of Noguera in 2000, the field of research about polar surfaces un-
derwent a huge development [4]. In fact, regarding the third mentioned mechanism,
the charge involved in the process it is commonly believed to form two dimensional
electron gas resulting in metallic state of surfaces, see Section 1.2.

A prime example is a study regarding the ZnO polar surfaces , [5]. Scanning tun-
neling microscopy suggested that the stabilization mechanism of the Zn-terminated
(0001) surface was the removal of surface Zn atoms. This took place by the formation
of a high density of one-layer-high, O-terminated step edges and results in the forma-
tion of islands with a size-dependent shape correlated to the stabilizing surface sto-
chiometry. The study was coupled with Ab initio DFT simulations which confirmed
the stability of a surface morphology with triangularly shaped one-layer-deep holes
over a wide range of oxygen and hydrogen chemical potentials. See Figure (1.3a).

Another relevant example is a recent paper where they were able to consistently
obtain bulk terminated (1 x1) meta-stable polar surfaces (001) of KTaO3 with low con-
centration of defects, [6], see Figure (1.3). In fact, this results are very interesting to
our work because the connectivity network of WO3 is similar to KTaO3 pervoskite
structure in the absence of Ta cation, [7]. Particularly, the TaO, termination in practice
is very similar to the WO, termination. Furthermore, through vacuum and anneal-
ing it started to appear defects at the polar surfaces which gradually evolved toward
ordered terraces reconstruction, in a labyrinth pattern, a classical example of polarity

compensation mechanism.
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Figure 1.3: (1.3a) STM image of magic triangles on the Zn-termination [5]. (1.3b) Atomically
resolved AFM image of TaO, and KO terminated surfaces terraces, and after annealing in
vacuum to 312, 482, and 517 K, respectively, [6].

1.2 Two-dimensional electron gas 2DEG

Two-dimensional electron gas (2DEG) is a crucial paradigm in solid state physics
showing many interesting properties, [8]. It manifest when electrons are firmly con-
tined in one dimension, but at the same time have exceptionally high mobility in the
others two dimensions.

2DEGs are usually observed at oxide interfaces. As we already inferred in the case
of polar surfaces, at the origin of the 2DEG there is generally a reconstruction of the
complex electronic structure of the material, such that the electronic behavior at the
surface can differ from the behaviour of the bulk. Particularly, there are indication of
magnetism and superconductivity of oxide heterostructure which exhibit promising
features not shown by conventional semiconductors interfaces, [9].

The archetypal pair is the heterostructure SrTiO3 /LaAlOs. The model constructed
on the polar catastrophe predicts a charge flow from the polar LAIO; surface to the
interface, originating the 2DEG [10], see Fig. 1.4.

12



<~—— (SrTiOg); 5 > (LaAlOz), 5

2

— 1 oS
— ¢
[T

Figure 1.4: SrTiO3/LaAlO;z interface with LaO-TiO; termination. Bottom figure shows the
diverging Coulomb potential, the polar catastrophe solid line, and of how it can resolved by
adding half an electron to the single TiO; layer at the interface, dashed line, [11].

Another paper showed that some electrons are confined to a single layer of the
interface and are susceptible to localization, while others extended over several layers
and contribute to transport, [12]. A recent research observed through angle-resolved
photoemission spectroscopy, the presence of a highly metallic 2DEG at the vacuum-
cleaved surface of SrTiO; confined within a region of about five unit cells, [11]. See
tigure 1.5.

It is also interesting to investigate how the oxygen vacancies affect the properties
of the 2DEG. For example, a DFT simulations study, suggested the surface reconstruc-
tion as a consequence of the introduction of oxygen vacancies on SrTiO3 surface slabs.
They also proved that the charges resulting from surface-localized oxygen vacancies
redistribute in the surface region and deplete rapidly within a few layers from the
surface, indicating the creation of a 2DEG [13].

Furthermore, the properties of the 2DEG can depend on the crystallographic direc-
tion of the surface where it is located. As example, a research found out an anisotropy
of the 2DEG SrTiO3(110) on natively terminated surfaces, which behaves substantially
different compared to (001) termination [14].

An alternative way to accomodate excess charge on a surface is via polaron formation.

13
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Figure 1.5: Layer projected density of states showing the the spread of the interfacial electrons
into many TiO; layers. (The Fermi energy is taken as zero). [11].

1.3 Polarons

When an excess electron (or hole) travels across a crystal lattice, it polarizes the sur-
rounding medium, creating a polarization cloud which follows it across the material
changing its effective mass [15],[16]. A polaron is a quasi particle originating from the
interaction between an excess charge (electron or hole) and a phonon in a crystal lat-
tice. In the rest of the discussion we going to refer only about electron but analogous
consideration holds for an hole as well. The ions are attracted by the coulomb force
towards the electron, and are displaced by their stationary location, consequently af-
fecting the electron dynamics itself, in a loop mechanism. Particularly, this process
can alter the vibration frequencies of the involved ions, in case of polaron showing
weak-coupling, or even their equilibrium position, in the case of strong-coupling [17].
Polaron can be classified depending on the extension of the electronic clouds in large
and small polarons.

14
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Figure 1.6: A polaron (red) is localized at specific site, displacing the surrounding ions.
Adapted from [18].

By performing DFT simulations we are able to compute various energy configura-

tions of the excess charge in the lattice:

e Floc

1< Total energy of the polaron state: charge localization plus lattice distortion.

Efl%‘}f Total energy of the system with the charge shared between equivalent

atoms and unmodified lattice

Figure (1.8) shows a schematic representation of the energy variations of the sys-
tem in the delocalized and localized solutions, respect with the lattice distortions (gen-
eralized coordinates).

Particularly, the corresponding energies can be identified as follow:

Epo1 = EfS — Eﬁfj;}f (1.3)
and it can be determined if the polaronic solution is the more stable in the case case
Epol < 0.

In fact, density functional theory alone is not able to properly describe the local-
ized state of an excess charge because it always favors the delocalized solution over
the polaronic one [19]. This characteristic affects the simulations, with the effect to
severely underestimate the band gap and fail to account correctly for the charge lo-
calization, especially for strongly correlated insulators and metals. As an example,
hybrid functionals represents a possible solution to this problem, providing a better

approximation for the exchange and correlation correlation energy. However, this are
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Figure 1.7: Here, it is considered a quadratic energy behaviour versus structure curve in gen-
eralized coordinates of the lattice. The localized electronic charge densities are also shown for
rutile TiO2, together with the polaronic lattice distortions A; [19]

really time consuming calculations. A less demanding method is DFT+U and was
introduced by Dudarev et al[20]. The addition of a term in the DFT Hamiltionian has
the effect to favor the integer occupation of electronic states:

Eprr+u = Eprr + Eu(U, ]) (1.4)

Eyr is an on-site correction arising from a local Hubbard-like Coulomb repulsion U
and a Hund’s parameter J,(exchange integral), including double-counting corrections.
The introduction of the Hubbard term U allows us to better describe the correlation
energy E., particularly important for the d orbitals, such as the one of W, and to obtain
more accurate results.

The explicit form of E{;(U,]) is the following;:

(uz_ ]) Z (Zn(;;q,ml) - ( Z ﬁﬁl,mzﬁzz,ml) (1.5)
ml

o my,my

This can be understood as adding a function to the DFT total energy expression, which
forces the on site occupancy matrix in the direction of idempotency, i.e., 17 = n’n°.

Since real matrices are only idempotent when their eigenvalues are either 1 or 0, for

16



an occupancy matrix this translates to either fully occupied or fully unoccupied levels.

An interesting example is a computational work, involving the DFT+U frame-
work, where it has been studied the difference in the polaron energies of two different
phases of TiO,. For example, they found that E,; is 0.4 eV smaller in anatase than ru-
tile, and that a larger U is necessary to form a small polaron in anatase, than in rutile,
higher then 5 eV and 3.5 eV respectively. This research is meaningful to our study
since the 5d electron orbitals of W are less correlated compared to 3d of Ti, and thus
we would expect a smaller values of U required to form polarons in WOs3. However,
the 5d orbital are spatially more extended and therefore less suitable to trap excess
charge in localized states. This makes the study of polaron in 54 materials particu-

larly challenging.

4 5
Hubbard U (eV)

Figure 1.8: E;,; as a function of Hubbard U in bulk rutile (orange) and anatase (blue),[21].
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1.4 Tungsten trioxide

141 WO; bulk

Tungsten trioxide is a octahedrally coordinated d° transition metal oxide. The va-
lence electronic configuration of the isolated atoms of W and O are 5d*4s? and 2s% 2p*,
respectively. In the crystal bulk the formal valence charge becomes 6 and 27, respec-
tively. In the ionic bond the tungsten atom gives away six electrons in total, four of
the 5d orbitals and two of the 4s orbitals; each oxygen atom is thus able to fill the 2p
orbitals.

The material assumes different crystal structures according to temperature: it has
been observed in the € monoclinic phase between -170° and -50° [22], then it becomes
triclinic from -50° up to 17° [23, 24], monoclinic from 17° until 330 °, [25-27], tetrago-
nal from 330° up to 740° and orthorombic at higher temperature.

Temperature range C° | Crystal structure
-140 to 50 e—monoclinic
-50 to 17 triclinic

17 to 330 y—monoclinic
330 to 740 tetragonal
above 740 orthorombic

Table 1.1: Crystal phases of WO3; depending on temperature variations.

We focus our attention on the y—monoclinic room-temperature phase, very well
studied in literature. The space group of this crystal structure is P2; /n [26]. The lattice
vectors parameters are a = 7.306 A, b =7.540 A, c=7.692 A, with angle g = 90.881°
[27]. Its band gap value has been estimated experimentally between 2.6-3.0 eV. [28].

Strucure Space group | a (A) b (A) c(A) B (°) | Bang gap

v-Monoclinic | P2y /n a=17306|b=7540 | c =7.692 | 90.881 | 2.6-3 eV

Table 1.2: Experimentally determined properties of the crystal structure of - monoclinc of
tungsten trioxide.
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The fundamental structure of WO3 can be represented by a three dimensional net-
work of corner-sharing WO octahedra as the cubic ReOs strucutre. The symmetry is
lower than the one of the ideal ReO3 because of two distortions:

-the tilting of WOg octahedra [7]. These distortions can be attributed to second-order
Jahn-Teller effects [29];

-the displacement of tungsten from the center of its octahedron. An antiferroelectric
distortion of the sublattice of tungsten in the WOj3 crystals leads to a layering of the
crystal along the [001] direction, [31], [32], see Fig. (1.9b).

The unit cell of the y—monoclinic is the 2 x 2 x 2 supercell, (with 24 O and 8
W), and presents two different types of W atoms and six different types of O atoms
resulting in two types of non equivalent WOg octahedron [30].

[100]

[100] [010]

(a) (b)

Figure 1.9: (1.9a) Monoclinic lattice structure. (1.9b) y-monoclinic (2x2x2) unit cell of the
WO3 bulk crystal, viewed along the [110] direction in order to clearly show the W layering
displacements along the [001] direction, highlighted by the different colors and corresponding
arrows, due to the antiferroelectric distortions. The WOg octahedra tilting is also visible.
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1.4.2 WOj; surface

The WO3 crystal can be regarded as stacking of WO, and O planes with formal charge
of +-2e and —2e, respectively, along the crystallographic direction [001]. Therefore, the
bulk terminated (001) is polar, with diverging electric field. By considering the WO,
termination, the surface can be stabilized by the spontaneous reconstruction of the
outer layer surface which alters the bulk stochiometry. During the bulk cleavage, half
of the topmost oxygen atoms leave the surface while the other half remain on the
opposite side. This lead to the stable reconstructed surface with (/2 x v/2)R45° pe-
riodicity, denoted c(2 x 2) equivalently, [33]. Essentially, this can be view as the WO,
plane termination covered by the half of the oxygen atoms on top of the W atoms
or just by considering the half monolayer of the O termination. Please note that the
position of the O atoms follows the layering of the W along the [001] direction, see
Fig. (1.10). The arrows indicates the direction of the generated opposite dipole mo-
ments, which avoid the divergence of the electric field. As a matter of fact, removing
an oxygen atom from the topmost layer of the neutral surface, leaves a dandling bond
with the underling tungsten atom, which corresponds to the presence of one uncom-
pensated electron, (per each vacancy). Actually, as we will discuss in Chapter 4, the
oxygen presence is crucial to stabilize the antiferroelectric distortions, that quench the
the diverging dipole moment.

We can apply equation (1.1) to our case and we have that and o = 42 for WO,
termination. Then, by substituting R, = Rj, we find that the ¢/ must be equal to
0/ = 0/2 = —1, in order to cancel the polarity. Since O has a formal charge of 2, it is
not possible to remove/add only half of an oxygen atom.

It is very important to highlight the fact that already exist empirical evidences of
unreconstructed polar (001) surfaces of WO3.

Thanks to STM it has been possible to observe surface of (1 x 1) periodicity, along the
(001) direction, and absent from defects. Those islands were resolved together with
(2 x 2) and (v/2 x v/2)R45° reconstructed areas of the surface and were obtained by
vacuum annealing and argon ion bombardment/annealing cycles [34] see Fig. (1.11a).

Another research also proved that was possible to remove the oxygen atoms of
the top half monolayer of the reconstructed (v/2 x v/2) R45° surface by sputtering and
annealing. This lead to (1 x 1) surfaces WO, terminated surface with only W>* ions

20
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Figure 1.10: Schematic representation the of (v/2 x v/2) R45° reconstruction of the (001) surface
of y-monoclinic WO3, viewed along the [001] direction. Adapted from [31].

E ]

and bridging oxygen exposed, [32]. See figure (1.11b).
(b)

Figure 1.11: (a) ((1 x 1) ordered terraces of WOj3 (001) surface, [34]. (b) Long narrow (1 x 1)
terraces of WQOj3 (001) surface, [32].

(a)

This results are very interesting because represent a concrete opportunity to di-
rectly modify the surface states and thus to eventually engineer the electronic proper-

ties of the material.
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Chapter 2
Computational methods

The simulations were performed by using the Vienna Ab initio Simulation Package,
[35-37]. VASP is a computer program for computational material modelling that solve
the many-body Schrodinger equation, within density functional theory.

The preliminary convergence tests were conducted on the cubic structure of WOs.
In this case the unit cell is composed by one unit of WO3 and has lattice constant
equal to 3.77A [39]. The convergence for the plane wave basis set and sampling
of the Brillouin zone was considered to be achieved for an energy difference of 1
meV/atom. Three different functionals were tested in order to describe exchange
correlation approximation: the local density approximation LDA, [40], the gener-
alized gradient approximation GGA Perdew—-Burke-Ernzerhof PBE parametrization
[41]; the strongly constrained and appropriately normed semilocal density functional
(SCAN) [42]. SCAN is is a recent meta-GGA functional that fulfills all known con-
straints that an exact density functional must fulfill. There are also indications that
SCAN matches or improves on the accuracy of the computationally expensive hybrid
functionals [43].

In order to account for the strong electronic correlation in the material, different
values of U have been used, between 0 eV and 4 eV . The Dudarev approach of DFT+U
was used: the parameters U and ], do not enter separately in eq. 1.5, but only the
difference (U-]) is meaningful and in practice only the value of U has been selected,
setting J=0. Then, the best values of U can be found by treating it as fitting parameters
and choosing the one which give the best results compared to the experimental values,

22



such as energy band gap and lattice parameter. The U correction was applied to the
5d of states of W and large values of U determined an instability in the calculation:
it was possible to use a value up to U=4 eV in conjunction with LDA, U=3.5 eV with
PBE and up to U=3 eV with SCAN. LDA and PBE reached convergence with 600 eV
respect to the cut-off energy, while 800 eV with SCAN. This is exactly as we expected
since SCAN takes into account the kinetic part of energy, which results in a more
demanding simulations, especially for large unit cells (such as the surface slab).

The 2x2x2 unit cell of the y-monoclinic has been built starting from the experi-
mental atomic positions measured by Loopstra [27], and by knowing the symmetry
of the structure. The ground state structure, (for every functional and U value), was
determined by varying the volume of the system and minimizing the energy (Fig.
2.1). These structures were used to calculate also the bad gaps, see Table 2.1. All the
functional severely underestimated the band gap, with SCAN reproducing the best
results, followed by PBE. We can also observe a general trend of increasing the energy
band gap value by the increasing value of the U, while an opposite effect in the case
of the lattice parameter.

U (eV) Lattice parameter (%)
LDA | PBE SCAN EXP
0 99.6 | 102.6 100.2 1
2 99.3 | 1024 99.7
3 99.2 | 102.2 99.4
3,5 99.0 | 101.9
4 98.8
Band gap (eV)
0 0,695 | 0,9 1,585 2,7
2 097 |091 1,675
3 0,945 | 1,030 1,79
35 1,030 | 1,115
4 1,060

Table 2.1: Expansion of the lattice parameter with respect to the bulk value of Tab. 2.1, given
in percentage, and dependence of the band gap as a function of the U value.
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Figure 2.1: Volume curve for the bulk 2x2x2 unit cell, for SCAN U=0. The x-axes shows the
expansion of the lattice parameters with respect to the bulk value (Tab. 2.1), given in percent-

age. The perpendicular full line value coincides to the value of 100%, thus it corresponds to
the values of Tab. 2.1.

Fig. 2.3(a) shows the partial density of states of the WO, layer, and Fig. 2.3(b)
the corresponding decomposed density of states of the d orbitals of W. The system
is insulator and the oxygen atoms occupy the valence band. The f5, orbitals of the
tungsten atoms are the first to be occupied in the conduction band while the e»¢ have
higher energy due to the crystal field. We will discuss about this topic in more details
in section 3.2. Here, the fact that the t,; are not degenerated could be due to the
antiferroeletric distortions.
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energy band gap as a function of U.
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Figure 2.3: (a) Partial density of states of O and W atoms. (b)Decomposed density of states:
dyy blue, dy; violet and dy; red, e, orbitals green and black.

Starting from the relaxed bulk structure, it is indeed possible to build the surface
slab (2 x 2 x n), where n coincides with the number of WO, layers. We have only
used a symmetric setup. According to the bulk results, we used a cut-off energy of
600 eV and a gamma centered k-points grid of 5 x 5 x 1. During the relaxation pro-
cedure we used the same convergence criteria as in the bulk case and we performed
the majority of the calculations using seven layers slab, (unless specified otherwise).
However, during these surface simulations, the maximum U value which was pos-
sible to consistently adopt, was 3eV in conjunction with PBE, which was thus the
adopted functional during the calculations. For larger U values we have encountered
numerically instability that prevented a successful finalization of the self-consistent
loop, probably indicating that such value of U are unrealistically high for WOs.
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Chapter 3

Results

This Chapter includes the results obtained from our DFT+U calculations performed
WO; terminated (001) polar surfaces. It is divided in two section, about preliminary

tests and the actual electronic analysis.

3.1 Preliminary tests

First, we focus on the effects of the size of the vacuum region on the properties of the
material. Fig. 3.1 shows the electrostatic potential V;ocpor(7) in the case of an unit

cell with two different thickness of the vacuum region. Particularly, we have that:

o . n(r
Viocror(7) = V(7) +/ |?£ 37| + Vxc)

where V(7), is the ionic potential, (the second term is the Hartree potential), and
Vxc(7)is the exchange-correlation potential. In this case the line profile along the
c—axis has been extracted starting from the superficial W atom indicated in the figure
by the dotted line. Clearly, we observe negative pronounced values in correspondence
to the presence of W atoms. As we can see 20 A of vacuum are not enough in order
to avoid self-interactions with the periodic image of the slab: the potential presents a
substantial slope and it is still considerably oscillating, compared to the case of 30 A.
Increasing further the vacuum region above 30 A , (or including dipole correction),
did not bring any remarkable improvement (not shown), thus, the setup with 30 A
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was adopted throughout this study. However, we should point out that this value is
much higher than value commonly employed in literature [45, 47]. A vacuum region
to small could introduce some non physical effect, which could invalidate the accu-
racy of the calculations, mainly by altering the surface states. For example, a slope
of the electrostatic potential in the region outside the slab, is the effect of potential
and the charge generated by the atoms of the periodic image of the slab itself. In fact,
ideally we would need a flat potential in the vacuum region, in order to simulate an
ideally isolated surface slab. The oscillations could be also corrected by increasing the
energy cut-off. In the vacuum region the charge density is very low but (still present),
compared to the region inside the slab where actual atoms potential has dominant
effect. Thus, the employed energy cut-off in the wave plane expansion has a stronger

impact on the oscillations of potential outside the slab .
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Figure 3.1: Line profile of the electrostatic potential energy along the c—axis of the unit
cell,(sketched in figure), including vacuum with 20A and 30 A. The dotted line points to-
ward the W atom which was selected in order to obtain the line profile of the potential. The
value with 30 A setup are shifted +10 eV to help visualizing the differences.
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Fig. 3.2 shows the total density of states (DOS) of the polar surface. Clearly, the
system is metallic, due to the existence of an uncompensated charge, presenting states,
crossing the Fermi energy at the conduction band. The DOS presents an asymmetric
occupation of the spin channels: details on the spin polarization of the uncompen-

sated charge is discussed in section section 3.2.
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Figure 3.2: DOS of the relaxed slab surface 2 x 2 x 7 using PBE and U=3eV.

We checked the dependence of the properties of the uncompensated charge on the
approximation used in the DFT to describe the electronic correlation: we considered
LDA,PBE and SCAN functionals, in combination with a correction for onsite interac-
tion on W atoms ranging from U=0 to 3 eV. As an example, Fig. 3.3 reports two of
these cases, the difference of the total DOS employing different functional 3.3 (a), and
U values (b). Actually, in all situations, except from a shift of the energy peaks, we
did not observe any substantial difference. Note that in case of LDA at Fig.3.3(a), and
in the case of U=0 eV at Fig.3.3 (b), we obtained a singlet state with perfectly sym-
metric spin channels. Actually, it was possible to obtain the singlet state also by using
U=2eV, via the setup made up of 9 layers, not shown here. In fact, using U=3 eV we
always found several competing solutions, and were not able to obtain a pure singlet,
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but rather an open shell system. These results could be an indication that it might be
necessary to employ higher U values, in order to properly distinguish between the
various open shell configurations of the system.
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SCAN
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|
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Energy (eV)

X , , Dos (states/eV)
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Energy (eV)

(a) (b)

Figure 3.3: (a) Total density of states using LDA (gray) and SCAN(red), with U=2eV. (b)Total
density of states using PBE and two different U values, 0eV and 2eV, gray and red respectively.

3.2 Electronic analysis

We can finally focus our attention on the crucial aspects of the surface results. Fig.
3.4 shows half of the slab after relaxation, and the corresponding partial DOS of the
oxygen and tungsten atoms, of each WO, layer. The contribution from the d—orbitals
is shown as well. (The total DOS is the one already showed in Fig.3.2).

The first observation we can make is that due to the absence of the oxygen atoms at
the topmost layer, as opposite to the neutral surface (Fig. 1.10), the polar surface does
not present the antiferroelectric distortions. Moreover, we can see how the central
layer is still characterized by a metallic state. This means that the excess charge is
able to penetrate very deep across several atomic layers. Looking at the decomposed
DOS we can infer that these metallic and conduction states, belong to the d—orbitals
of tungsten, as expected. Furthermore, we can also note that at the outer layers, the
dxy—orbitals have lower energy compared to the other two 5, orbitals, at variance
with the degeneracy observed at the bulk 2.3.

This is reasonable if we remember their angular distributions. In fact, a transitional

metal atom on an octahedral environment, itself at the center of the octahedra, and
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Figure 3.4: (a) Half of the relaxed slab surface from the topmost layer, until the central one,
along the [001], using PBE and U = 3 eV.(b) Corresponding partial DOS of O atoms (red) and
W atoms (black) and (c) decomposed DOS of the d—orbitals states of W atoms: d,, blue, dy,
violet, d,, red.

the oxygens at its corner, feels the electrostatic repulsion from the negatively charged
electrons in the oxygen orbitals, [44]. This leads to the crystal field splitting, raising the

energy of e orbitals namely d 2 and d,> 2, whose lobes extend toward the octahedra

y
vertex, where the oxygen are located. Actually, the surface effects play a fundamental
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role to explain the removing degeneracy between the ty, orbitals. The d,; and d,,
orbitals of W atom at the topmost layer extend over the vacuum region which has
unfavorable potential, compared to the potential generated by the atoms inside the
surface slab. The atoms of the second layer are affected as well. Therefore, is the d,
geometry to guarantee more stability to the these orbitals.

3.3 Excess charge distribution

We focus here on the distribution of the uncompensated charge across the slab. Fig.
3.5 (a) shows the electronic charge density of the energy states located between the
top-valence band and the bottom of the conduction band of Fig 3.2. We can state
that this uncompensated charge of the polar surface, seems to shows a 3D gas na-
ture, being delocalized on different WO, layers. This observation is quite surprisingly
with respect to the electronic properties of the 2DEG usually found at transition metal
oxide surface. Therefore, we studied the distribution of the uncompensated charge
across the layers below the surface by increasing the number of layers along [001]. In
Fig. 3.5 (b) we can see the difference between the partial DOS by including, (in the
symmetric setup), 7 and 11 layers. It is interesting to observe the continuity in the
partial density of states, between 7 and 11 layers, especially at the topmost layer, and
also that in the 11 layers setup we obtained the singlet state in the inner layers. Fur-
thermore, despite the high number of layers, it is still possible to observe the presence
of the metallic states at the central layer as well. The same calculations were done
using a setup containing 9 layers, with analogous results.

We performed an additional calculation, fixing all the ions in the slab at the bulk
positions, in order to investigate the connection between the antiferroelectric distor-
tions and the distribution of the charge. Fig. 3.6(a) report the outcome, together with a
comparison with the relaxed counterpart. In the fixed slab, the excess electrons result
to be localized only on the topmost outer layers of the surface, see Fig. 3.6(b).

These results show a deep coupling between the the role of the antiferroelectric
distortions and the excess charge dispersion. Particularly, it strongly suggests that
the antiferroelectric distortions are necessary to properly localize the uncompensated
charge on the outer layer. Indeed, we also tried to figure out a strategy to localize the
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Figure 3.5: (a)Electronic density charge of the exchess charge, with energy range from the top
of the valence band and the bottom of the conduction band of Fig. 3.2. (b) Comparison of
the decomposed DOS of the WO, layers, (total sum of the O and W atoms of the layer). The
setups containing 7 and 11 layers are represented in gray and red, respectively.

electronic gas, applying constrains to the system. By fixing the atomic position of the
tungsten atoms of the central layer, hence imposing the maintenance antiferroelectric
distortions during relaxation, we could have found the gas localization on the outer
layer, as in the case of fixed slab structure, Fig. 3.6. Unfortunately, this turned out to
be an unstable calculation and we leave any further investigations for future studies.
Nonetheless this is already a known problem [45].
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Figure 3.6: Comparison of the partial DOS of the WO, layers, (sum of the O and W atoms of
the layer). The relaxed and fixed structure are represented in gray and red, respectively. (b)
Electronic density of the excess charge of the non-relaxed structure.
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Chapter 4

Discussion

4.1 WQO; polar (001) surface analysis

In this section we comment and explain the results reported in Chapter 3. Concerning
the study of the local potential as a function of vacuum region extension, (Fig. 3.1), we
observed how 20A of thickness are still not adequate to avoid self interaction with the
periodic image of the slab, along the c—axis. Note that this is already quite high value,
especially compared to the setup used typically in literature, (commonly employ only
up to 10A). The reason behind this could be the high amount of the excess charge
possessed by the surface, whose strong generated potential requires larger distance
than usual in order to attenuate significantly the self interaction.

Concerning the structural variations of the slab, we found compelling results dur-
ing the transition from the neutral surface , Fig. 1.10, to the polar one, by removing
oxygen of the topmost atomic layer. Particularly, the tungsten atoms are not able to
preserve the antiferroelectric distortion, 3.4(a), which tends to compensate the diverg-
ing electric field by forming locale dipole moments, see Chapter 1. In this regard, it
is meaningful to remark the importance of adopting a symmetric setup in the calcu-
lations.

Furthermore, the metallic states extends through several layers across the entire
slab, see Fig 3.4. This resemble a tri-dimensional nature of the excess charge and it
is somehow unusual, compared to the commonly observed conventional 2DEG, in

many others transition metal oxides, where the excess charge is restricted only to the
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outer layer of the surface. Note that not even eleven layers were sufficient to guar-
antee bulk-like properties in the central layer of the slab. Actually, this difficulty to
properly describe the charge localization could be due the small U value that we were
able to use in our calculations. Indeed, if we look at the partial DOS, Fig. 3.4(b), we see
that the conduction band and the occupied state above the top of the valence band,
belong to the tungsten atoms, (while the oxygen orbitals constitute the valence band).
This is in accordance with what we found at the bulk level. What emerged very inter-
estingly is that a polar surface without relaxation, thus preserving the antiferroelectric
distortions, is able to confine the excess charge only to the topmost layer. Those re-
sults overall indicate that the presence of oxygen atoms at the topmost layer of the
neutral surface are essential to induce and preserve the antiferroelectric distortions
during relaxation. On the other hand, the antiferroelectric distortions appear to be
necessary to properly localize the electron gas on one single layer, and not spreading

deeper inside the surface slab, assuming a tridimensional character.

4.2 Polarons in WO;

Transition metal oxides are able to trap excess charge in the form of polarons, espe-
cially on the material surface, due to smaller energy cost to locally distort the lat-
tice and accommodate localized charge, (see Chapter 1 for a detailed description).
Polaron formation in WO3 is supported by experimental evidence [45], [46], and its
study via computational techniques was initially intended to be included in this The-
sis project. However, stabilization of polarons has proven to be extremely challenging
to achieve in the calculations. Previous computational works adopting hybrid func-
tionals [47],[48], and DFT+U [46], approaches have reported quite unstable polaronic
states in WO3;. However, as discussed in the following, this instability seems to be
an artificial effect of the computational setup (primarily due to the small size of the
unit cell. In our attempts, we have tried to adopt a setup more suitable for hosting
polarons. Unfortunately, we could not manage to localize polarons on WO3(001). The
reason for this unsuccessful polaron localization seems to be due to an inadequate
correction of the electronic correlation adopted here in our DFT+U approach: while
previous works suggest the need of a large value of U [46], it was not possible to in-
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crease the U parameter on W atoms above 3 eV, due to technical issues, as reported
in Chapter 2 . In the following, the recent studies on the polaron formation in the —
monoclinic phase of WOj3 are briefly discussed, highlighting the critical aspects that
frustated the polaron stability; a detailed discussion about our attempts is reported at
the end of the Section.

Albanese et al. [45] investigated the WO3(001) surface by hybrid functional cal-
culations. By removing one oxygen atom from the neutral surface, they introduced
two excess electrons in the system. Figure 4.1 shows the electronic properties of this
excess charge. Clearly, one electron emerged as 2DEG dispersed on the surface layer
(see 4.1b ), and associated to metallic states with parabolic dispersion in the energy
band structure (Fig. 4.1a). Conversely, the second electron led to the formation of a
small polaron on the third layer, revealed also by the dispersionless state in the band
structure (the flat band in Fig. 4.1a). The crossing of the polaronic state with the 2DEG
bands would indicate an instability for the polaron formation. In fact, typically stable
polarons show states at deeper energy, well below the conduction band minimum.
However, this instability could be due to the fact that the polaron was localized on
a layer far from the surface, where the lattice is less flexible. This leads to an high
energy cost for distorting the lattice and accommodating the excess charger, hence the
instability.

Gerosa et al. [47], studied the c(4x4) neutral surface with 25% oxygen vacancies
concentration as well via hybrid functional. They obtained different solutions for the
excess charge (see Fig 4.2), including 2DEG with different spin arrangements, laying
on different layers, and, eventually, in coexistence with a polaron. The latter solution
appears less stable, this might be an artifact of the setup adopted in this study, as only
4 layers were used to model the slab.

Bosquet et al. [48] studied the bulk via hybrid functional and by manually adding
an excess electron in the system. They were able to obtain polaronic solutions, less
stable than the delocalized solution (E,, = 4123 meV). Although a weaker stability
is expected for polarons in the bulk with respect to surfaces, this result could be due
to the small size of the unit cell used in this study (only two W atoms along the [001]
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(a) (b)

Figure 4.1: (a) Band electronic structure. The horizontal line correspond to the polaron state.
(b) Side view of the excess charge. The Oxygen vacancy along c axis is the green square.
Adapted from [45].
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Figure 4.2: Isosurfaces of the excess surface charge density and total energies of two different
geometry surface. [47]

direction).

Bondarenko et al. [46], adopted a different method, (DFT+U instead of hybrid
functional), and calculated the formation of small polarons in the bulk, associated
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with the presence of oxygen vacancy. According to this study it was necessary to
adopt a large value of the U parameter, at least 8 eV, in order to observe the charge lo-
calization. They were able to use a much higher value compared to my study but it is
worth notice that they have also used a different program to perform the calculations,
the QUANTUM ESPRESSO package. However, they employed a small unit cell con-
taining only two W along the [001] direction, see Fig 4.3b. DFT+Uy and DFT+Uy o
underestimated the energy band gap, 1.43 eV and 1.64 eV, respectively, while hybrid
functional HSEO6 overestimated it, 3.19 eV. The polaronic state turned out to be still
attached to the top of the valence band in the case of DFT+Uyy, while it was 2.5eV and
0.8 eV above it, in the case of HSE06 and DFT+Uyy o respectively, see Fig.4.3b.
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Figure 4.3: (a) Excess charge distributions of the polaronic W™ states. (b) DOS obtained with
DFT + Uy , DFT + Uy ,Up , and HSEO06, respectively. the polaronic W¥ states are in blue and
the total DOS are shown in gray. Adapted from [46].

In summary, the instability of the polaronic solution, reported in the studies dis-
cussed above, seems to be due to the small size of the unit cells used in the calcula-
tions. Moreover, concerning the study of surface, additional effects come into play, as
the numbers of layers used to model the slab. First of all, the polaron is constrained in

a small geometry, with cell interaction with the periodic image hindering a complete
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localization. The slab should be thick enough in order to reproduce on deep layer far
from the vacuum, properties equivalent to the bulk calculations, including the energy
band gap and the internal structure. Due to the polarity of WOj3, this requirements is
particularly challenging to meet. Actually, in Chapter 3 we saw that not even eleven
layers are sufficient to satisfy these requirement. This suggests that setup used on
the discussed papers, should not be considered in order to draw accurate conclusions
regarding the polaron stability. Finally, as discussed for the bulk, the lateral extension
affects the outcome: by employing a larger cell would be possible to avoid the mutual
repulsion of the polaron with its periodic image, enhancing the polaron stability. In
order to address this issue, we modelled the WO3 surface by using a larger cell. Con-
sistently with this choice, we performed our calculation in the DFT+U framework, as
hybrid functionals are too demanding. Here, the value of the U parameter is critical to
obtain polaron formation: small U values would favor the delocalized electron over
polaron [21]. Unfortunately, during the simulations we have been able to use only an
U value less the 4 eV, applied to the d orbitals of the tungsten atoms, due to conver-
gence problem. Hence, the DFT+U approximation turned out to be unable to predict
the polaron formation. In the following we discuss the details of these calculations.

The calculations were performed using a symmetric 7 x 4 x 4 supercell, WO, termi-
nated. With the purpose to induce the polaron formation, some initials conditions
were applied in order to emulate the presence of the localized electron. Particularly,
we applied initial distortions of the eight nearest neighbors oxygen atoms of the oc-
tahedron surrounding the interested tungsten atom. In fact, in case of the trapped
negative charge, the O>~ atoms would be repelled more far away from it. The mag-
netic moment of the corresponding W atom was initiated to 1y, to emulate the pres-
ence of the excess electron (d° — d'). Various values and combinations were used for
these initial conditions, and at different ion sites as well. Unfortunately, the charge
the charge became always delocalized. This method was also tested by applying the
U correction to the p-orbitals of the oxygen atom, and some trials were carried out
with the Liechtenstein DFT+U approximation [49] as well, varying the value of the U
and ] parameters, where ] represents the exchange integral. All these attempts lead to
unsuccessful conclusions, regarding the polaron stabilization. We also unsuccessfully
tried to gradually increase the U of small value step by step, in combinations with the

previous techniques as well. Particularly, starting each time from the relaxed struc-
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ture of the previous step, by the total electronic system wavefunction and and by the

total electronic density charge.
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Chapter 5
Conclusions

We have studied the bulk structure of tungsten trioxide via DFT+U simulations, em-
ploying different functional and U values. Once we have found the proper compu-
tational setup, we moved to surface investigation. Particularly, we characterized the
electronic properties of the WO, terminated pristine (001) surface. Despite these polar
surfaces have been already experimentally probed, no research focus their attention
on it so far. Our calculations were performed using a symmetric slab, varying the
number layers, and other parameters of the setup. Probably, due to the great value of
the excess surface charge, a very thick vacuum region was necessary in order to avoid
spurious interactions. Clearly, we obtained a metallic system at variance with the
bulk insulator. However, we also observe the tendency of the uncompensated charge
to spread below the surface. This result is interesting because differs considerably
from the 2DEG typically found at transitional metal oxide surfaces and interfaces.
The layer projected DOS allowed us to better understand the nature of the involved
atomic orbitals. According to the crystal field theory, the t,, turned out to have lower
energy but surface effects determined another splitting at the outer layers, lowering
the energy of the d,, due to surface confinement. Another outcome of this research
is the coupling between the excess charge localization and the antiferroelectric distor-
sion, which appear to be driven by the oxygen presence at the topmost layer. Overall,
these results set solid bases to pursue a systematic approach regarding WO3 polar
surface investigation, which could eventually lead to the possibility of tuning and en-
gineering of the surface electronic properties. Future studies could eventually verify
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if the localized solution, (polaron creation), is more energetically favorable than the

delocalized one.
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