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Abstract

The top quark is the heaviest known elementary particle of the Standard Model. Thanks
to its particular properties, it allows to explore unique physics domains, inaccessible oth-
erwise. One of them is the quantum interference between singly (tW ) and doubly (tt̄)
resonant top quark production in proton-proton collisions, which can lead to identical
WbWb final-states when an additional b-quark is radiated during a singly-resonant pro-
duction. Studying this process is very important for a better knowledge of the Standard
Model, but also to investigate some Beyond the Standard Model processes: for example,
the search for top squarks suffers a large background contamination from tW and tt̄ in
the interference region.

In this work, the measurement of the particle-level differential cross-section of the
WbWb final-state in the eµ dilepton channel is provided, in order to better investigate
the interference-sensitive region of these processes. The measurement is performed using
the full dataset collected by the ATLAS detector from proton-proton collisions at the
LHC during Run-2 at

√
s = 13TeV corresponding to an integrated luminosity of 139 fb−1.

The differential cross-section has been measured as a function of two interference-sensitive
variables, defined asmminimax

bl and ∆R(b1, b2). Besides the single-differential cross-sections
as a function of mminimax

bl and ∆R(b1, b2), also the double-differential cross-section as a
function of mminimax

bl in bins of ∆R(b1, b2) is measured.
The WbWb differential cross-section has been successfully extracted and compared

to different schemes: the Diagram Removal and the Diagram Subtraction. This two
predictions model in a different way the quantum interference description.
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Introduction

The Standard Model (SM) of particle physics is, at the moment, the most complete theory
to describe matter particles and their interactions. In the SM, the heaviest elementary
particle known so far is the top quark.

The study of the top quark physics is a fundamental particle physics topic nowadays;
it is useful not only for a better understanding of the SM, but also to explore proposed
Beyond the Standard Model (BSM) physics. The top quark represents one of the funda-
mental building blocks of our universe and is significantly different with respect to other
particles. Due to its large mass, it may undergo some kind of processes that can’t be
seen with the other lightest particles.

An interesting process to study is the quantum interference between singly (tWb) and
doubly (tt̄) resonant top quark production that can be studied in proton-proton collisions
(at the LHC for example). At the next-to-leading-order (NLO) QCD corrections, the
cross-section for a process with initial-state particles α and β that gives products t, W
and b is proportional to the amplitude:

|Aαβ|2 =
∣∣∣A(Wt)

αβ

∣∣∣2 + ∣∣∣A(tt̄)
αβ

∣∣∣2 + 2Re{A(Wt)
αβ A(tt̄)

αβ }

The first term is associated to the singly resonant diagrams (where only one top quark is
on-shell), the second one is related to the doubly resonant diagrams and the last one is
the quantum interference between singly and doubly resonant top-quark production. The
interference is caused by the identical final states WbWb of both terms. The measure-
ments of the interference region can be performed considering the dilepton channel final
states of the WbWb decay, in particular the channel with a pair of oppositely charged
(OS) light leptons (ee, eµ and µµ), originating from W and τ decays.

The experimental measurement of this interference term is fundamental test for the
SM, but it also aim at improving particular BSM searches: where background regions
are enriched in Wt events in the interference region. For example, these regions need to
be deeply understood in order to discriminate signal from background in several SUSY
searches. This measurement can also help to solve a similar problem in tt̄H vs. tWH or
tt̄γ vs. tWγ processes.

The LHC is the largest and most powerful particle accelerator in the world, at the
moment. It hosts four main experiments and one of them is ATLAS.
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Here we present the measurement of the single-differential (1D) and double-differential
(2D) WbWb cross-sections in the eµ channel at the particle level. For this analysis
we considered only the OS eµ final-state for two reasons: firstly, this channel, among
all the dileptonic final-states, allows to strongly suppress the Z → ll background and
secondly, because we expect the 2b4l predictions be eµ only. This measurement has
been performed on the full data collected by ATLAS from proton-proton collisions at
the LHC, during the Run-2, at

√
s = 13TeV corresponding to an integrated luminos-

ity of 139 fb−1. The differential cross-section has been measured as a function of two
interference-sensitive variables, named mminimax

bl and ∆R(b1, b2), by using an iterative
Bayesian unfolding procedure. In particular, the measurement has been performed for
1D mminimax

bl and ∆R(b1, b2) and for 2D mminimax
bl in bins of ∆R(b1, b2).

The thesis is structured as follows:

• Chapter 1: here the physical foundations of the measurement are explained.
Firstly, the SM of microcosm is introduced, than the top quark particle is pre-
sented and finally the quantum interference between tt̄ and tW is described from
a theoretical point of view. Complements to this chapter are in Appendix A.

• Chapter 2: where the ATLAS experiment is briefly introduced. First, a basic
introduction to the LHC collider is provided and than a more detailed explanation
of the ATLAS detector and its components is provided.

• Chapter 3: in this chapter the reconstruction of the fundamental particles de-
tected by ATLAS is shown. The interested reconstructed objects are: electrons,
muons, τ -leptons, jets and missing transverse energy. An extra section about the
overlap removal procedure is reported in the last section. Complements to this
chapter can be found in Appendix B.

• Chapter 4: in this final chapter all the fundamental steps of the analysis are
pointed out. First, data and Monte Carlo (MC) samples are presented. Then,
the event-selection and the discriminating variables, used for the unfolding, are
shown. Finally, in the last sections, the unfolding procedure and the final results
are reported. Complements to this chapter are located in Appendix C.

• Conclusions: where discussions, conclusions and future outlooks of the analysis
are discussed.
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Chapter 1

Physical foundations

Particle physics is at the heart of our understanding of the laws on nature. It treats
the fundamental constituents of our universe, the particles, and how they interact each
other through forces. At the moment, the Standard Model (SM ) (introduced in
Section 1.1) is considered as one of the most powerful theories to describe the particles
and their interactions. Despite some problems in the description of the theory, it seems
to be able to provide a successful picture of a good part of the current experimental data.

Among all the elementary particles, there is one of them that behaves in a different
manner with respect to the others: the top quark (described in Section 1.2). Due to its
incredible properties, as the huge mass and the fact that it decays before hadronization,
it is able to participate in many interesting processes, inaccessible otherwise.

One of them is the quantum interference between singly tt̄ and doubly tWb
resonant top quark production in proton-proton (pp) collisions (described in Section
1.3) [1].

1.1 The Standard Model of particle physics
As mentioned before, the SM is actually one of the most suitable theories to describe the
nature and the particles. Recently, some issues have been discovered and confirmed1,
questioning the validity of this model. Also other Beyond the Standard Model
(BSM ) theories like the Super-Symmetry (SUSY ) got in trouble the infallibility of
this theory, but, in spite of everything, it is currently one of the best choices to describe
the microcosm. It is based on three gauge groups:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.1)

where first one is associated to the strong interaction and second and third one to elec-
troweak one.

1Neutrino masses and flavor oscillations for example.
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1.1.1 Particles and forces classification
Fundamental “matter” particles of the SM are called fermions and have semi-integer
spin. They are:

6 Leptons with Spin =
1

2

6 Quarks with Spin =
1

2

with also the corresponding anti-particles.

Fermions are divided into three families, each of them composed by two leptons:(
e
νe

)
,

(
µ
νµ

)
,

(
τ
ντ

)
(1.2)

and two quarks: (
u
d

)
,

(
c
s

)
,

(
t
b

)
(1.3)

Each of the six quarks has 3 possible colors, conventionally named: red, blue and green.
Anti-fermions have opposite-sign quantum numbers with respect to fermions. The total
number of fundamental constituents is therefore 24 fermions and 24 antifermions [2].
Ordinary matter is composed mainly by e, u and d.

Particles are subject to forces, or more appropriately, to interactions, that explain
the way in which matter is bound together. To allow for an action at distance that
doesn’t violate the relativity principles, it is necessary that forces be exchanged through
a mediator, which needs to be a particle with integer spin, namely a vector boson:
this is required by the Quantum Field Theory (QFT). The four known fundamental
interactions are: gravitational interaction (it doesn’t enter the SM at the moment),
electromagnetic interaction (QED), weak interaction (QFD) and strong inter-
action (QCD). In Table 1.1 the properties of each mediator are shown. Interactions

Interaction Mediator Symbol Spin Mass
Gravitational Graviton (1) G 2 0

Electromagnetic Photon (1) γ 1 0

Strong Gluons (8) g 1 0

Weak W and Z (3) W+, W−, Z 1 ≈ 100

Table 1.1: Representation of the 4 fundamental forces mediators. The spin is reported
in multiples of h̄, the mass in GeV/c2.
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described by massless mediators have infinite range. This doesn’t happen for weak in-
teractions, because of the massive W and Z bosons, neither for the strong interaction,
due to quark confinement.

Another fundamental scalar boson for the theory is the Higgs boson H, that through
the Brout-Englert-Higgs mechanism (BEH ) gives masses to the other particles.

Therefore, the total number of fundamental fermions and bosons in the theory is [3]:

48 (fermions) + 12 (bosons) + 1 (Higgs) = 61 (1.4)

In Figure 1.1 the SM fundamental particles with some of their properties are shown.

Figure 1.1: Fundamental particles of the SM with some of their properties.

1.1.2 Quantum Electrodynamics (QED)
The electromagnetic (EM ) interaction is classically defined as the interaction between
two electrically charged bodies that exchange a massless boson, called photon, as de-
scribed by the Maxwell equations. At a fundamental level it is necessary a quantum field
theory to describe this force. QED is the most suited theory so far. It is described by

5



the U(1)EM gauge group. The interaction between two charged fermions is treated as
the emission of a photon by one of them, followed by the absorption by the other one.
See Figure 1.2a for an example of a possible EM interaction [4]. Since QED is an abelian

γ

e−

e+ e+

e−

(a) Bhabha scattering.

γ

γ

γ

(b) Triple vertex diagrams with pho-
tons are not allowed in QED.

Figure 1.2: In (a): example of an EM interaction between an electron and a positron
through the exchange of a photon. In (b): Triple vertex diagram with photons are not
allowed in QED.

gauge theory, it is not possible to have vertices in absence of fermionic sources, neither
with bosons self-interactions, as shown in Figure 1.2b. The two forces responsible to the
EM interaction are the ones related to the electric and magnetic fields, defined in this
way:

~E = −~∇φ− ∂ ~A

∂t
(1.5)

~B = ~∇× ~A (1.6)

where φ is the scalar potential, ~A is the vector potential and ~∇ is the nabla operator. In
general, the electromagnetic four-potential is defined as:

Aµ = (φ, ~A). (1.7)

Each interaction is now represented by a density lagrangian, that in this case is:

LEM = −1

4
FµνF

µν − JµA
µ +

1

2
m2AµAµ (1.8)

where Fµν is the EM tensor and Jµ is the current-density. The first term of the Eq. 1.8
is called kinetic term, the second one is called interaction term (Lint). If the field was
massive, with mass m, the third term would represent the mass term.
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The total QED lagrangian is obtained requiring its invariance under local gauge
transformations. In fact, free fermions are described by the Dirac lagrangian:

Lfree = ψ̄(x)(iγµ∂µ −m)ψ(x) (1.9)

where ψ is a 4-component Dirac spinor, γµ are the Dirac matrices (see Appendix A.1),
ψ̄ = ψ†(x)γ0. If now one introduces the covariant derivative:

Dµ = ∂µ + iqAµ(x) (1.10)

Eq. 1.9 results invariant under local gauge transformations, and the new lagriangian
becames:

L = Lfree − qAµψ̄γ
µψ (1.11)

with Jµ = ψ̄γµψ. This is invariant under local gauge transformations:

ψ(x) → eiqα(x)ψ(x) (1.12)
Aµ(x) → Aµ(x)− ∂µα(x) (1.13)

where α(x) is a generic function, parameter of the transformation. To obtain the final
QED lagrangian it is necessary to also include the kinetic term of the Eq. 1.8 that
describes the propagation of the photon associated to the field:

LQED = Lfree − qAµψ̄γ
µψ − 1

4
FµνF

µν (1.14)

where mass term of the Eq. 1.8 has been omitted since it would violate the local gauge
invariance and the lagrangian correctly describes a non-massive photon [5].

From the vertex of an EM interaction it is possible to extract an adimensional cou-
pling, called fine structure constant which its common value is:

αEM ' 1

137.1
(1.15)

even if it is not properly a constant, because it is a running coupling and varies with the
energy scale.

1.1.3 Quantum Flavordynamics (QFD)
The QFD, or simply weak interaction, is different with respect to QED. The interaction
is mediated by three charged bosons: W± for charged current interaction (CC), and Z
for neutral current interaction (NC).
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A very particular property of this kind of force is its relation with the parity quantum
number: the weak interaction is the only one that violates simultaneously parity and C-
parity (CP)2. Parity is represented as the γ0 Dirac matrix operator:

P̂ = γ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 (1.16)

Parity violation was discovered by Madame Wu in 1957, studying the nuclear β-decay of
60Co. From this observation, the weak interaction vertex required to have a different form
with respect to the other interactions such as QED or QCD. The requirement of Lorentz
invariance of the matrix element severely restricts the possible forms of the interaction.

It was demonstrated that the most general form for the interaction came only from
the linear combination of 2 bilinear covariants giving rise to the Axial-Vector (V-A)
current.

The most representative Hamiltonian of the QFD is the one associated with the
β-decay of the neutron:

HV−A =
GF√
2
[ψ̄pγ

µ(1− γ5)ψn][ψ̄eγ
µ(1− γ5)ψν ] (1.17)

where γµ is the vector operator and γµγ5 is the axial-vector one. See Figure 1.3 for
a graphical representation of the Feynman diagram of the neutron β-decay. GF is the

W−

n(d)

p(u)

νe

e−

Figure 1.3: Feynman representation of the β-decay of the neutron: n→ p+ e− + ν̄e.
2C is the charge conjugation operator.

8



Fermi constant, embedding the “strength” of the weak interaction:

GF√
2
=

g2W
8m2

W

(1.18)

This interaction is called “weak” because of the large mass (mW ' 80GeV) at the
denominator of the Eq. 1.18. The gW represents the coupling constant and is useful to
determine the fine structure constant of the QFD:

αW =
g2W
4π

≈ 1

30
> αEM (1.19)

and also in this case the constant varies with the energy. Each vertex is expressed as:

− igW√
2

1

2
γµ(1− γ5) (1.20)

Since QFD is a non-Abelian gauge theory, vertices like the ones shown in Figure 1.4 are
allowed.

W W

γ

(a) γWW vertex.

W W

Z

(b) ZWW vertex.

Figure 1.4: Allowed vertices in QFD theory.

1.1.4 Quantum Chromodynamics (QCD)
QCD, also called strong interaction, is the last of the three fundamental interactions
mentioned in the introduction. This interaction involves only quarks and is related to
the SU(3)C gauge group, where the label C stands for color. The energy scale of this
force varies with the energy and the number of considered quark flavors, but usually is
used the value 250MeV that is the necessary energy to confine two quarks in a pion.

The property that distinguishes quarks from leptons is the color quantum number,
so it is natural to construct a theory of the strong interactions among quarks based upon
a local color gauge symmetry.
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Interactions among quarks are mediated by gluons, that are massless vector bosons
and are 8 in total.

The six quarks presented in Section 1.1.1 (see figure 1.1) are color triplets.
To construct a theory (and a lagrangian) of the strong interactions we have to start

from the description of a free quark lagrangian. It can be described by the Eq. 1.9. The
dirac spinor is composed by three different components associated to the three colors:

ψ(x) = (ψred, ψgreen, ψblue). (1.21)

Let’s now consider the covariant derivative, defined in Eq. 1.10, with a new field Bµ,
and the strong coupling constant gs:

Dµ = ∂µ + igsBµ (1.22)

where Bµ is a 3 × 3 matrix in color space, that depends on the eight color gauge fields
blµ and the generators λl/2 of the SU(3)C gauge group:

Bµ =
1

2
~λ ·~bµ =

1

2
λlblµ (1.23)

where λ are the Gell-Mann λ-matrices. Adding also a kinetic term to the lagrangian,
determined by the Gµν gluon field-strenght tensor, the new lagrangian becomes:

LQCD = ψ̄(x)(iγµDµ −m)ψ(x)− 1

2
tr (GµνG

µν) (1.24)

As for the QFD, QCD is a non-Abelian gauge theory and 3 or 4 gluon vertices are
allowed in the theory (see Figure 1.5). The strong coupling constant αs varies with

(a) Triple-boson vertex. (b) Tetra-boson vertex.

Figure 1.5: Allowed vertices in the QCD theory.

the energy scale (it’s a running coupling): for energies of ≈ 100GeV, αs ≈ 0.1, this is
called asymptotic freedom regime in which perturbative approach is possible; instead, for
smaller energies (≈ 1GeV), αs ≈ 1 and this is called confinement regime. An example
of a possible strong interaction is the one shown in Figure 1.6.

10



g

q

q̄ t̄

t

Figure 1.6: Production of tt̄ via qq̄ annihilation.

1.1.5 Electroweak theory
In the SM all fermions are decomposed into left-handed and right-handed chiral states.
In general each fermion family can be written as:[

νl qu
l− qd

]
=

(
νl
l−

)
L

,

(
qu
qd

)
L

, l−R, quR, qdR (1.25)

where νl is the generic neutrino associated to the charged lepton l− and qu and qd are
the up-type and down-type quarks. The left-handed fields are SU(2)L doublets, while
their right-handed partners transform as SU(2) singlets [6].

To describe a unified theory of electromagnetic and weak interactions (this forces
are unified at ' 246GeV) we would like to have massive gauge bosons W± and Z and
massless QED boson γ. The simplest group to describe this interaction is:

G = SU(2)L ⊗ U(1)Y (1.26)

where Y is the hypercharge, defined as:

Q = I3 +
Y

2
(1.27)

with Q electromagnetic charge and I3 third component of the weak isospin.
Let’s start by considering a lagrangian as in QED and QCD:

L0 =
3∑

j=1

iψ̄j(x)γ
µ∂µψj(x) (1.28)

where ψ1(x) is the up-down spinor doublet of the quark or lepton sector, ψ2(x) is the
right-handed spinor singlet of the up-component and ψ3(x) is the right-handed spinor
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singlet of the down-component. This lagrangian is invariant under global gauge trans-
formations in flavor space. If we replace fermion derivatives with covariant derivatives
we get local gauge invariance. So, the new lagrangian with ∂µ → Dµ has the useful
properties to start the description of the theory. First, it’s necessary to build a kinetic
term, starting with the introduction of two field strenght tensors:

Bµν = ∂µBν − ∂νBµ (1.29)
W̃µν = ∂µW

i
ν − ∂νW

i
µ − gεijkW j

µW
k
ν (1.30)

where Bµ is the gauge field of QED, W̃µ are the gauge fields of QFD, g is the coupling
constant of the SU(2)L group and εijk is the Levi-Cita tensor. Both fields of Eq. 1.29 and
1.30 are invariant under gauge transformations. Therefore, the kinetic term becomes:

Lkin = −1

4
BµνB

µν − 1

2
tr
[
W̃µνW̃µν

]
= −1

4
BµνB

µν − 1

4
W i

µνW
µν
i (1.31)

The gauge symmetry forbids a mass term for the gauge bosons and also fermionic masses
are not allowed since they would link the left- and right-handed fields, which have dif-
ferent transformation properties and therefore would provide an explicit breaking of the
symmetry. Now this lagrangian contains only massless fields and generates also cubic
and quadratic terms that have to be taken into account.

The lagrangian of Eq. 1.28 contains interactions of fermion fields with gauge bosons,
so they describe possible charged-current (CC) interactions with the boson fields Wµ and
its complex-conjugate W †

µ for a single family of quarks and leptons:

LCC = − g

2
√
2
{W †

mu[ūγ
µ(1− γ5)d+ ν̄eγ

µ(1− γ5)e] + h.c.]} (1.32)

where h.c. are hermitian conjugates terms. However also neutral current (NC) interac-
tions based on the W 3

µ and Bµ fields are allowed, and a NC term of the lagrangian is
necessary:

LNC = LQED − e

2 sin θW cos θW
Jµ
ZZµ (1.33)

where LQED is the lagrangian of QED, e = g sin θW , θW is the Weinberg angle that mixes
W 3

µ and Bµ with the physical fields Zµ and Aµ and Jµ
Z is the neutral fermionic current.

See Figure 1.7 for some examples of CC and NC electroweak processes.
The problem of this lagrangian is that it does not contain mass terms for the fermions

nor for the vector bosons. The issue of fermions and bosons masses can be solved
with the introduction of the spontaneous symmetry breaking (SSB) and the BEH
mechanism (mentioned in Section 1.1.1) in the case of a lagrangian with local gauge
symmetry. After the application of this theory, the gauge bosons of the weak interaction
and the fermions became massive and a new massive scalar field called Higgs boson is
introduced. Therefore, the new final masses of the weak bosons are now:

MZ ' 91GeV, MW ' 80GeV (1.34)
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f f

Z

(a) NC interaction vertex.

l− νl

W

(b) CC interaction vertex.

Figure 1.7: Examples of CC and NC allowed electroweak processes. In (a): NC vertex
of a generic fermion f . In (b): CC vertex of a generic lepton l− and the corresponding
neutrino νl.

1.2 Top quark physics
The top quark is one of the most particular elementary particle observed so far. As
mentioned in the introduction of Section 1, it has very singular properties that let him to
behave in a completely different manner in respect to the lightest elementary components.
In this section will be introduced a brief overview on the top quark physics at the LHC,
explaining its properties and its importance in current studies.

1.2.1 The top particle
Let us firstly contextualize the most significant dates for the discovery of the top quark
t:

• 1964: quark model proposed by Gell-Mann and Zweig.

• 1970: GIM Mechanism ⇒ introduction of the fourth quark, the charm.

• 1975: discovery of the τ ⇒ 3 generations of leptons.

• 1977: discovery of the Υ and the introduction of the fifth quark, the bottom.

• 1984: t not observed at Spp̄S accelerator ⇒ limit on the t mass: mt > 44GeV.

• 1990: t not observed at LEP collider.

The discovery was announced at Fermilab on March 3, 1995, with a luminosity L '
60 fb−1, yielding very few events, but with 5σ discovery significance3.

3Corresponding to a probability of 10−6.
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From the studies and further measurements followed along the years, at present we
know that:

• It is a point-like particle.

• It is massive.

• It has spin 1

2
.

• It is produced both strongly and weakly.

• It decays immediatly before hadronizing.

• It is the particle more intensively coupled with the Higgs boson, through the
Yukawa coupling.

With a mass of ' 173GeV, above the Wb threshold, the decay width of the t is expected
to be dominated by the two-body decay channel:

t→ Wb (1.35)

Neglecting terms of order m2
b/m

2
t , α2

s and those of the order (αs/π)m
2
W/m

2
t in the decay

amplitude, the width predicted through the SM theory is [7]:

Γt =
GFm

2
t

8π
√
2

(
1− m2

W

m2
t

)2(
1 + 2

m2
W

m2
t

)[
1− 2αs

3π

(
2π2

3
− 5

2

)]
. (1.36)

We can see that: the GF constant contains the largest part of the one-loop electroweak
radiative corrections, providing an expression accurate to better than 2% and this width
increase with the mass of the top. From the 1.36 it is possible to calculate the top
lifetime, that is:

τt ' 0.5× 10−24s (1.37)

and due to this very short lifetime, it’s expected to decay before top-flavoured hadrons or
tt̄-quarkonium bound states can form. Also other QCD corrections can be applyied to the
1.36, reducing the theoretical accuracy to 1%. Other Ws or Wd decays are suppressed
because of the values of the CKM matrix.

The W boson decays as well and its possible decay channels are:

W → lνl, W → qq
′ → jj (1.38)

where l is a lepton, νl is the corresponding neutrino, q and q
′ are two different quarks

and j are jets. See Figure 1.8 for a schematic view of an example of a top-quark decay
Feynman diagram.
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W+

t

b

l+

νl

Figure 1.8: Example of decay channel of t quark into W+ and b with subsequent decay:
W+ → l+νl.

1.2.2 Fundamental properties of top quark
Some of the most fundamental Top quark properties are:

• Mass: the mass of the top quark is larger than that of any other existing quark.
Its value is known with a relative precision (1.7%) better than any other quark
(see Figure 1.9). According to the adopted experimental technique, the mass value
should be taken as representing the Top pole-mass, that is defined as the real part
of the pole in the top quark propagator:√

p2 = mpole
t − i

2
Γ (1.39)

where p is the 4−momentum and Γ is the decay rate [8]. This pole-mass is defined
up to an intrinsic ambiguity of the order of ΛQCD ≈ 200MeV. Masses of top,
W and H particles are linked by a relation (see radiative correction formula 1.46
later), therefore, better precision in the estimation of the top mass is given also by
better precision in the measurement of W and H masses (see Figure 1.10). World
combination of ATLAS, CMS, CDF and D0 mass measurements is [10]:

mt = 173.34± 0.98 GeV (1.40)

• Electric charge: the electric charge of the top quark is easily accessible in e+e−

collisions, by the measurement of:

R =
σ(e+e− → hadrons)
σ(e+e− → µ+µ−)

(1.41)
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Figure 1.9: Quark masses m and their absolute and relative uncertainties ∆m/m, indi-
cated by vertical size of the error bands.

through the top quark production threshold. At the LHC, gluon fusion dominates
and the tt̄γ cross-section scales approximately with q2top. Due to the fact that it is
an up-type quark, the electric charge of the top quark is +2/3.

• Helicity of the W boson in top quark decay: the SM implies that the Top
quark has the same V-A charged-current weak interaction as all the other fermions
(see Section 1.1.3):

− i
g√
2
Vtbγ

µ1

2
(1− γ5) (1.42)

where Vtb is the element of the CKM matrix. This implies that the W boson of the
t decay cannot have right-handed (RH) positive helicity (see Figure 1.11). If the W
boson were RH, then the component of total angular momentum along the decay
axis would be +3/2, but the initial t quark has spin angular momentum ±1/2 along
this axis, so this decay is forbidden by conservation of angular momentum. However
some searches are trying to find a RH W in the top quark decay. The t prefers to
decay into left-handed (LH) W boson with a branching ratio of B(t→ Wb) ' 0.7.

• Spin correlation in strong tt̄ production: on average, the top quark decays
before there is time for its spin to be depolarized in the strong interaction. The
top quark polarization is directly observable via the angular distribution of its
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Figure 1.10: Plot of mW vs mt. In figure the 68% and 95% CL contours for the indirect
determination of mt and mW from global SM fits to EW precision data are shown [9].

Figure 1.11: Illustration of the impossibility of the W boson from the decay of the t to
be right-handed (referred to helicity).

decay products. So, it is possible to measure observables that are sensitive to
the top quark spin. Spin of the t and t̄ are correlated in tt̄ production processes.
Another interesting motivation for the study of this property is, for example, the
detection of the entanglement between the spins of top-antitop quark pairs, that
represents the first proposal of entanglement detection in a pair of quarks, and also
the entanglement observation at the highest energy scale so far. This entanglement
can be observed by direct measurement of the angular separation between the
leptons arising from the decay of the top-antitop pair.

• Asymmetry in strong tt̄ production: it is an interesting aspect of the strong
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production of top quark pairs, for which there is an asymmetry in the rapidity
distribution of the t and t̄ quarks. This effect is evident at NLO.

• Rare decays: the top quark can also undergo some very rare decays that could be
interesting to study. For example, some of them are the CKM-suppressed decays:

B(t→ Ws) ≈ 0.1% (1.43)
B(t→ Wd) ≈ 0.01% (1.44)

they are difficult to identify in the decay processes.

• Yukawa coupling: Yukawa coupling of the Higgs boson with the top quark is
defined as:

yt =

√
2mt

v
(1.45)

where v ≈ 246GeV is the vacuum expectation energy. The value of this coupling
is very close to unity. This value leads to numerous speculations related to new
physics that can be accessed with the study of the top quark. At LHC it’s measured
in tt̄H processes.

1.2.3 Impacts of top quark in SM and BSM physics
Precise measurements of top quark parameters are fundamental to constrain SM physics
and BSM processes. First of all, the mass mt is one of the most interesting parameters.
The mt plays a central role in the SM. Indeed, the top quark participate to radiative
corrections of higher order of the bosonic propagator and for example it modifies the
mass of the W (see Figure 1.12). Theoretical calculations of the mW are:

W

t̄

t

W

Figure 1.12: Radiative corrections from the top quark of higher order of the bosonic
propagator of W .

m2
W =

παEM√
2GF sin2 θW

1

1−∆r
(1.46)
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where αEM , GF and θW have been already defined in previous sections and ∆r is defined
as:

∆r ' ∆ρ0 −
∆ρ

tan2 θW
≈ 3% (1.47)

where the first term is the running of the strong coupling constant αs and the second
one represents the one-loop corrections [11]. Than:

∆ρ =
3GFm

2
t

8
√
2π2

(1.48)

As mentioned in Section 1.2.2 (Figure 1.10), the top quark mass depends on the coupling
to the Higgs boson through loops with H, therefore, a combined measurement of mW

and mt can constrain the possible values of mH :

∆mW ∝ ∆m2
t (1.49)

∆mW ∝ log∆m2
H (1.50)

or, having discovered the Higgs boson, test the global consistency of the SM. Finally,
measuring accurately mH vs mt provides a test of the stability of the vacuum state of
the SM and the ultimate fate of our universe. Present estimates suggest that we’re in a
region of meta-stability, with important cosmological limitations, but in a time far larger
than the present age of the universe. See Figure 1.13 for a graphical representation of
this problem [12]. Another fundamental quantity to measure is the cross-section σ

Figure 1.13: Regions of absolute stability, meta-stability and instability of the SM vac-
uum in the mt vs mh (Higgs boson mass) plane. The gray areas denote the allowed
region at 1, 2, and 3 σ.

of the production processes of the top quark or of its decays. For example, the cross
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section of tt̄ production process at the LHC, that will be discussed in Section 1.3.1 and
Appendix A.2, is given by:

σ(pp→ tt̄) =
∑
i,j

∫
d~xifi(~xi, µ

2)

∫
d~xjfj(~xj, µ

2)σ̂ij(ŝ, µ
2,mt) (1.51)

where the sum is extended over partons i and j, f are the parton density functions
(PDFs) of light quarks and gluons, ~x is the momentum fractions, ŝ is the center-of-mass
energy of partons and σ̂ is the partonic cross-section (see Figure 1.14). The cross-section

g

g

g t̄

t

Figure 1.14: Production of tt̄ pair at the LHC, through gluon-gluon fusion.

depends on the mass of the top and on the factorization scale µ, because calculations
are carried at some finite order. Measurements of a cross-section are fundamental to
extract useful constraints to some parameters. For example, in this case, a constraint on
the PDFs is provided and also a determination of αs and mt; but also a characterization
of the soft radiation, in production and decay, and a constrain on parton shower and
hadronization models is provided [13].

To better compare with theoretical models, it is important to measure also differ-
ential cross-sections. Conventions used are:

• Particle level: in which one refers to quantities measurable directly in the detec-
tor.

• Parton level: which refers to the true kinematics quantities of the produced top
quarks, which must be extrapolated to the full phase space.

These cross sections are usually measured as a function of one or more variables. Devi-
ation from the model prediction could signal the presence of BSM physics.

The top quark processes are also fundamental to measure three parameters of the
CKM matrix, namely |Vtd|, |Vts| and |Vtb|.
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1.3 The quantum interference between tt̄ and tW

production processes
An interesting process involving the top quark is the quantum interference between singly
and doubly resonant top quark production. At the LHC, the top quark is produced
mainly through gluon-gluon fusion, giving tt̄ pair (see Figure 1.14); but there is also the
possibility to be produced singly, with an associated W boson and a b quark. The latter
is a rarer process than the previous one. It happens that at NLO QCD corrections the
two previous mentioned processes interfere and this interference may provide important
contributes to other SM and BSM physics processes. In particular, several BSM searches
have developed selections that are enriched in Wt events in the interference region (see
Section 1.3.4). So, the spread in model prediction for this process is large and this results
in large systematic uncertainties [14].

Better knowledge on the interference would be also useful to discriminate triple Higgs
boson vertices like tt̄H and WtH or tt̄γ and tWγ. The latter is important because tt̄γ
probes tγ coupling and is sensitive to anomalous dipole-moment and Effective Field
Theory (EFT) operators.

To take into account this interference process and avoid double counting when sim-
ulating tt̄ and Wt samples, there are in general two ways: the first one consists of the
study of Wt at NLO and tt̄ at LO with removal techniques (DR, DR2 and DS, Section
1.3.3), the second one consists in the direct study/measurement of the WbWb final state.

1.3.1 Top pair production process: tt̄
The Top quark is currently studied at CERN by the two experiments ATLAS and CMS.
At LHC, the dominant mechanism for the production of a top quark through a pair of
tt̄ is the gluon-gluon fusion. The relative contributions for the top production at LHC
are:

B(qq̄ → tt̄) < 20% (1.52)
B(gg → tt̄) > 80% (1.53)

The first process was dominant at Tevatron. At LO the diagram for the pair-production
is the one shown in Figure 1.14, but also other diagrams (see Figure 1.15) can contribute.
If we consider the ratio between the mass of the top mt and the energy of the proton Ep

in the collision:
xmin =

mt

Ep

' 0.043 (1.54)

with Ep ≈ 6500GeV, xmin is quite small and therefore gluon PDF dominates (see Fig-
ure 1.16). The production rate for

√
s = 13TeV and L ' 1× 1033 cm−2s−1 is about
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Figure 1.15: Alternative diagrams for the tt̄ production process through gluon-gluon
fusion at the LHC.

Figure 1.16: The NNPDF3.1 NNLO PDFs, evaluated at µ2 = 104GeV2 [15].

1Hz, giving a production cross-section of σ13TeV
tt̄ ' 8× 10−34 cm2. All this means the

production of 2 million tt̄ events per month, when LHC is on.
The tt̄ production is described by perturbative QCD; in this approach, a hard scat-

tering process between two hadrons is the result of an interaction between the quarks
and the gluons which are the constituents of the incoming hadrons. The incoming pro-
ton provides broad band beams of partons carrying fractions x of the momentum of the
parent hadron. Perturbative expansions of the calculations related to the partonic cross
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section (see Eq. 1.51) are shown in Appendix A.2 and are fundamental to get more sensi-
tivity on important parameters, when comparing data with theoretical models. In higher
order calculations, infinities such as ultraviolet divergences appear. They are removed
by renormalization procedure.

To produce a top-quark pair at rest, it is required a minimum amout of center-of-mass
energy:

ŝ ≥ 4m2
t (1.55)

and therefore:
xixj =

ŝ

s
>

4m2
t

s
(1.56)

Setting xi = xj = x one gets the result shown in Eq. 1.54.
An accurate calculation of this cross-section is a necessary ingredient for the measure-

ment of the |Vtb| matrix element of the CKM matrix since tt̄ production is an important
background for the EW single-top production. More important, this cross-section is
sensitive to new physics in top quark production and decay.

Given that the top quark decays almost 100% of the times into a W boson and a
b-quark, typical final states for the pair-production process can be divided into three
classes:

tt̄→ W+bW−b̄→ qq̄
′
bq

′′
q̄
′′′
b̄ (1.57)

tt̄→ W+bW−b̄→ qq̄
′
blν̄lb̄+ l̄νlbqq̄

′
b̄ (1.58)

tt̄→ W+bW−b̄→ l̄νlbl
′
ν̄l′ b̄ (1.59)

where the branching ratios are respectively: 46.2%, 43.5% and 10.3%. The three pro-
cesses are referred to as the all hadronic, semileptonic and di-leptonic channels, respec-
tively. The l refes to e, µ or τ , but most of the results to date rely on e and µ channels.
The initial and final states can also radiate gluons that can be detected as additional
jets.

A recent summary plot for tt̄ production cross-section measurements done at LHC
and Tevatron is shown in Figure 1.17.

1.3.2 Single top production process: tW
The best way to study the properties of the Wtb vertex and to directly measure the |Vtb|
matrix element at the LHC is via the measurement of the EW single-top quark production
(see Figure 1.18 for the Feynman diagram for this process at LO). Measurements of the
process cross-section are proportional to |Vtb|2g2W (tb). The large production rate, at the
LHC, allows a measurement of the matrix element with negligible statistical uncertainty
(differently from what happens in other channels).

There are two approaches to treat the single-top production at the NLO. In the 5
flavor scheme (5F) a massless b-quark contributes to the proton PDF and therefore
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Figure 1.17: Summary of LHC and Tevatron measurements for the tt̄ production cross-
section as a function of the centre-of-mass energy compared to the NNLO QCD calcula-
tion complemented with NNLL resummation (2019) [16].

b

g

b W

t

Figure 1.18: Wt channel single-top production process at the LHC at LO.

b-initiated diagrams contribute at the lowest order in the calculation (see Eq. 1.60 and
Figure 1.19b). In the 4 flavor scheme (4F) initial-state b-quarks result from gluons
via explicit g → bb̄ splittings (see Eq. 1.61 and Figure 1.19a) [17]. The two processes
are represented by the following equations:

gb→ W−W+b (1.60)
gg → W−W+b̄b (1.61)
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Figure 1.19: Example of NLO diagram contributions to the tWb single-top production.

The presence of a single b-jet at LO represents a clearly distinctive feature with respect
to the tt̄ decay. But this separation ceases to exist beyond the LO, since the tt̄ process
enters also the NLO corrections to Wt production. This will be deeply explained later
in Section 1.3.3.

Let’s start from the Born Level computation of the cross-section at LO. In this
treatment all the quarks are taken as massless, including the b quark. The σ can be
written as:

dσ(0) = M(0)dφ2 (1.62)
where dφ2 is the two-body final state phase space and M(0) is the Born-level matrix
element, defined as:

M(0) =
1

2s

1

4

1

N(N2 − 1)
g2s
g2W
8

∣∣A(0)
∣∣2 (1.63)

with: gs and gW respectively the strong and weak coupling constants, s squared center-
of-mass energy, N number of colours and A(0) spin-number Born-level matrix element
[18].

To get a NLO description of the process, it is necessary to introduce two kind of
corrections:

• Virtual corrections: in this case one-loop virtual diagrams in d = 4 − 2ε di-
mensions are calculated. Virtual corrections are Laurent series in the parameter ε
with different poles and singularities. To solve the problem, some quantities as the
strong coupling gs and the top mass mt are renormalized providing a contribution
to the amplitude from the expansion of the renormalized top quark propagator,
where there are terms proportional to the Born amplitude A(0) and the modified
amplitude A′(1) involving the ”squared” top quark propagator. Therefore, in terms
of the finite reminder the cross-section receives the contribution:

dσ1,V
δmt

= (δmt)finitedσ
(0)(A(0)A′†(1) +A′(1)M†(0)). (1.64)
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• Real corrections: for this correction, the matrix elements are computed by the
fictitious W boson decays:

W (q) → Q(p) + b̄3(q3) + g4(q4) + g5(q5) (1.65)
W (q) → Q(p) + b̄3(q3) + b4(q4) + b̄5(q5) (1.66)

where Q denotes generally the only quark with mass different from zero. This
corrections come from gluon-radiation and initial-gluon diagrams. In particular,
for gluon radiation:

σgr = σgr
s + σgr

c + σgr
fin (1.67)

where the three terms are respectively contributions from: soft, collinear and non
collinear regions [19].
For the initial gluon process:

σig = σig
c + σig

fin (1.68)

the two terms represent the contributions in the collinear and non-collinear regions.

Finally, it’s necessary to construct a Monte Carlo (MC) subtraction term for the matching
of the NLO computation with event generators. MC subtraction terms can be written
as:

dσ
∣∣
MC

=
∑
i

∑
L

∑
l

dσ
(L,l)
i

∣∣
MC

(1.69)

where i indicates the different partonic subprocesses, L labels the parton leg from which
the parton is emitted and l runs over different colour structures. There are also short-
distance contributions that have to be taken into account for the subtraction term. See
Figure 1.20 for a summary of the ATLAS and CMS collaboration measurements of the
single-top production cross-section in the t-channel at 13TeV center-of-mass energy.

1.3.3 Quantum interference between tt̄ and tWb processes
At LO, the Wt process is represented by the reaction:

bg → tW. (1.70)

This process has a smaller cross-section than top-pair production by a factor of about 15.
Beyond the LO, some other Feynman diagrams contribute and they can be interpreted
as the production of a tt̄ pair at LO, with subsequent decay of the t̄ into a b̄W pair (see
Figure 1.14 for an example of this kind of diagrams)4.

4From now on, only the case of top quarks produced through gluon-gluon fusion will be considered.
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Figure 1.20: Summary of the ATLAS and CMS Collaborations measurements of the
single top production cross-sections in the t-channel at 13TeV center-of-mass energy.
The measurements are compared with a theoretical calculation based on NLO QCD,
computed assuming a top mass of 172.5GeV [16].

Therefore, from this observations, the set of diagrams contributing to the 1.70 can
be divided into two subsets denoted as doubly resonant (see Figure 1.14) and singly
resonant (see Figure 1.19). The interference, briefly mentioned before, can happens be-
tween these two subsets of diagrams and can be physically interpreted as the interference
between Wt and tt̄ productions [20]. It would not cause any problem if the contribution
from doubly-resonant diagrams are small: it enters only at NLO contributions. A large
increase of the cross-section occurs when the t̄ propagator becomes resonant.

It is important to find a way to separate out the Wt and tt̄ production and recover
a workable definition of the Wt channel beyond the LO5.

When treating this kind of phenomena, one of the most important problems to deal
with is the one of defining the Wt channel in a way that it is applicable in an event
generator context, where both initial- and final-state parton showers are present.

The simplest solution (called Diagram Removal (DR)) is to remove from the compu-
5at LO the definition is not problematic.
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tations the contributions of those processes which contain doubly-resonant diagrams.
There are more precise methods, designed in such a way that, by comparing them,

one can directly assess the impact of the interference with tt̄. Therefore, if the two results
from the two definitions agree, we can be confident of having isolated the Wt channel.
Some of the most used methods are:

• Diagram Removal (DR): where all the doubly resonant diagrams in the NLO
Wt process amplitude are removed. This technique is different from the removal of
the gg initiated process mentioned before, because diagrams with this initial state
are kept if they aren’t doubly-resonant.

• Diagram Subtraction (DS): where NLO Wt cross-sections are modified by im-
plementing a subtraction term designed to cancel only locally the tt̄ contribution.

To describe this two methods, we introduce the notation Aαβ as the O(gWαs) amplitude
of the process:

α + β → t+W + δ (1.71)
where δ is the parton (identified as the b-quark), that can be omitted in the notation.
The total amplitude is therefore:

Aαβ = A(Wt)
αβ +A(tt̄)

αβ (1.72)

where the two terms are respectively the singly and doubly resonant contributions dia-
grams to the Wt cross-section. At NLO, in the computation of the cross-section, appears
this term:

|Aαβ|2 =
∣∣∣A(Wt)

αβ

∣∣∣2 + 2Re{A(Wt)
αβ A(tt̄)

αβ }+
∣∣∣A(tt̄)

αβ

∣∣∣2 ≡ Sαβ + Iαβ +Dαβ (1.73)

where the first term is associated to the singly resonant diagrams, the second term is the
quantum interference and the third term is the doubly resonant contribution.

The NLO real-emission contribution to the subtracted short-distance partonic cross-
section including the flux factor and phase space is:

dσ̂αβ =
1

2s
(Sαβ + Iαβ +Dαβ) dφ3 (1.74)

where dφ3 is the three-body final state phase-space and the hat denotes that the infra-red
singularities have been subtracted. The hadroproduction cross-section resulting from the
1.74 is:

dσ = dσ(2) +
∑
αβ

∫
dx1dx2Lαβdσ̂αβ (1.75)

with dσ(2) that indicates the contribution to the cross-sections that are not already
included (Born, soft-virtual etc. . . ) and Lαβ parton-level luminosity. But, when NLO is
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matched to parton showers, the equation needs to be modified by the subtraction of MC
counterterms. It’s possible to choose to absorb this terms in Ŝαβ, because is the only
piece that contains particular singularities. So the DR and DS cross sections become:

dσ(DR) = dσ(2) +
∑
αβ

∫
dx1dx2
2x1x2s

Lαβ(Ŝαβ + Iαβ +Dαβ − D̃αβ)dφ3 (1.76)

dσ(DS) = dσ − dσsubt (1.77)

where dσsubt is designed to remove numerically the doubly-resonant contribution and D̃αβ

is defined such that Dαβ − D̃αβ will vanish when m2
b̄W

→ m2
t . The DR cross-section has

the problem to be not gauge invariant, but this isn’t a problem in practice, by repeating
the DR calculation in a number of alternative gauges. Then, the difference between the
two Eqs. 1.77 and 1.76 is:

dσ(DS) − dσ(DR) =
∑
αβ

∫
dx1dx2
2x1x2s

Lαβ(Iαβ +Dαβ − D̃αβ)dφ3 (1.78)

that depends on the interference term and the Dαβ − D̃αβ difference.
A gauge invariant subtraction term can be found by choosing an appropriate value

of the D̃αβ.
Writing all this calculations in amplitudes notation we get:

|Aαβ|2DR =
∣∣AWt

αβ

∣∣2 (1.79)

|Aαβ|2DS =
∣∣AWt

αβ

∣∣2 − [∣∣∣AWt
αβ +Att̄

αβ

∣∣∣2 − CSUB

]
(1.80)

with CSUB cross-section level subtraction term. From this equations we get:

|Aαβ|2DR − |Aαβ|2DS = 2Re{A(Wt)
αβ Att̄

αβ} (1.81)

It exists also another approach, called Diagram Removal 2 (DR2) in which doubly
resonant amplitudes are only included in the interference term, but it is less used with
respect to the previous ones [14].

1.3.4 Interference term in BSM context
As mentioned at the beginning of Section 1.3, the study of the quantum interference
between tt̄ and Wt is important also for BSM studies. An example is the search for top
squarks performed by ATLAS in 2016 [21]. Beside the definition of the signal region
(SR), the so-called control regions (CRs) for the constraining of the main background
processes, are also taken into account. Two of the most important background processes
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Figure 1.21: Single-top control region (STCR1). Data are compared to the background
after the simultaneous fit on the ∆R(b1, b2) distribution. To increase the purity of Wt
events, a cut is applied, in order to take events only for ∆R(b1, b2) > 1.2. Label L stands
for lepton, τ for hadronic decay, 1L 1τ for semileptonic decay and V for vector boson.

are the tt̄ and the Wt productions, because most of the tt̄ and Wt events in the signal
region are from the dileptonic decay mode. Let’s take a look to the single-top CR (see
Figure 1.21). It is really difficult to separate double- and single-top events, because of the
quantum interference they are subject to. To increase the purity of Wt events, some cuts
on the used variable are performed. Events are measured as a function of the angular
distance between the two final b-jets ∆R(b1, b2).

An improvement in the study of this interference would give better sensitivity in the
measurement of this kind of background regions and consequently better discrimination
between signal and background for SUSY particle searches.
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1.3.5 State-of-the-art of the measurements
The WbWb final-state differential cross-section is usually measured as a function of
variables that are sensitive to the interference term in particular regions of the phase-
space. At present, the only complete measurement of this region has been performed by
ATLAS in 2018 [14]. One of the most suited parameters used is the invariant mass of a

Figure 1.22: Normalized differential cross-section as a function of the mminimax
bl , compared

with different theoretical models of the tt̄+ tWb signal with various interference effects.
Uncertainties of each data point include all statistical and systematic sources, while
uncertainties for each of the MC predictions corresponds to theoretical ones.

b-jet and a lepton. Since there is ambiguity in forming this pair, a different observable,
called mminimax

bl , is used in order to separate the relatively small single-top contribution
from the dominant fraction of tt̄ events. It is defined as:

mminimax
bl ≡ min{max(mb1l1 ,mb2l2),max(mb1l2 ,mb2l1)} (1.82)

where bi and li represent the two b-jets and leptons, respectively.
For doubly resonant top-quark events, at parton level, it holds: mminimax

bl <
√
m2

t −m2
W ,

therefore the differential cross-section above this kinematic endpoint has increased sensi-
tivity to interference effects: the interference region starts to be significant for mminimax

bl >
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155GeV and in particular, above the 200GeV threshold, the contribution of two on-shell
top final state is suppressed and interference effects become large. Results are shown in
Figure 1.22. Some other theoretical studies and tests have been performed in order to
understand this phenomena. One of them is reported in [18], where the cross-sections as
a function of the transverse momentum of the lepton-pair pllT and the minimum trans-
verse momentum pmin

T are reported (see Figure 1.23). From this study it is possible to

Figure 1.23: On the left the differential DR, LS and LO distributions as a function of
pllT are reported. On the right, the integrals of the same distributions, divided by the
respective total rates are shown. Results are relevant for pveto

T = 10GeV.

see that the impact of interference can be large for large values of pllT and pmin
T . But

at so large values the cross-section is small. This results show that for the majority of
events, the impact of interference is moderate, but, on the other hand, they imply that
the cross-section of the Wt+ tt̄ interference is observable dependent.
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Chapter 2

The ATLAS detector

In December 1951, in Paris, after an intergovernmental meeting of UNESCO, was taken
the first decision about the establishment of a European Council for Nuclear Research.
Two months later, an agreement was signed, estabilishing the provisional council: the
acronym CERN (Conseil Européen pour la Recherche Nucléaire in French) was born.
After 18 months, the Council produced the first formal Convention. During the years,
the main research topics of CERN moved from Nuclear Physics to High Energy Physics
(Particle Physics). Due to this, its laboratory is often referred to as the European
Laboratory for Particle Physics [22].

It hosts the largest proton accelerator of the world: the LHC (Large Hadron Collider)
(described in Section 2.1). The latter contains four experiments, among which one of
them is the ATLAS (A Toroidal LHC ApparatuS) experiment (described in Section 2.2)
(see Figure 2.1).

2.1 The LHC collider
The LHC is situated in a 27 km tunnel that was constructed between 1984 and 1989
for the LEP (Large Electron-Position) collider at CERN, in Geneva. It is a two-ring-
superconducting-hadron accelerator and collider. This tunnel has 8 straight sections and
8 arcs and lies between 45m and 170m below the surface of the Léman lake. There is a
pair of tunnels that links the LHC to the CERN complex, each of them of approximately
2.5 km.

In December 1994, the CERN Council approved the LHC project. After exactly 2
years, in 1996, the Council approved the construction of the 14TeV accelerator.

The previous accelerator (LEP) needed almost 344 superconducting RF cavities, due
to the high energy loss for radiation, caused by the small mass of the electron-positron
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Figure 2.1: A diagram showing the complete structure of the LHC facility at CERN.
There are the 4 main experiments (ATLAS, CMS, LHCb and ALICE) and the small
accelerators that feed protons into the collider (PS, SPS, LINAC 2 and Booster) [23].

(almost 500 keV) used as beam component:

Eloss ∝
1

m4
. (2.1)

LHC collides protons that have masses of almost 103 times larger than the one of the
electrons, so it needs only 8 superconducting RF cavities [24].

The collider contains two adjacent parallel beam pipes, separated by 194mm, where
beams circulate in opposite directions. The two pipes intersect only at four interaction
points, where four experiments have been placed to detect particles produced in the
collisions (see Figure 2.2). These experiments are:

• ATLAS (A Toroidal LHC ApparatuS): it is designed for “general purposes” in
particle physics.

• CMS (Compact Muon Solenoid): designed for purposes similar to ATLAS.

• LHCb (Large Hadron Collider beauty): dedicated to bottom quark physics and CP
violation studies.

• ALICE (A Large Ion Collider Experiment): it involves heavy ions (Pb-Pb col-
lisions) or protons at 5.5TeV/nucleon and is dedicated to quark-gluon plasma
studies.
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Figure 2.2: Minimal layout of the LHC structure: there are 8 interaction points (IPs)
in total, which only 4 of them host the detectors (ATLAS, CMS, ALICE and LHCb).
Beam 1 and beam 2 are circulating in opposite direction to encourage collisions [25].

Proton beams circulate along the LHC ring inside vacuum tubes, “driven” by magnets.
The vertical magnetic field in the dipoles curves the beams by the Lorentz force and
keeps them on a circular trajectory. To maintain in orbit these high energy beams,
superconducting magnets are used, cooled by a huge cryogenic system.

2.1.1 Luminosity
The LHC was developed to reach up to 14TeV center-of-mass collision energies (CM). A
very important quantity in colliders is the luminosity. The instantaneous luminosity
L is defined as the ratio between the rate of produced events R and the cross-section of
the considered process, σ:

L =
R

σ
(2.2)

Units of measurement are cm−2s−1. The instantaneous luminosity depends on beam
properties:

L =
N2

pnbfγ

4πεnβ∗ F (2.3)

where Np is the number of protons, nb is the number of bunches per beam, f is the
revolution frequency, γ = E/m is the relativistic factor (E is the energy), εn is the
normalized beam emittance, β∗ is the beam beta function or focal length at the collision
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point and F is the luminosity reduction factor due to the crossing angle at the interaction
point (IP). The latter is defined as:

F =

(
1 +

θcσz
2σxy

)
(2.4)

where θc is the beam crossing angle and σz and σxy are the longitudinal and transverse
RMS beam sizes at the interaction point.
ATLAS is one of the highest luminosity experiments at the LHC and aims at a peak
luminosity of:

L = 1× 1034 cm−2s−1 (2.5)

The high beam intensity required for such a high luminosity excludes the use of anti-
proton beams, and hence exclude the particle-antiparticle collision in this case. So, the
LHC is designed as a proton-proton (or ion) collider, with separate magnetic fields and
vacuum chambers in the main arcs and with common sections only in the regions in
which the detector lies. The two beams share a 130m long common beam pipe along
the interaction points.

The number of circulating protons (Np) is usually of the order of O(1011). Together
with the large number of bunches (nb), that is almost 2808 for each proton beam, and
a nominal bunch spacing of 25 ns, other nominal parameter values are: Nb = 1.1× 1011

(particles per bunch), f = 11.2 kHz, εn = 3.75 µm, β∗ = 0.55m, θc = 285 µrad, σxy =
16.7 µm and σz = 7.55 cm.

The peak beam energy depends on the integrated dipole field around the storage
ring, which implies a peak dipole field of 8.33T for the 7TeV in the LHC and the use of
superconducting magnet technology.

Another very important parameter is the luminosity integrated in time (T),
defined as the ratio of the number of events N produced at a rate R with a certain cross
section σ:

L =

∫ T

0

L dt =
N

R
(2.6)

that is measured in fb−1 (b are barns). LHC delivered an integrated luminosity of
5.6 fb−1 of proton-proton collision data at the center-of-mass energy of 7TeV in 2010
and 2011. In 2012 the energy was increased to 8TeV and the LHC luminosity was
upgraded significantly and ATLAS recorded an amount around 14.3 fb−1 [26]. During
the Run-2 period, from 2015 to 2018, at a CM energy of 13TeV, it collected a total
integrated luminosity of 139 fb−1. In Figure 2.3 the total integrated luminosities collected
by ATLAS and the recorded luminosities in function of the number of interactions per
crossing of each year of Run-2 are shown.

36



Figure 2.3: Figure (a): total integrated luminosity collected by ATLAS in Run-2. Figure
(b): recorded luminosity as a function of the number of interactions per crossing in each
year of Run-2 [27].

2.1.2 Magnets
The LHC relies on superconducting magnets, that are at the edge of the present
technology. It makes use of the well-proven technology based on NbTi Rutherford cables
and cools the magnets to a temperature below 2K, with superfluid He operating at mag-
netic fields above 8T. Such a reduced temperature leads to a significant reduction of the
heat capacity of the cable by almost an order of magnitude, therefore the energy deposit
that can trigger a quench1 is substantially reduced. This means that the temperature
margin must be larger and is needed a tight control of movements and heat dissipation
inside cables. Due to the increasing of the electromagnetic forces (that increase with
the square of the magnetic field), the structure retaining the conductor motion must be
stronger than the previous designs.

The major part of the LHC magnets adopt the so called “two-in-one” structure:
the windings for the two beam channels lie in a common cold mass and cryostat, with
magnetic flux circulating in the opposite sense through the two channels. A cross-section
of one of the LHC magnet with its components is shown in Figure 2.4.
In this configuration there areO(1000) dipoles to guide the beam andO(400) quadrupoles
to focus it. Dipole magnets are done by copper-clad steel (CCS) with cables of NbTi,
as mentioned above. For a 8T field is required a O(1200) Ampère current and a 2 in 1
magnet design.

1A quench is an abnormal termination of magnet operation that occurs when part of the supercon-
ducting coil enters the normal resistive state.
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Figure 2.4: Cross-section of an LHC magnet. It consists of the following parts: (1) heat
exchanger pipe, (2) superconducting busbars, (3) superconducting coils, (4) beam screen,
(5) vacuum vessel, (6) radiation screen, (7) shrinking cylinder, (8) thermal shield, (9)
non magnetic collars and (10) iron yoke [28].

2.1.3 Beam injection and acceleration
The injection of particle beams into the LHC is performed in the injection insertions,
that are the IP2 and IP8 (see Figure 2.2). In both the insertions, the beam approaches
the LHC from outside and below the machine plane. Than, a series of dipoles direct
the beam in the injection line towards a series of five magnets, which deflect the beam
horizontally by 12 mrad under the outer ring. A series of four kicker magnets deflects
the beam vertically by 0.85 mrad onto the closed orbit. It is also used an injection
beam stopper (TDI) placed 15m upstream of the superconducting recombination dipole,
supplemented by an additional shielding element, in a way to facilitate the procedure and
to protect the collider in case of problems related to kickers. To complete the protection,
also two collimators are used. The geometrical layout is very similar for both the IP
regions, however, optics vary between them, due to displaced interaction point in IP8.
The precision of the injected beam position with respect to the LHC closed orbit is
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specified to be less than ±1.5σ.
Protons at the LHC are provided from the following injectors: Linac2, PSB (Proton

Synchrotron Booster or simply Booster), PS (Proton Synchrotron) and SPS (Super
Proton Synchrotron) (see Figure 2.1 for their representation in the LHC structure). This
accelerators have been upgraded to satisfy all the LHC requirements (see Section 2.1.1).
There are many conditions that have to be satisfied for the beam, the most important
are:

• The beam emittance2 has to fit the small aperture of the LHC superconducting
magnets.

• The beam intensity has to be limited by the synchrotron radiation, that is absorbed
by the cryogenic system.

• The spread in betatron tunes caused by the beam-beam effect when there is the
collision between beams has to be kept under control.

• The space-charge limits in the injector have to be respected.

The intensity that the SPS is able to accelerate (almost 4 × 1013 protons per cycle)
limits the number of PS pulses per SPS cycle to a maximum of 4. The momentum
spread acceptace of the PS-SPS line is about ±0.2% in ∆p/p and the total bunch lenght
has to be below 4 ns to fit the SPS accelerating system. This last requirement implies
a longitudinal emittance of 0.35 eV per PS bunch. During the SPS acceleration, the
longitudinal emittance is increased up to 1 eV.

PSB is composed by 4 rings, all them are normally ejected and sequentially transferred
to fill the PS in one go, for example, for the SPS beam with two bunches per ring [30].

2.2 The ATLAS detector at the LHC
As mentioned in Section 2.1, the LHC hosts 4 big experiments among which one of
them is the ATLAS experiment. ATLAS is a multipurpose detector, built for probing
proton-proton collisions at very high energies [31]. It is substantially forward-backward
symmetric with respect to the interaction point. Its main sub-detectors are:

• Tracking system (pixels, strips and transition radiation detectors).

• Electromagnetic and hadronic calorimeters.

• Muon spectrometer.
2Beam emittance is defined as the area covered by the beam. There is horizontal and vertical beam

emittance [29].
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• Magnetic System.

It contains also an inner solenoid, an outer toroidal magnetic field and trigger, readout,
DAQ and control Systems. The dimensions of the detector are 25m in height and 44m
in length. The weight of the whole detector is almost 7000 t (see Figure 2.5). It is located

Figure 2.5: View of the main components of the ATLAS detector. The dimensions
are 25m in height × 44m in length. It is composed by: muon chambers, toroid mag-
nets, solenoid magnet, tracker system (pixel detector, semiconductor tracker and transi-
tion radiation tracker), liquid Argon electromagnetic and hadronic calorimeters and tile
calorimeters.

at almost 100m underground at IP1 of the LHC ring (see Figure 2.2). In addition to the
main just mentioned components, there are also three smaller sets of detectors with the
purpose to provide a good coverage in the forward region; from here, the name Forward
Detectors. They will be only mentioned in this section, and are:

• LUCID (LUminosity measurement using Cherenkov Integrating Detector): it is a
Cherenkov detector.

• ZDC (Zero Degree Calorimeter): located at ±140m from the IP. It detects forward
neutrons in heavy-ion collisions.
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• ALFA (Absolute Luminosity For ATLAS): it consists of scintillating-fibre trackers
located at a distance of ±240m from the IP. It is dedicated to total cross-section
measurement.

Also additional proton-tagging detector are considered at an even greater distance from
the IP of about ±420m. They, together with new radiation-hard detectors, are part of
a possible future upgrade program.

2.2.1 Detector reference frame and requirements
In ATLAS a right-handed Cartesian reference frame is used. Collisions are pro-
duced in the origin, centered in the interaction point:

• The horizontal x-axis is pointing towards the center of the LHC ring.

• The vertical y-axis is pointing upwards.

• The z-axis is tangent to the beam line.

The x-y plane, orthogonal to the beam pipe, is called the transverse plane, while the
z-axis direction is called longitudinal plane. Due to the cylindrical symmetry, polar
coordinates can be used (see Figure 2.6 for a graphical representation):

• ~r is the distance from the interaction point, in the transverse plane x-y:

~r =
√
x2 + y2 (2.7)

• φ is the azimuthal angle, measured from the x-axis in the transverse plane and
takes value from −π to +π.

• θ is the polar angle, measured from the z-axis in the longitudinal plane z-y and
takes values from 0 to +π.

Most used variables are:

• The transverse momentum pT = ~p sin θ. “Invisible” particles that escape along
the beam pipe have pT ≈ 0, so they are out of acceptance. The “visible” pT is
conserved:

∑
i pt,i ≈ 0. However, ~p and θ are not Lorentz invariant along z.

• The rapidity y:
~y =

1

2
ln
E + pz
E − pz

=
1

2
ln

1 + β cos θ

1− β cos θ
(2.8)
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Figure 2.6: Graphical representation of the right-handed Cartesian reference frame: the
x-axis is pointing towards the center of the LHC, the y-axis is pointing upwards and the
z-axis is tangent to the beam line. The angles φ and θ are respectively the azimuthal
angle from the x-axis in the transverse plane and the polar angle measured from the z-
axis in the x-y longitudinal plane. Furthermore, ~p is the momentum and pT its transverse
component.

• The pseudo-rapidity η, defined for β → 1(m << pt):

η = −ln
(
tan

θ

2

)
(2.9)

It is commonly used to describe the relative angle between a particle and the
beam axis. Forward direction refers to the region which is close to the beam axis,
corresponding to high values of |η| (see Figure 2.7).

The ∆y and ∆φ are invariant for Lorentz boosts along z-axis. The pseudo-rapidity is
useful also to describe the angular distance between 2 particles:

∆R =
√
∆η2 +∆φ2 (2.10)

Global requirements that ATLAS has to satisfy for the LHC collider are:

• Fast, radiation-hard electronics and sensor elements. High detector granularity3 is
needed to handle the particle fluxes and to reduce the overlapping of events.

• Large acceptance in pseudo-rapidity with almost full azimuthal angle coverage.

• Good resolution for charged-particle momentum and efficiency in the tracking sys-
tem.

3The granularity is defined as how much is sensitive the detector for unit cell (related to the tracker).
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Figure 2.7: Pseudo-rapidity in function of the polar angle θ.

• Very good electromagnetic calorimetry for electron and photon identification, com-
plemented by an hadronic calorimetry for jets and missing transverse energy mea-
surements.

• Good muon identification and momentum resolution and the ability to determine
unambiguously the charge of high pT muons.

• Excellent trigger system for low transverse momentum objects with a good back-
ground rejection.

Electromagnetic calorimeters cover the pseudo-rapidity range |η| < 3.2. The hadronic
calorimetry covers the range |η| < 1.7 and |η| > 1.5, matching the outer limits of end-
cap electromagnetic calorimeters. The forward calorimeters provide both electromagnetic
and hadronic energy measurements and extend the pseudo-rapidity to |η| = 4.9. General
performance goals of the ATLAS detector are shown in Table 2.1.

2.2.2 Magnet system
The ATLAS unique hybrid magnet system is composed by 4 superconducting mag-
nets. The dimensions of the system are 22m in diameter for 26m in lenght, with a
stored energy of 1.6GJ. Superconducting magnets provide a magnetic field over a total
volume of almost 12 000m3. This is defined as the region in which the field exceeds, with
an intensity of 50mT. The system is composed mainly by:
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Detector Component Required Resolution η coverage
Measurement Trigger

Tracking σpT /pT = 0.05% pT ⊕ 1% ±2.5

EM Calorimetry σE/E = 10%/
√
E ⊕ 0.7% ±3.2 ±2.5

Hadronic Calorimetry (jets)
barrel and end-cap σE/E = 50%/

√
E ⊕ 3% ±3.2 ±3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon Spectrometer σ~pT /~pT = 10% at ~pT = 1TeV ±2.7 ±2.4

Table 2.1: General performance goals of the ATLAS detector: the required resolution and the η
coverage (for measurement and trigger) of each main component of the ATLAS experiment are shown.

• A solenoid: it is aligned on the beam axis and provides an axial magnetic field of
2T for the inner tracker and minimize the radiative thickness in front of the barrel
electromagnetic calorimeter.

• A barrel toroid and two end-cap toroids: they provide a total toroidal mag-
netic field of 0.5T and 1T for the muon detector, respectively in the central and
end-cap regions. Each end cap toroid contains eight racetrack coils, mounted as a
single cold mass in a cryostat vessel of approximately 10m diameter [32].

A brief representation of the position of the magnets in the detector is shown in Figure
2.5. A more representative geometry of the magnet system is shown in Figure 2.8.

Figure 2.8: Geometrical representation of the magnet system. It is formed by: barrel
toroids, solenoid and two end-cap toroids. The eight barrel toroid coils, with the end-cap
coils interleaved are visible. The solenoid winding lies inside the calorimeter volume [33].
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2.2.3 Tracking system
The Inner Detector (ID) consists of an important part of the tracking system of AT-
LAS. Its purpose is to reconstruct charged particles tracks and vertices (its tracking
measurements are in a range matched by precision measurements of the electromagnetic
calorimeter) and to measure their momentum, that has to lie above a given value of the
transverse momentum and within the pseudo-rapidity range |η| < 2.5. Its dimensions are
2.1m in height and 6.2m in lenght. It consists of three types of sub-detectors: Pixel De-
tector, Semiconductor Trakcer (SCT) and Transition Radiation Tracker (TRT)
(see Figure 2.9). All the sub-detectors are contained within a cylindrical envelope of

Figure 2.9: Layout of the ATLAS Inner Detector. It is formed by: semiconductor tracker,
transition radiation tracker and pixel detectors.

lenght 3512mm and radius 1150mm in the barrel region. While, in the end-cap regions,
they’re located on disks perpendicular to the beam axis. This setup is surrounded by a
magnetic field of 2T.

The Pixel Detector is the one with the highest granularity and is situated very close
to the interaction point. It has 1744 modules, that are arranged in three barrel layers
and two end-caps each with three disk layers. Its intrinsic spatial resolution4 is 10 µm in

4Pixel layers are segmented in R− φ and z with typically three pixel layers crossed by each track.
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R− φ and 115 µm in z. All pixel sensors are identical and have a minimum pixel size in
R− φ× z of 50 × 400 µm.

The Semiconductor Tracker is a silicon detector with microstrips which surrounds the
Pixel Detector layers. It provides 8 measurements per track with resolution of 16 µm in
R− φ and 580 µm in z. It consists of 4088 modules tiling four coaxial cylindrical layers
in the barrel region and two end-caps each containing nine disk layers.

The TRD is the outermost and provides typically more than 30 hits per track. It
has a very good pattern recognition and contributes also to particle identification. It
is composed by gaseous counter, filled with Xe, CO2 and O2 mixtures. It contains up
to 73 layers of tubes interleaved with fibres and 160 straw planes interleaved with foils
(end-cap), which provide transition radiation for electron identification.

In 2019 there was an excellent data taking performance between all the 3 sub-
detectors, this was possible thanks to reliable Data Acquisition System (DAQ) and
Detector Control System (DCS).

Tracks above a given pT threshold are reconstructed offline within the full accep-
tance range |η| < 2.5 of the whole Inner Detector, using multi-stage track identification
algorithms.

Also detector alignment is very important for the parameter resolution: it is per-
formed at 3 different levels of granularity, corresponding to the mechanical layout of the
detector.

2.2.4 Calorimetry
ATLAS has an electromagnetic (EM ) and an hadronic (HAD) LAr calorimeters.
EM calorimeter is divided into a barrel part and two end-cap components; instead
HAD calorimeter is composed by tile, end-cap and forward calorimeter regions (see
Figure 2.10). All them cover the range |η| < 4.9 using different techniques, related to the
physics processes. Over the η region matched to the inner detector, the EM calorimeter
fits ideally for the measurements of electrons and photons. The rest of the calorimeter
is useful for the reconstruction of the jets topology and the measurement of the missing
transverse energy Emiss

T .
The main purpose of the calorimeters is to contain electromagnetic and hadronic

showers; therefore the depth is a very important parameter. The total thickness of the
EM calorimeter is more than 22X0 (radiation lenghts) in the barrel with 9.7 λ interaction
lenghts and more than 24 X0 in the end-caps, with 10 interaction lenghts. The total
thickness is 11 λ at η = 0.

As mentioned before, the EM calorimeter has a barrel part, that covers the region
|η| < 1.475 and two end-cap components, that cover the region 1.375 < |η| < 3.2. The
central solenoid is in front of the EM calorimeter; as a consequence, the latter and the
calorimeter share a common vacuum vessel. The barrel EM calorimeter is composed
by two coaxial wheels: an outer wheel that covers the region 1.375 < |η| < 2.5 and an
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Figure 2.10: Cut-away view of the ATLAS calorimetry. EM calorimeter is divided into a
barrel part and two end-caps components. HAD calorimeter is composed by tile, end-cap
and forward calorimeter regions [34].

inner one in the region 2.5 < |η| < 3.2. Over the region devoted to precision physics
(|η| < 2.5), the whole calorimeter is segmented into three sections in depth. For what
regard the end-cap inner wheel, the calorimeter is segmented in two sections in depth.
In the region |η| < 1.8 is used a presampler detector, that consists of an active layer
of LAr, that is used to absorb the energy lost by electrons and photons upstream the
calorimeter.

HAD calorimeter is composed by:

• Tile calorimeter: it is placed directly outside the EM calorimeter envelope. It
has a barrel that covers the region |η| < 1.0 and two extended barrels in the range
0.8 < |η| < 1.7. It is basically a sampling calorimeter that uses steel as absorber
and scintillating tiles as active material. The tile calorimeter extends radially from
an inner radius of 2.28m to an outer one of 4.25m. It is segmented into three
layers of approximately 1.5, 4.1 and 1.8 λ for the barrel and 1.5, 2.6 and 9.7 λ at
η = 0.

• LAr hadronic end-cap calorimeter: it consists of two wheels per end-cap, that
are located behind the EM calorimeter. It extends out to |η| = 3.2, to reduce the
transition between the end-cap and the forward calorimeter, that is at |η| = 3.1. It
overlaps also the tile calorimeter (|η| < 1.7) by extending to |η| = 1.5. The wheels
closest to the interaction point are built from 25mm parallel copper plates, each
of them with an outer radius of 2.03m; while those further away use 50mm copper
plates, with an inner radius of 0.475m.

• LAr forward calorimeter: it provides coverage in the region 3.1 < |η| < 4.9 [35].It
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is integrated into the end-cap cryostats and provides benefits in terms of the calori-
metric coverage, reducing radiation background levels in the muon spectrometer. It
has approximately 10 λ depth and consists of three modules in each end-cap: one,
in copper, is for electromagnetic measurements, while the other two, in tungsten,
are for the measurement of the hadronic interaction energy.

2.2.5 Muon spectrometer
The muon spectrometer of the ATLAS detector is composed by the following sub-
detectors: monitored drift tubes (MDTs), cathode strip chambers (CSC ), re-
sistive plate chambers (RPCs) and thin gap chambers (TGCs). See Figure 2.11
for a cut-away view. It is based on the magnetic deflection of muon tracks in the large

Figure 2.11: Cut-away view of the ATLAS muon spectrometer. It is composed by:
monitored drift tubes (MDTs), cathode strip chambers (CSC), resistive plate chambers
(RPCs) and thin gap chambers (TGCs). It has also a barrel and an end-cap toroid. Its
dimensions are: 24m in diameter by 44m in lenght.

superconducting air-core toroid magnets, instrumented with separate trigger and high-
precision tracking chambers, in which ensures a three-point measurement of tracks [36].
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Its momentum resolution is 2 − 3% at 10−100GeV/c and 10% at 1TeV. The latter
quantity is estimated by taking into account also the high-level background environ-
ment, the inhomogeneous magnetic field and the large size of the apparatus, that is 24m
in diameter by 44m in lenght.

The barrel toroid provides a magnetic bending in the range |η| < 1.4. In the region
1.6 < |η| < 2.7, muon tracks are bent by two smaller end-cap magnets, inserted into
both ends of the barrel toroid, mentioned before. Finally, in the transition region 1.4 <
|η| < 1.6, magnetic deflection is provided with the barrel and end-cap fields together.
Thanks to this magnet configuration, the field is orthogonal to the muon trajectories and
minimizes the degradation of resolution due to multiple scattering. The toroids provide
almost 3T×m bending power5 in the barrel region and 6T×m in the end-cap one.

The choice of some performance parameters, like the rate capability, the granularity,
the ageing properties and the radiation hardness, is affected by the high level of particle
flux.
In the barrel region, all the tracks are measured in chambers arranged in three cylindrical
layers around the beam axis, instead, in the transition and end-cap regions, the chambers
are situated in planes perpendicular to the beam, always in three layers.

Also in this region, precision measurement of the muon tracks in the main bending
direction of the magnetic field are performed by the MDTs. The three stations of the
RPCs provide the trigger function, the bunch-crossing identification and the second
coordinate measurements in the end-cap regions. Chambers in the barrel are placed at
three different radii with respect to the beam line.

For what regard the muon chambers, each sense wire of the drift tubes is isolated in
a way to guarantee a reliable operation. The higher granularity CSCs in the innermost
plane are used, in the region 2 < |η| < 2.7, to front the demanding rate and background
conditions. Here, the trigger system covers the pseudorapidity range |η| < 2.4.

The overall performance over the large areas, in particular at highest momenta, de-
pends on the alignment of the muon chambers with respect to each other and with
respect to the overall detector. The singular muon momentum measurement needs a
precision of 30 µm on the alignment, both within each projective tower and between con-
secutive layers in immediatly adjacent towers. Relative positions of the MDT chambers
are monitored by 12000 sensors. The accuracy needed for the relative positioning of non
adjacent towers to obtain a good mass resolution for multi-muon final states lies in the
range of few mm.

5The bending power is defined as the integral of the magnetic field component normal to the muon
direction, computed along an infinite-momentum muon trajectory between the innermost and the out-
ermost muon-chamber planes:

∫
~B dl.
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2.2.6 Trigger and data acquisistion system
The ATLAS TDAQ (Trigger and Data Acquisition) system is responsible for online
processing, selecting and storing events of interest of the offline analysis. Events are
selected using a two-stage trigger system, composed by: Level-1 (L1) and High-Level
Trigger (HLT) steps [37]. A diagram of the whole TDAQ system is shown in Figure
2.12. The L1 trigger is an hardware-based system that uses custom electronics to trigger

Figure 2.12: Block diagram of the ATLAS TDAQ system. It is possible to see the
two-stage trigger system (L1 and HLT) and the detector read-out with data flow.

on reduced-granularity information from the calorimeter and muon detectors. The L1
calorimeter (L1Calo) trigger takes signal from the calorimeter detectors as input. The
analogue detector signals are digitised and calibrated by the preprocessor and sent in
parallel to the Cluster Processor (CP) and Jet/Energy-sum Processor (JEP). This CP
system identifies electrons, photons and τ -leptons candidates above a certain threshold,
while the JEP identifies jets candidates and produces global sums of total and missing
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transverse energy (MET). Some objects with narrow clusters, such as electronics, aren’t
too much affected by small energy shifts, but the missing transverse momentum is very
sensitive to small systematic shifts in energy over the entire LAr calorimeter. These
effects are treated in the L1Calo trigger with a dedicated correction algorithm.

The L1 muon trigger (L1Muon) uses hits from the RPCs in the barrel and TGCs
in the endcaps, in order to determine the deviation of the hit pattern from that of a
muon with infinite momentum.

The L1 trigger decision is composed by: the Central Trigger Processor (CPT),
which receives inputs from the L1Calo trigger, the L1Muon Central Trigger Processor
Interface (MUCTPI ) and the L1 topological trigger (L1Topo) [38]. In this decision also
trigger signals from detector subsystems (LUCID Cherenkov for example) are considered.
The CPT is responsible for applying the dead time, which is a mechanism used to limit
the number of L1 accepts to be within constraints on the detector read-out latency.

The L1 trigger can also select events by considering event-level quantities (such as
the total energy in the calorimeter), the multiplicity of objects above thresholds (such as
the pT of a muon) and the topological requirements (invariant masses for example). The
L1 trigger accept events up to a rate of 100MHz, down from the bunch crossing rate of
40MHz, within a latency of 2.5 µs.

For each L1-accepted event, the Front-End (FE) detector electronics reads out the
event data for all detectors. Events are sent first to the ReadOut Drivers (RODs), for
the preprocessing and than to the ReadOut System (ROS), for the data buffering. The
L1 trigger defines also the so called Regions of Interest (RoI’s), in which it selects the
interesting events, identifying them with the η and φ coordinates.

After passing the first stage, selected events enter the second stage of the triggering,
that is the HLT trigger and is software-based (in particular on the offline software Athena
[39]). For this reconstruction sequence dedicated fast trigger algorithms are used. These
algorithms are executed on a computing farm, composed by 40000 selection applications,
called Processing Units (PUs). In this selection part, in some cases, informations from
the full detector are requested in order to reconstruct physics objects. The physics output
rate of the HLT during an ATLAS data-taking run is on average 1.2 kHz with an average
physics throughput to permanent storage of 1.2 GB/s.

Once the event passes the L1 and HLT, the Sub-Farm Output (SFO) sends the data
to permanent storage for offline reconstruction and exports the data to the Tier-0 facility
at CERN computing center.
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Chapter 3

Objects reconstruction

The object reconstruction is a fundamental step and needs to be performed at the
beginning of the analysis procedure. It consists on the reconstruction and identification
of particles produced after the pp collision in the detector. For our analysis, the most
important objects we have to take into account are electrons (described in Section 3.1),
muons (described in Section 3.2) and tau leptons (described in Section 3.3). Other
objects are: jets (described in Section 3.4) and missing transverse energy ET (described
in Section 3.5). Finally in Section 3.6 the overlap removal problem is treated.

The total efficiency for the charged lepton reconstruction is:

εtotal = εreco · εid · εiso · εtrig (3.1)

that depends on: the reconstruction efficiency εreco, the identification efficiency εid, the
isolation efficiency εiso and the trigger efficiency εtrigger. Each efficiency depends on the
selected step.
A scale factor, defined as the ratio between data and MC predictions, is used to correct
the efficiencies in the MC simulation, to match those observed in data1 [40].

3.1 Electron reconstruction
As mentioned in Section 1.3.3, electrons are fundamental ingredients for the study of the
WbWb final states, in the ee and eµ channels for example. The total efficiency for the
electron reconstruction is given by the Eq. 3.1 by adding a factor εEMclus that indicates
the efficiency to reconstruct, in the EM calorimeter, by the EM-cluster candidates (that
are localised energy deposits) associated with all produced electrons.

Isolated electrons are difficult to discriminate from other large backgrounds as: misiden-
tified hadrons, electrons from photon conversion and non-isolated electrons originating

1It is a multiplicative scale factor for the simulation.

52



from heavy-flavor decays. The fraction of each background event is reduced with each
of efficiency computation.

Electrons can loose a significant amount of their energy due to bremsstrahlung when
they interact with nuclei of the material they cross. Photons radiated through the process
may convert into an electron-positron pair that can interact with the detector material.
All this objects (positrons, electrons and photons) are usually emitted in a collimated
beam and are reconstructed as part of the same EM cluster. This interactions can occur
inside the inner tracker volume or even in the beam pipe, generating tracks in the inner
detector, or can occur downstream of the inner tracker, impacting the shower only in
the EMCAL. So, it is possible to produce and match multiple tracks to the same EM
cluster, all them originating from the same primary electron.

The electron reconstruction in the ATLAS |η| < 2.47 precision region is given by
the EMCAL and the inner tracker. It is based on three components, characterising the
signature of electrons: localised clusters of energy deposits found within the EMCAL,
charged-particle tracks identified in the inner tracker and close matching in η × φ space
of the tracks to the clusters to form the final electron candidates. See Figure 3.1 for a
schematic view of the path of an electron through the detector.

Figure 3.1: Schematic view of the path of an electron through the detector. The red
line is the hypothetical trajectory of an electron, traversing first the tracking system and
then entering the EMCAL. The dashed line indicates the path of a photon produced via
bremmsstrahlung in the tracking system [41].
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3.1.1 Electron identification
To select electrons entering the |η| < 2.47 region a likelihood-based identification
(LH) is used. All the inputs to the LH include measurements from the tracking sys-
tem, the calorimeter system and quantities that combine both their informations. Also
probability density function (pdf) based on simulated events are constructed.

The LH is based on the products for signal LS and for background LB of n pdfs and
is given by:

LS(B)(~x) =
n∏

i=1

PS(B),i(xi) (3.2)

where ~x are n-component input vectors, PS,i(xi) is the value of the signal pdf for quantity
i at value xi and PB,i(xi) is the corresponding value of the background pdf. The signal
is given by prompt electrons, while the background comes from the combination of jets
that have a similar signature of prompt electrons, electrons from photon conversion in the
detector material and non-prompt electrons given from the decay of hadrons containing
heavy flavours.

For each electron candidate a discriminant dL is formed, in order to combine LS and
LB:

dL =
LS

LS + LB

. (3.3)

This discriminant presents a sharp peak at unity for signal electrons and at zero for
background.

In order to derive the pdfs for the electron LH, each one of them is determined for
each identification quantity in separate bins of electron-candidate ET and η. This pdfs
are created from finely binned histograms of the individual identification quantities. Pdfs
histograms are smoothed using an adaptive kernel density estimators (KDE) to avoid
non-physical fluctuations. The pdfs for the missing transverse energy ET range from
4.5GeV to 15GeV and are determined using J/ψ → ee MC simulations while the others
for ET > 15GeV are determined using Z → ee MC simulation.

In order to cover all the required prompt-electron signal efficiencies and background
rejection factors (needed by the considered physics analyses), four fixed values of the
LH discriminant are used, in order to define four operating points, that are: Very-
Loose, Loose, Medium and Tight. These correspond to increasing thresholds for the LH
discriminant. The efficiencies for identifying a prompt electron with ET > 40GeV are
93%, 88% and 80% for the Loose, Medium and Tight operating points, respectively. The
identification is optimized in bins of cluster η and bins of ET

2. All this points need
some tracking criteria requirements: Loose, Medium and Tight points require at least
two hits in the pixel detector and seven hits total in the pixel and silicon strip detectors

2Bins are selected by taking into account detector characteristics.

54



combined; while for Medium and Tight points one of these pixel hits must be in the in-
nermost pixel layer. VeryLoose operating point doesn’t include an explicit requirement
on the innermost pixel layer and requires only one hit in the pixel detector. The latter
point provides identification requirements for background studies.

Efficiencies for the LH-based electron identification for the Loose, Medium and Tight
operating points for data and data-to-simulation ratios are shown in Figure 3.2 and
3.3. The measurement of efficiencies of the electron identification and isolation cuts are
performed with the data using tag and probe techniques with large statistical sample of
Z → ee and J/ψ → ee decays [42].

(a) Efficiencies as a function of PT . (b) Efficiencies as a function of η.

Figure 3.2: Measured LH electron-identification efficiencies in Z → ee events for the
Loose, Medium and Tight operating points, as a function of ET and η. Vertical bars rep-
resent the statistical and total uncertainties. Bottom panel shows the data-to-simulation
ratios.

3.1.2 Electron isolation
One of the most challenging steps in the electron reconstruction is the differentiation
of the reconstructed object (electron in this case) in signal processes, from background
processes. An hint of such a signal is represented by a small activity, both in the calorime-
ter and in the inner detector, in a region of ∆η ×∆φ surrounding the candidate object.
However, the production of boosted particles decaying, for example, into collimated
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Figure 3.3: LH electron-identification efficiencies for electron candidates with ET >
30GeV for the Loose, Medium and Tight operating points, as a function of primary
vertices in the 2016 data taking, using the Z → ee process. The histogram shows the
distribution of the number of primary vertices for the data. Inner uncertainties are
statistical, while the total ones include both statistical and systematics components.
Bottom panel shows the data-to-simulation ratios.

electron-positron pairs or the production of prompt electrons, muons and photons such
as tt̄ production can obscure the picture. Some variables are constructed in order to
quantify the amount of activity close to the candidate object. They are built summing
up transverse energies of clusters in the calorimeter or transverse momenta of tracks in
a cone of radius ∆R =

√
(∆η)2 + (∆φ)2 around the direction of the electron candidate,

excluding the candidate itself.
Some of the fundamental steps entering the structure of this isolation variables are:

identify the candidate object itself, its direction and its contribution to the activity within
the cone and summing, in a pile-up and underlying event robust way, the other activity
found within the cone. Isolation variables can be divided in two classes:

• Calorimeter-based isolation: the computation of calorimeter-based isolation in
the early running period of ATLAS simply summed the ET of the calorimeter cells
(from EMCAL and HADCAL) within a cone aligned with the electron direction,
excluding the candidate’s contribution. A good improvement is obtained by using
ET of topological clusters instead of cells, applying a significant noise-suppression
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algorithm to the collection cells. In Figure 3.4 a sketch of the calorimeter isolation
method is shown. This method is simple and robust thanks to the stable sub-

Figure 3.4: Sketch of the calorimeter isolation method: the grid represents the second-
layer calorimeter cells in the η and φ directions. The electron candidate is located in the
center of the purple circle representing the isolation cone. All topological clusters are
represented in red. The yellow-rectangled cells correspond to the subtracted cells in the
core subtraction method (subtraction of the core energy around the candidate).

traction scheme for both the signal and background candidates. A disavantage of
this method is that the candidate object may deposit energy outside of this fixed
rectangular area which may be incorrectly assigned as additional activity.

• Track-based isolation: to compute track-based isolation variables, tracks with
pT > 1GeV, reconstructed with a fiducial region of the inner detector |η| < 2.5,
that satisfy basic track-quality requirements, are used. This track selection includes
a minimum number of hits identified in the silicon detectors and a maximum num-
ber of inoperable detector regions crossed by the track. To reduce the contribution
of pile-up, a cut |z0 sin θ| < 3mm is required, where z0 is the longitudinal impact
parameter. This requirement aims to select tracks that originate from the vertex.
Some track-based isolation variables are constructed by summing the transverse
momenta of the tracks found within a cone of radius ∆R aligned with the electron
track, excluding the candidate’s own contribution. Then the track-pT contribution
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of the candidate electron to the track-isolation variable must be subtracted from
the cone. The resulting track-isolation variable is called p isol

T .

3.1.3 Electron triggers
ATLAS trigger system has been introduced in Section 2.2.6. The electron (and pho-
ton) reconstruction at the HLT stage is performed on each EM RoI, provided by L1,
which satisfies ET and isolation requirements as specified by the trigger menu [43]. To
run precision algorithms at a reduced rate, later in the trigger sequence, the HLT fast
algorithms are executed first. They operate by using calorimeter and ID (Inner Detec-
tor) information within the RoI to perform the initial selection and identification of the
electron candidates (and achieve early background rejection).

If a particle passes the fast selection criteria, the precision algorithms in the HLT are
executed, if it is possible to access detector informations outside the RoI. Therefore, the
two main trigger selections are:

• The L1 trigger for electrons uses calorimeter information in the central region
|η| < 2.5 to build an EM RoI. Within the window, the algorithm uses the maximum
ET from the four possible pairs of nearest-neighbour EM towers in a 2× 2 central
region3. Also a nominal ET threshold and optionally a selection to reject hadronic
activity below 50GeV can be applied. Final step is an EM isolation requirement, in
which candidate electrons are rejected if the sum of ET in the 12 towers surrounding
the 2 × 2 central region in the EM layer is at least 2GeV and exceeds the value
ET/8.0− 1.8GeV.

• Also the HLT electron reconstruction has fast and precision steps. The fast
calorimeter reconstruction and selection steps for electrons have two implementa-
tions: a cut-based algorithm and a neural network based Ringer algorithm4. The
former is used for electron triggers with ET < 15GeV, the latter is used for trigger-
ing electrons with ET ≥ 15GeV. Electron candidates are required to have tracks
from the fast track reconstruction step, performed inside the RoI only, matching the
corresponding cluster. In the precision calorimeter reconstruction step, precision
tracks within the RoI are extrapolated to the second layer of the EM calorime-
ter and are required to match the clusters within |∆η(track, cluster)| < 0.05 and
|∆φ(track, cluster)| < 0.05 rad. Here, the electron selection relies on a multivari-
ate technique using a LH discriminant with four operating points, similar to the
ones of Section 3.1.1.

3This is used for EM ET reconstruction.
4This algorithm exploits the property of EM showers to develop in the lateral direction in an ap-

proximately conical structure around the initial particle.
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3.2 Muon reconstruction
As well as electrons, also muons are fundamental objects in our analysis because they
form both the eµ and µµ final states of the decay. The muon reconstruction is performed
independently in ID and MS (Muon Spectrometer). The information is then combined
to form muon tracks, used for physics analyses. In the ID, muons are reconstructed as
the other charged particles [44].

For the MS reconstruction, the algorithm starts with a search for hit patterns
inside each muon chamber, to form segments. The MDT segments are reconstructed
by performing a straight-line fit with the hits found in each layer. The RPC or TGC
measure the coordinate orthogonal to the bending plane. The segments in the CSC
detectors are built using a separate combinatorial search in the η and φ detector planes.
Muon track candidates are built by fitting together hits from segments in different layers.
At least two matching segments are required to built a track, except in the barrel-endcap
transition region where a single high-quality segment with η and φ information can be
used. The hits associated with each track candidate are fitted using global χ2 fit.

Information from ID and MS tracks are then joint to perform a ID-MS combined
reconstruction. It is performed according to various algorithms, based on the infor-
mation provided by ID, MS and calorimeters. Depending on the subdetector used in the
reconstruction, there are four muon types:

• Combined (CB) muons: here the track reconstruction is performed indepen-
dently in the ID and MS, and a combined track is formed with a global refit that
uses the hits from both ID and MS subdetectors.

• Segment-tagged (ST) muons: in this case a track in the ID is classified as a
muon if, once extrapolated to the MS, it is associated with at least one local track
segment in the MDT or CSC chambers.

• Calorimeter-tagged (CT) muons: here a track in the ID is identified as a muon
if it can be matched to an energy deposit in the calorimeter, compatible with a
minimum-ionizing particle. The criteria for the identification of this muons are
optimised for the region |η| < 0.1 in the momentum range 1.5 < pT < 100GeV.

• Extrapolated (ME) muons: for this muons the trajectory is reconstructed based
only on the MS track and on a loose requirement on compatibiltiy originating from
the interaction point. This muons are mainly used to extend the acceptance for
muon reconstruction into the region 2.5 < |η| < 2.7 (not covered by the ID).

The overlaps between different kind of muons are resolved before producing the final
muons for the analysis. A scheme of all the reconstructed muon candidates is shown in
Figure 3.5.
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Figure 3.5: Scheme of all the reconstructed muon candidates [45].

3.2.1 Muon identification
Muon identification is performed by applying quality requirements that suppress back-
ground. To guarantee a robust momentum measurement, specific requirements on the
number of hits in the ID and MS are used. Four muon identification selections, namely
Medium, Loose, Tight and High-pT , are provided to address the specific needs of different
physics analyses:

• Medium muons: the Medium identification criteria is the default selection for
muons in ATLAS. In this case only CB and ME tracks are used. The first ones
are required to have at least 3 hits in at least two MDT layers, except for tracks in
the |η| < 0.1 region, where tracks with at least one MDT layer, but no more than
one MDT hole layer, are allowed. Instead, the latter are required to have at least
three MDT/CSC layers, and are employed only in the 2.5 < |η| < 2.7 region, to
extend the acceptance outside the ID geometrical coverage.

• Loose muons: this criteria are designed to maximise the reconstruction efficiency
while providing good-quality muon tracks. In this case all muon types are used.
All CB and ME muons satisfying the Medium requirements are included in the
Loose selection. CT and ST muons are restricted to the |η| < 0.1 region. In the
|η| < 2.5 region almost all muons are CB.

• Tight muons: this muons are selected to maximise the purity of muons at the cost
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of some efficiency. Here, only CB muons with hits in at least two stations of the MS
and satisfying the Medium selection criteria are considered. In the 2.5 < |η| < 2.7
region muons are reconstructed using only the MS detector.

• High-pT muons: this selection aims to maximise the momentum resolution of
tracks with pT > 100GeV. CM muons that have passed the Medium selection and
have at least three hits in three MS stations are selected.

3.2.2 Muon isolation
Muons originating from heavy particles are usually produced isolated from other particles
and are well separated from them in the event. Therefore, the muon isolation is a powerful
tool for background rejection in physics analyses. To define muon isolation, two variables
are defined: a track isolation variable and a calorimeter-based isolation variable.
The former is called p varcone30

T and is defined as the scalar sum of the pT of the tracks
with pT > 1GeV in a cone with size:

∆R = min (10GeV/pµT , 0.3) (3.4)

around the muon transverse momentum p µ
T , excluding the muon track itself.

The calorimeter-based variable Etopcone20
T , is defined as the sum of the ET of topo-

logical clusters in a cone of size ∆R = 0.2 around the muon, after subtracting the
contribution from the energy deposit of the muon itself and correcting for pile-up effects.

The real isolation criteria are constructed using the so-called relative isolation vari-
ables: they are defined as the ratio of track or calorimeter based isolation variables to
the pT of the muon. The distribution of this variables for muons coming from Z → µµ
events are shown in Figure 3.6. Some isolation criteria, called isolation working points,
are defined; each of them is optimised for different physics analyses. The efficiencies
of this points are measured in data and simulation in Z → µµ decays, by using the
tag-and-probe method5.

3.2.3 Muon triggers
The L1 muon trigger uses TGCs and RPCs hardware in order to select events by means
of coarse pT information. The L1 trigger also defines the RoIs6. The HLT muon trigger
employs dedicated softwares to reconstruct muons in the RoIs defined by the L1, using
informations from precision trackers, MDTs, CSCs and ID [46]. In addition to precise pT

5This method is employed to measure the efficiency of the muon identification selections within the
acceptance of the ID (|η| < 2.5). Are used Z → µµ events, with one of the two muons considered as a
tag by requiring to match the single-muon trigger, and the other acting as a probe, to measure trigger
efficiency.

6They are defined in terms of the pseudorapidity η and the azimuthal angle φ.

61



Figure 3.6: Left: distribution of the track based relative isolation variable. Right: dis-
tribution of the calorimeter-based relative isolation variable. Variables are measured in
Z → µµ events. Muons included in the plots satisfy Medium identification criteria and
are well separated from the other muon from the Z boson, that have ∆Rµµ > 0.3. Bot-
tom panel shows the ratio to data to simulation. Dots show the distribution of data,
while histograms show distribution from simulation.

measurements, for some triggers, isolation criteria are also applied to reject non-prompt
muons. Muon trigger performances are studied by means of a tag-and-probe method. In
Figure 3.7 the absolute efficiencies for muons with respect to the offline muon pT in the
barrel (|η| < 1.05) and endcap (1.05 < |η| < 2.4) regions are shown. Relative efficiency
of the HLT with respect to L1 is superimposed in the plots with blue line. Values of
efficiency in endcap are lower than in the barrel: this loss is due to uncovered detector
regions.

The ATLAS muon trigger performance has been stable during Run 2. The L1 trigger
decision in the barrel region is based on the coincidence of hits from three concentric
RPC stations for the three high-pT thresholds. To reach optimal performance for the
ATLAS trigger, an effective rejection of fake muon triggers in region 1.05 < |φ| < 1.3
has been possible by exploiting a coincidence between the TGC chambers and the tile
HADCAL. To verify the performance of the muon trigger in different pile-up conditions,
the efficiency has been tested as a function of the number of reconstructed vertices (see
Figure 3.8).

3.3 τ-lepton reconstruction
Tau leptons can produce electrons or muons in the final state (that have to be distin-
guished from electrons and muons originating from prompt W boson decays). These
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Figure 3.7: Absolute efficiencies for muons with respect to the offline muon pT in the
barrel (|η| < 1.05, left panel) and endcap (1.05 < |η| < 2.4, right panel) regions. Relative
efficiency of the HLT with respect to L1 is superimposed in the plots with blue line.

Figure 3.8: Muon trigger efficiency in the barrel region as a function of the number of
reconstructed vertices. Efficiencies of L1, HLT and the total efficiency are shown for
offline muons reconstructed in the barrel region with pT > 27GeV.

leptons decay either leptonically:

τlep → l νl ντ (3.5)

with l = e, µ, or hadronically:
τhad → had ντ (3.6)

The hadronic tau lepton decays represent 65% of all possible decay modes, therefore they
are dominant.

The main background to hadronic tau lepton decays comes from jets of energetic
hadrons, produced via the fragmentation of quarks and gluons. Both them are present
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at trigger level (online level) as well as during the event reconstruction (offline level).
Electrons also form an important background. The performance of online and offline
tau identifications within the tau energy scale calibration are measured using a tag-and-
probe method (see Section 3.2.2), applied to events enriched in the Z → ττ process,
with one tau decaying into muon (tag) and the other one decaying into hadrons (probe).
In order to extend the range of the pT spectrum of tau candidates, the performance of
the online tau identification algorithm is also measured using events enriched in the tt̄
process. Also this measurement uses a tag-and-probe method with a muon as a tag and
an hadronic tau lepton decay as probe. At the end, the performance of the electron
rejection algorithm is measured [47]. For what regard specific final-state objects:

• Muons are reconstructed by combining an inner detector track with a track from
the MS and must lie within |η| < 2.5, with pT > 10GeV for the Z → ee analysis
and pT > 7GeV for all other analyses. Muon candidates have to pass the Loose
muon identification requirement, which corresponds to 90% efficiency.

• Electrons are reconstructed by matching clustered energy deposits in the EMCAL
to tracks reconstructed in the inner detector and are required to satisfy this con-
straints: pT > 15GeV and |η| < 2.47. The electrons are identified using the signal
and background probability density functions for several discriminating variables.

• Jets are reconstructed using and anti−kt algorithm, with a distance parameter
R = 0.4.

• The missing transverse momentum is calculated from the vector sum of the
transverse momenta of all reconstructed electrons, muons, tau and jets in the event,
as well as a term for the remaining tracks.

For both muons and electrons, the scalar sum of the transverse momenta of tracks within
a cone of pT -dependent size ∆R < min(10GeV/pT , 0.3) (centered on the lepton candidate
track and excluding the lepton track) is required to be less than a pT -dependent fraction
of the lepton pT . Other small sub-criteria are needed.

3.3.1 τ-identification and triggers
The tau identification uses Boosted Decision Trees (BDTs) methods. Three working
points Loose, Medium and Tight are provided; they correspond to different tau identifi-
cation efficiency values7. Efficiency for each working point is ensured to be not strongly
dependent on pile-up conditions.

Tau triggers are defined at L1 in the EM and HADCAL, with a granularity of
∆η × ∆φ = 0.1 × 0.1. A core region is made up of a set of 2 × 2 trigger towers and a

7Efficiency is designed to be independent of pT .
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requirement is placed on the ET sum of the two most energetic adjacent EM calorime-
ter towers. At HLT level, the energy is recalculated using clusters of calorimeter cells
contained in a ∆R = 0.2 cone around the L1 tau direction. Also a minimum transverse
energy requirement on the online tau candidate is placed. The HLT precision track
and calorimeter information is used to calculate a number of pile-up corrected variables
which are then input into an online tau BDT. Values of L1 and HLT online tau identifi-
cation efficiencies for tau candidates identified by the offline Medium tau identification
are shown in Figure 3.9.

Figure 3.9: L1 (red dots) and HLT (blue triangles) online tau identification efficiency
for tau candidates identified by the offline Medium tau identification, as a function of
the offline pT (left) and the number of primary vertices (right). Error bars correspond
to statistical uncertainties.

3.4 Jet reconstruction and calibration
In ATLAS, different jets definitions are used, in particular for the study of QCD jets and
jets containing the hadronic decay of boosted massive particles. These different kind of
jets are calibrated through some sequential steps. Jets are only a representation of the
underlying physical process: the use of different jet definitions is adopted regarding the
considered phenomena [48]. ATLAS usually considers mostly small-R jets for physics
results with quarks and gluons. The resulting jet is calibrated, in order to provide an
accurate representation of the event.
The jet reconstruction is mainly divided into three parts:
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• Jet inputs: in ATLAS topo-clusters as the inputs to the jet reconstruction are pri-
marily used. They are topologically-grouped noise-suppressed clusters of calorime-
ter cells. This clusters are formed from seed cells with more than 4σ of energy8.
Currently, the pile-up noise dominates. All cells adjacent to the seed cells, in three
dimensions, are then grouped together, in a way to have at least 2σ of energy.
The latter process repeats until there are no such adjacent cells. Final step is the
addition of all calorimeter cells adjacent to the topo-clusters, irrespective of their
energy.

• Jet algorithms: ATLAS uses the anti-kt algorithm for jet reconstruction. Two
different distance parameters R are typically used, corresponding to different in-
tended uses. Jets representing quarks and gluons are called small-R jets and are
reconstructed with R = 0.4. Instead, jets representing hadronically decaying mas-
sive particles are typically called large-R jets and are reconstructed with R = 1.0.

• Jet grooming: the usage of large-R jets is necessary to fully contain the hadronic
massive particle decays, but it comes with a substantially increased sensitivity to
pile-up effects due to the larger fraction of the calorimeter enclosed within the
jet volume. While pile-up may be low energy and thus not charge, the total jet
kinematics by a large amount is randomly distributed and can thus unknown the
angular structure within the jet that is the key to identifying massive particle
decays. In order to solve this limitations, large-R jets are typically groomed9.

The jet calibration procedure is divided into three steps: first, pile-up contributions are
suppressed at the jet level, for small-R jets, then the jet is calibrated to the MC truth
scale and finally the differences between MC and data are considered.

3.4.1 b-tagging algorithms
The purpose of b-tagging algorithms is to identify jets containing b-flavored hadrons. For
each selected jet, this algorithms provide b-weights, reflecting the probability that this
jet originates from a b-quark.

The discrimination of b-quark jets from light quark jets is possible mainly thanks
to the relatively long lifetime of b-flavored hadrons, resulting in a significant flight path
length L of the order of some millimeter. This leads to measurable secondary vertices and
impact parameters of the decay products. The transverse impact parameter d0 and the
longitudinal component z0 are defined in Appendix C.1. Various b-tagging algorithms

8σ is the average amount of noise expected in the cell in question. It is defined as the sum of the
expected electronic and pile-up noise.

9Grooming is a class of algorithms that take a jet and throw away constituents following a defined
strategy, rebuilding the final jet from the remaining constituents.
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are used in ATLAS, based on these discriminating variables (L, d0 and z0), on secondary
vertex properties and on the presence of leptons within b-jets.

Each tagging algorithm defines a discriminant w, associated to the probability for a
given jet to have been originated from a b-quark. For each tagging algorithm, different
“working points”, corresponding to different threshold on the w variable, can be used.

The choice of the working point sets the tagging efficiencies for b-, c- and light quark
jets [49]. For our analysis the DL1 algorithm with a working point of 60% efficiency with
veto on 3rd b-tagged jets at 85% efficiency is used.

The DL1 algorithm is based on a deep feed-forward neural network (NN ). The DL1
NN has a multidimensional output corresponding to the probabilities for a jet to be a
b-jet, a c-jet or a light-flavour jet.

Training with multiple output nodes offers additional flexibility when constructing the
final output discriminant by combining the b-jet, c-jet and light-flavour jet probabilities.
Since all flavours are treated equally during training, the trained network can be used
for both b-jet and c-jet tagging. The final DL1 b-tagging discriminant is defined as:

DDL1 = ln

(
pb

fc · pc + (1− fc) · plight

)
(3.7)

where pb, pc, plight and fc represent respectively the b-jet, c-jet and light-flavour jet
probabilities, and the effective c-jet fraction in the background training sample. Using
this approach, the c-jet fraction in the background can be chosen “a posteriori” in order
to optimise the performance of the algorithm.

3.4.2 Jet triggers
The jet trigger menu consists of:

• Single-jet triggers: which require at least one jet above a given transverse energy
threshold.

• Multi-jet triggers: which require at least N jets above a given transverse energy
threshold.

• HT triggers: which require the scalar sum of the transverse energy of all jets in
the event HT , above a given threshold.

• Analysis-specific triggers: used for specific topologies of interest.

The jet triggers use at L1 either a random trigger or an L1 jet algorithm. The random
trigger is used for triggers that select events with offline jet pT < 45GeV to avoid bias
due to inefficiencies of the L1 jet algorithm for low-pT jets.
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Jet trigger efficiencies are determined using the bootstrap method10 with respect to
the pT of the jet. In Figure 3.10 the single-jet trigger efficiencies for L1 and HLT are
shown. Efficiencies plots for multi-jet and HT triggers are shown in Appendix B.1.

Figure 3.10: Single-jet trigger efficiencies for L1 and HLT for central and forward regions
of the calorimeter, as a function of offline jet pT for: (a) L1 in central region, (b) L1 in
the forward region, (c) HLT in the central region and (d) HLT in the forward region.

10It gives relative efficiency from single jet triggers.
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3.5 Missing Transverse Energy (MET) reconstruc-
tion

The missing transverse energy is reconstructed as the negative vector sum of transverse
momenta pT of reconstructed physics objects. The physical objects considered in the
Emiss

T calculation are electrons, photons, muons, τ−leptons and jets (hard terms) [50].
The Emiss

T components in the x− y transverse plane are:

Emiss
x(y) = Emiss,e

x(y) + E
miss,µ
x(y) + E

miss,γ
x(y) + Emiss,τ

x(y) + Emiss,jets
x(y) + Emiss,soft

x(y) (3.8)

and each term is defined as:

Emiss
x(y) = −

n∑
i

px(y)(i) (3.9)

where i are electron or muon or other interested objects. Instead, the reconstructed
momentum not associated to any of the hard terms is referred as the soft term. There
exist several algorithms used to reconstruct the Emiss

T soft term using calorimeter energy
deposits or tracks. The main used algorithm for this purpose (used by ATLAS at Run-2)
is the so-called Tracks Soft Term (TST), which fully relies on tracks. This algorithm
misses the contribution from neutral particles, but it’s robust against lots of pile-up
conditions.

The removal of pile-up jets is essential for the Emiss
T resolution: this is done with

the Jet Vertex Tagger (JVT) technique11. Also a novel forward pileup tagging technique
(fJVT), that exploits the correlation between central and forward jets originating from
pile-up interactions is developed. This latter technique improves the Emiss

T resolution in
high pile-up conditions (see Figure 3.11). The TST systematic uncertainties are evaluated
exploiting the differences between data and MC using the balance of a soft term and a
calibrated physics object. The mean of the TST distribution as a function of the hard
pT term has been measured using 36.5 fb−1 Run-2 ATLAS data and agrees with MC
simulation within the systematic uncertainty.

3.5.1 Missing Transverse Energy (MET) triggers
The Emiss

T trigger is used in searches where the final state contains only jets and large
Emiss

T . This Emiss
T trigger can be the most efficient trigger for selecting final states con-

taining highly energetic muons. The very large rate of hadronic jet production means
that, even with reasonably good calorimeter resolution, jet energy measurement can lead
into a very large Emiss

T trigger rate. Improvements in the L1 Emiss
T determination have

been important in maintaining the L1 performance. Different HLT algorithmic strate-
gies based on cells, jets or topo-clusters are developed. This algorithms use only energy
measurements in the calorimeter. Therefore, five different algorithms are used:

11This technique extracts the pile-up jets using track-to-vertex association method.
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Figure 3.11: TST Emiss
T resolution as a function of the number of primary vertices, mea-

sured in MC simulated Z → µµ events using different strategies for pile-up suppression.

• Cell algorithm (xe): the measured energy in each LAr and Tile calorimeter cell
and the position of the cell in the detector are used to obtain the components
of the cell measured momentum in the massless approximation. Non-functioning
calorimeter cells are masked out and do not contribute in the calculation. The
total pmiss

T , given by:
pmiss
T = −

∑
i

(px,i, py,i) (3.10)

is found from the remaining contributing cells and the Emiss
T is calculated from its

norm: Emiss
T = |pmiss

T |.

• Jet-based algorithm (xe_tc_mht): in this cas the Emiss
T is calculated directly

from the negative of the transverse momentum vector sum of all reconstructed
jets.

• Topo-cluster algorithm (xe_tc_lcw): topo-clusters are built for the entire calorime-
ter and are used for the Emiss

T reconstruction. For each topo cluster, the momentum
components are calculated in the approximation that particles contributing with
energy to the cluster are massless and the pmiss

T is calculated from the negative
vector sum of the components.

• Pile-up suppression algorithm (xe_tc_pueta): this algorithm is based on the
topo-cluster Emiss

T algorithm described above, but includes a further pile-up sup-
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pression method that is intended to limit the degradation of the Emiss
T resolution

at very high pile-up.

• Pile-up fit algorithm (xe_tc_pufit): this starts again from the Emiss
T described

above and a different pile-up suppression method is used.

Figure 3.12: Emiss
T trigger efficiency curves with respect to the Emiss

T reconstructed offline
without muon corrections for all events passing the (a) W → eν or (b) W → µν selec-
tions. Different efficiencies were measured for L1 and for combinations of L1 with each
of the HLT Emiss

T algorithms.

Since Emiss
T is a global observable calculated from many contributions, each of them is

taken into account with its own detector resolution. The efficiency curves of the various
Emiss

T trigger algorithms for W → eν and W → µν selections are shown in Figure 3.12.
For the selection exactly one lepton (electron or muon) with pT > 25GeV, mT > 50GeV
and a single lepton trigger: 24GeV single-electron or 20GeV single-muon are required.

3.6 Overlap removal
To avoid cases where detector response to a single physical object is reconstructed as
two separate final-state object, several steps are followed to remove this overlaps:

1. Calo-tagged muons sharing a track with an electron are removed, followed by the
removal of any remaining electron sharing a track with a muon12.

12This step is useful to avoid cases where a muon mimics an electron through radiation of a hard
photon.
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2. The closest jet to each electron within an y − φ cone of size ∆R = 0.2 is removed
to reduce the proportion of electrons being reconstructed as jets. In particular,
this jets must pass the JVT requirements (mentioned at the end of the Section
3.5), in addition to the standard pT and |η| requirements, to be used to remove an
overlapping object.

3. Electrons with a distance ∆R < 0.4 from any of the remaining non-pileup jets are
removed to reduce backgrounds from non-prompt, non-isolated electrons coming
from heavy-flavor hadron decays.

4. Jets with fewer than three tracks and distance ∆R < 0.2 from a muon are then
removed to reduce jet fakes from muons depositing energy in the calorimeters.

5. Muons with a distance ∆R < 0.4 from any of the surviving jets are removed to
avoid contamination of non-prompt muons from heavy flavor hadrond decays.
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Chapter 4

Differential cross-section
measurement in the dilepton
channel

The main focus of this analysis is the measurement of the differential WbWb production
cross-section in the dilepton channel in proton-proton collisions, in order to study the
quantum interference between singly and doubly resonant top quark production described
in Section 1.3.3.

The cross-section has been measured in the fiducial phase-space as a function of two
interference-sensitive variables at particle-level, that are mminimax

bl and ∆R(b1, b2). In
particular, the measurement has been performed for 1D mminimax

bl and ∆R(b1, b2) and for
2D mminimax

bl in bins of ∆R(b1, b2).
In Appendix C.1 a preliminar study of the impact parameters of final-state lepton

tracks is performed, in order to investigate possible differences in final-state leptons
coming from the decay of a τ or a W (this is not preparatory for my cross-section mea-
surement). In Section 4.1 the data and MC samples used for the analysis are introduced.
In Section 4.2 the event selections are presented, while in Section 4.4 the observables
used to measure the differential cross-section are explained. Finally in Section 4.5 the
analysis strategy is pointed out and in Section 4.6 all the systematic uncertainties are
presented. Results are shown in Section 4.7.

4.1 Data and Monte Carlo samples
In this section the data and MC simulated samples used to describe the signal and
background samples are introduced.
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4.1.1 Data sample
For this measurement we used the full dataset collected by the ATLAS detector dur-
ing Run-2 operations (2015-2018). This consists of data from proton-proton collisions
at a center-of-mass energy of 13TeV corresponding to a total integrated luminosity of
139 fb−1.

Only the data collected during stable beam conditions and with the ATLAS detector
fully functioning is included. The partial integrated luminosities for each year of oper-
ation, corresponding to each Good Run List (GRL)1, are respectively 3.2 fb−1, 33 fb−1,
44 fb−1 and 59 fb−1 for 2015, 2016, 2017 and 2018.

Events are considered only if they are accepted by at least one of the single-muon
or single-electron triggers (see Sections 3.1.3 and 3.2.3). For each lepton type, multiple
trigger conditions were combined to maintain good efficiency in the full momentum
range, while controlling the trigger rate. Different transverse momentum (pT ) thresholds
were applied in the 2015 and 2016-2018 data taking. In the data sample collected in
2015, the pT thresholds for the electrons were 24GeV, 60GeV and 120GeV, while for
muons 20GeV and 50GeV; in the data sample collected in 2016-2018, the pT thresholds
for the electrons were 26GeV, 60GeV and 140GeV, while for muons they were set at
26GeV and 50GeV. Different pT thresholds were employed since tighter isolation or
identification requirements were applied to the triggers with lowest pT thresholds.

4.1.2 Monte Carlo simulated samples
To account for all the processes that could lead to the final state studied in this mea-
surement, MC simulated samples are taken into account in the analysis. The main MC
generators used to model signal samples are:

• tW production: it is modelled using the PowhegBox v2 generator [51, 52, 53,
54] which provides matrix element at the NLO in αS in the 5-flavor scheme (see Sec-
tion 1.3.2) with the NNPDF3.0NLO [55] for Parton Distribution Function (PDF)
set. The renormalisation and factorisation scales are set to the top-quark mass:
mtop = 172.5GeV. The DR scheme (see Section 1.3.3) is employed to treat the
interference with tt̄ production. All the events are interfaced with Pythia8.230
[56] using the A14 tune [57] and the NNPDF2.3LO PDF set. Decays of bot-
tom and charm quarks are simulated with the EvtGen v1.6.0 event generator
[58]. The inclusive cross-section is corrected to the theory prediction calculated
at NLO in QCD with NNLL (Next-to-Next-Leading-Leading) soft-gluon correc-
tions [59, 60]. The uncertainty on the cross-section due to PDF is calculated with
the MSTW2008nnlo 90% CL (Confidence Level) [61, 62] PDF set and is added in
quadrature to the scale uncertainty.

1GRLs contain the information where all the sub-detectors were in good data-taking conditions.
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• tt̄ production: it is modelled using the PowhegBox v2 which provides, also
in this case, matrix elements at NLO in αS with the NNPDF3.0NLO PDF.
The hdamp parameter, that controls the matching of Powheg and regulates the
high-pT radiation against which the tt̄ recoils, is set to 1.5 mtop. Dynamic renor-
malisation and factorisation scales are set to

√
m2

top + p2T . Events are interfaced
with Pythia8.230 for the parton shower and hadronization, using the A14 tuned
parameters and the NNPDF2.3LO PDF set. As in the previous case, the decays
of bottom and charmed hadrons are simulated using the EvtGen v1.6.0 event
generator. The tt̄ sample is normalised similarly to the previous case, but now
soft-gluon terms are used and calculated with Top++2.0 program [63], which
includes the NNLO QCD corections and resums NNLL soft-gluon terms [64, 65,
66, 67, 68]. Uncertainties on the cross-section due to PDF and αS are calculated
using the PDF4LHC prescription [69] with the MSTW2008 68% CL NNLO,
CT10 NNLO [70] and NNPDF2.3 5f FFN [71, 72] PDF sets and are added in
quadrature to the scale uncertainty.

MC generators used to generate the background samples are:

• Z+jets production: it is simulated using the Sherpa v2.2.1 generator [73].
Matrix elements are matched and merged with the Sherpa PS based on Catani-
Seymour dipole [74, 75] using the ME+PS@NLO prescription [76, 77, 78, 79]. The
virtual QCD correction for matrix elements at NLO accuracy are simulated with
the OpenLoops library [80, 81]. Samples are generated using the NNPDF2.3LO
PDF set, with dedicated set of tuned parton-shower parameters. For this samples
a cut-off mll > 40GeV was applied at generator level.

• Diboson production (ZZ,WW,WZ): this production has been simulated with
Sherpa 2.2.2 generator. In this setup multiple matrix elements are matched and
merged with the Sherpa parton shower based on Catani-Seymour dipole using
the MEPS@NLO prescription. The virtual QCD correction for matrix elements
at NLO accuracy are provided by the OpenLoops library. Samples are generated
using the NNPDF2.3LO PDF set, with dedicated set of tuned parton-shower
parameters.

• tt̄V production2: it is modelled using MadGraph5_aMC@NLO v2.3.3 gen-
erator [82] which provides matrix elements at NLO in αS with the NNPDF3.0LO
PDF. The functional form of the renormalization and factorisation scales are set
to 0.5 ×

∑
i

√
m2

i + p2T,i
3. Top quark decays are taken into account at LO, using

MadSpin [83] in order to preserve spin correlations. Events are interfaced with
2V = W,Z
3The sum runs over all the particles generated from the matrix element calculation.
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Pythia8.210 for parton shower and hadronization, using, as in the previous cases,
A14 tuned parameters and the NNPDF2.3LO PDF set. Decays of bottom and
charm hadrons are simulated in the same ways as tt̄ and tW . Cross-sections are cal-
culated at NLO QCD and NLO EW accuracy, using MadGraph5_aMC@NLO.
The tt̄Z cross-section is further supplemented with an off-shell correction. Un-
certainties are estimated from variations of the renormalization and factorization
scales, as well as the strong coupling αS.

• Non-prompt background: it is purely estimated by MC by selecting events with
non-prompt leptons, based on truth level information (from tW , tt̄, Z + jets, W
+jets, diboson and tt̄V ) and assuming all fakes come from modeled processes.

4.2 Event selection
In order to better characterize the interference effects, the most promising final states of
the WbWb signal process are those which contain two well-reconstructed electrons and
muons and have opposite-sign charge (OS). So the allowed channels are: ee, eµ and µµ
final states of:

pp→ WbWb→ l+νll
−ν̄lbb̄. (4.1)

For this analysis we considered only the OS eµ final-state for two reasons: firstly, this
channel, among all the dileptonic final-states, allows to strongly suppress the Z → ll
background and secondly, because we expect the 2b4l predictions be eµ only. Additional
required selection cuts are:

• pT of the lepton > 28GeV;

• pT > 25GeV and |η| < 2.5 for the jets;

• 2 b-tagged jets at 60%WP with veto on 3rd b-tagged jets at 85%WP (see Section
3.4.1). These requirements allow to select very pure tt̄/tWb samples thanks to the
tight requirement on the 2 b-tagged jets. The veto on the third jet, tagged with a
looser requirement, helps in discarding events when an additional heavy-flavor jet
is produced, which are poorly modelled.

No jet multiplicity restriction on the light jets are required.
Object reconstruction follows the procedure illustrated in Chapter 3: in particular,

events have been selected if they fired a single-muon or a single-electron trigger.
The total number of events for each sample is shown in Table 4.1.
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Sample Total events
tt̄ 264000± 6000

tW (DR) 8200± 180
tt̄V 734± 3

Fakes 375± 7
Diboson 44.8± 0.9
Z+jets 2420± 33

Expected 276000± 6000

Observed 278333

Table 4.1: Observed and expected number of events after the full event selection. The
uncertainties for the tt̄ and tW samples include the uncertainties on the scale factors
(see Section 4.6) and the MC statistics. The uncertainties for the background samples
include only the MC statistics.

4.2.1 Control plots
Here, some detector-level variables control plots for events that pass the selection and
that takes into account some uncertainties (of identification efficiency scale factor, re-
construction and lepton isolation scale factor, b-tagging, JVT and pileup) are shown in
Figures 4.1, 4.2, 4.3 and 4.4.
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Figure 4.1: Kinematic distributions in the eµ channel at detector-level: (upper left)
leading b-jet pT and (upper right) pseudorapidity and (lower left) subleading b-jet pT
and (lower right) pseudorapidity. Data distributions are compared with predictions using
Powheg + Pythia 8 as the tt̄ signal model and both Powheg + Pythia 8 DR and
DS for the tW signal model. The hatched area represents the combined statistical and
systematic uncertainties (described in Section 4.6) in the total prediction, including only
systematic uncertainties of the scale factors. Underflow and overflow events, if any, are
included in the first and last bins. The lower panels show the ratio of the data to the
total prediction obtained with both DR and DS schemes for the tW modelling.
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Figure 4.2: Kinematic distributions in the eµ channel at detector-level: (upper left)
leading lepton pT and and (upper right) pseudorapidity and (lower left) subleading lepton
pT and (lower right) pseudorapidity. Data distributions are compared with predictions
using Powheg + Pythia 8 as the tt̄ signal model and both Powheg + Pythia 8 DR
and DS for the tW signal model. The hatched area represents the combined statistical
and systematic uncertainties (described in Section 4.6) in the total prediction, including
only systematic uncertainties of the scale factors. Underflow and overflow events, if any,
are included in the first and last bins. The lower panels show the ratio of the data to
the total prediction obtained with both DR and DS schemes for the tW modelling.
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Figure 4.3: Kinematic distributions in the eµ channel at detector-level: (upper left)
Emiss

T , (upper right) number of extra jets, (lower left) HT
l1l2

and (lower right) ∆Rl1l2 .
Data distributions are compared with predictions using Powheg + Pythia 8 as the tt̄
signal model and both Powheg + Pythia 8 DR and DS for the tW signal model. The
hatched area represents the combined statistical and systematic uncertainties (described
in Section 4.6) in the total prediction, including only systematic uncertainties of the scale
factors. Underflow and overflow events, if any, are included in the first and last bins.
The lower panels show the ratio of the data to the total prediction obtained with both
DR and DS schemes for the tW modelling.
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Figure 4.4: Kinematic distributions in the eµ channel at detector-level: (left) mminimax
bl

and (right) ∆R(b1, b2). Data distributions are compared with predictions using Powheg
+ Pythia 8 as the tt̄ signal model and both Powheg + Pythia 8 DR and DS for the
tW signal model. The hatched area represents the combined statistical and systematic
uncertainties (described in Section 4.6) in the total prediction, including only systematic
uncertainties of the scale factors. Underflow and overflow events, if any, are included in
the first and last bins. The lower panels show the ratio of the data to the total prediction
obtained with both DR and DS schemes for the tW modelling.

4.3 Particle-level objects
Particle-level objects are reconstructed using generator-level information from MC simu-
lation. The physics objects are built from stable particles in the generator record, defined
as those that satisfy: cτ > 10mm.

Particle-level electrons and muons from the signal sample are selected from the stable
particles and are required not to have been originated by an hadron, either directly or
via an intermediate τ decay. Their momentum is calculated to include the radiation
loss due to final-state radiation (FSR) photons, classified as photons with ∆R < 0.1
that don’t originate from hadron decays. pT and η requirements are the same of the
detector-level signal objects. Baseline leptons are defined with looser pT requirements of
4GeV (muons) and 5GeV (electrons) for the overlap removal (see Section 3.6).

Particle-level jets are reconstructed by clustering truth particles (excluding those
identified as baseline leptons or neutrinos from electroweak boson decays), with the
anti-kt algorithm with radius parameter of R = 0.4. Baseline jets have to satisfy pT >
20GeV and |η| < 2.8, while signal jets have to satisfy pT > 25GeV and |η| < 2.5.

B-hadrons are matched to jets by using the ghost-association procedure [84] in which
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truth jet clustering is run as usual, except with the energy of all B-hadrons set to a
negligible value. All the particle jets containing a constituent B-hadron b-tagged after
this procedure.

An identical overlap removal procedure as the one illustrated in Section 3.6 is per-
formed with the truth-level objects.

4.3.1 Particle-level selection
Using particle-level objects a fiducial region is defined, in order to replicate the detector-
level selections as closely as possible.

Events are also required to contain exaclty two b-jets, tagged with the B-hadron
ghost-association matching.

This requirements define the inclusive particle-level fiducial region. The mea-
sured observables are unfolded to this phase space (see Section 4.5).

4.4 Studied observables
In this section the two observables used to measure the differential cross-section are: the
mminimax

bl and the ∆R(b1, b2).

4.4.1 The mminimax
bl variable

The mminimax
bl variable has been already introduced in Section 1.3.5 and represents the

invariant mass of a b-jet and a lepton. Let’s assume that two leptons and b-jets are
reconstructed in an event, labelling them b1, b2, l1 and l2. Then one can create pairs to
reconstruct four unique masses mij = m(bi, li) where i, j = 1, 2. In doubly resonant tt̄
events, two of the masses are guaranteed to be below the top mass bound due to the
not-reconstructed neutrino. But in singly-resonant tt̄ events, only a single pair must
satisfy the top mass bound. The mminimax

bl is constructed to efficiently take advantage of
this difference (see Eq. 1.82).

There are two ways to match b-jets and leptons. Assuming that one has correctly
paired the objects4, we are interested in the larger of the two masses, hence the max-
imum. This mass will be lower than the top mass bound for doubly-resonant events,
while it can “evade the top mass endpoint” for singly-resonant tWb events. However,
one cannot know a priori the correct way to make the b-jet-lepton pairing, so one is
forced to take the minimum over the possible ways to assign the objects. An illustra-
tion of this procedure is shown in Figure 4.5. Thanks to this construction the tt̄ process
mainly populates the region where mminimax

bl is less than the top mass bound. Single top
events populated the entirety of the mminimax

bl distribution including the region where the
4So as to correctly group the decay products originating from the same top quark.
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Figure 4.5: A scheme demonstrating the assignment of the leptons and b-jets to form
the mminimax

bl variable. Two possible pairings are considered: the A-type and the B-
type and for each of them one can build two possible mbl values. The minimum of the
larger mbl values from each pairing is selected as mminimax

bl . In tt̄ events this choice has
a kinematic endpoint at mminimax

bl <
√
m2

t −m2
W while for single-top events there is no

such bound.

variable is significantly beyond the top mass. The interference effect is most significant
when the objects have high-pT (see Figure 1.23). As a result of this effect, the region of
large mminimax

bl is highly pure in single top events and is very sensitive to the interference
sensitive effect. At present, this is considered as the most interference-sensitive variable.

4.4.2 The ∆R(b1, b2)

The other considered observable is the ∆R(b1, b2)
5. It has been already introduced in

Section 1.3.4 and represents the angular distance between two b-jets. The particular
choice of the ∆R(b1, b2) variable is inspired by the studies performed in the search for
top squarks in the lepton-jets channel (see Section 1.3.4) where it is used to separate Wt
from tt̄ contributions.

4.5 Analysis strategy
The goal of this analysis is to measure differential cross-sections of the inclusive WbWb
process at the particle level. Single- and double-differential cross-sections have been
measured as a function of the two observables described in Section 4.4.

5Also indicated with ∆Rb1b2 .
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In Section 4.5.1 the unfolding procedure is introduced. In Section 4.5.2 some resolu-
tion studies and binning choices for unfolding are investigated. In Section 4.5.3 closure
tests are performed, in order to validate the stability of the chosen bins.

4.5.1 Unfolding procedure
A common problem in particle physics is the distortion of physical observables measure-
ments due to the finite resolution and limited geometrical acceptance of the physical
observables. Therefore the reconstructed distributions of physical quantities cannot be
compared to theoretical distributions, or among different experiments. Data need to be
corrected for these effects using the so-called unfolding procedure.

The purpose of this method is to return a distribution f(x) of a physical quantity x,
starting from the experimental measurement y with its distribution g(y), that is different
with respect to the true distribution, because of detector effects.

It is possible to classify detector effects in two categories:

• Limited acceptance effect: it means that not all the events are used in the
measurement of the physical quantity we are interested in, because of geometrical
acceptance and trigger selection efficiency.

• Limited resolution effect: it means that it is impossible to measure any physical
quantity with an infinite amount of accuracy. The true value of an observable
”migrates” in another piece of the observed distribution.

Therefore, y will be different from x, and the g(y) distribution will be ”smeared” with
respect to f(x). The relation that links f(x) and g(x) is given by:

g(y) =

∫
A(y, x)f(x)dx (4.2)

where A(y, x) is the smearing function and describes the detector effects on the measure-
ment.6 MC simulations can be used to estimate A(y, x) and allow to evaluate detector
effects on f(x) using Eq. 4.2.

Basically, the unfolding procedure tries to infer the true distribution starting from
the reconstructed one. To solve this problem it is better to use binned values of x and y
and represent f(x) and g(y) as histograms.

The unfolding equation con be described as follows:

~g = R~f (4.3)
6It describes the probability to reconstruct a true x value as y.
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where R is a m× n matrix, called response matrix that contains the acceptance and
smearing informations of the reconstruction process7, ~f is an n-dimensional vector, called
true spectrum and ~g is an m-dimensional vector, called reconstructed spectrum.

Starting from the response matrix, it is possible to construct another matrix, called
migration matrix. It is obtained through this relation:

Mij =
1

Aj

Rij (4.4)

where Aj is the reconstruction efficiency in the true bin j. This matrix represents the
probability that an event generated and selected in bin j is reconstructed in bin i. Usually,
this matrix is constructed in a way that columns elements are normalized to unity in a
way that, once the acceptance is accounted for, the probability to reconstruct an event
in any bin is 1 [49].

If we would have infinite resolution and therefore no migrations (ideal situation), the
response matrix would be diagonal with the elements representing the reconstruction ef-
ficiency of the x quantity in the j-th bin8. In this ideal case, the unfolded spectrum could
be extracted from the reconstructed one, by simply dividing each bin in the reconstructed
spectrum by the reconstructed efficiency.

For this analysis we used a particular unfolding approach, called iterative Bayesian
unfolding. This unfolding procedure can be described as a “cause and effect” model,
based on the Bayes theorem [85, 86].

If we suppose to have, for the studied variables, n reconstructed bins and m truth
bins, we can define the “effect” Ei as the nj events in the reconstructed bin j, while the
”cause” Ci as the ni events in the truth bin i. The effect is measured, but the cause
is impossible to identify, so it needs to be estimated. We define the probability for an
effect to come from a particular cause as P (Ej|Ci) and can be estimated by assuming
some information of the migration matrix and a measurement efficiency and resolution
calculated from MC.

This procedure can be performed by using a standard Bayesian inference analysis
[87]. The probability of a cause, given a particular effect, is given by the Bayes theorem:

P (Ci|Ej) =
P (Ej|Ci) · P0(Ci)∑nC

l=1 P (Ej|Cl) · P0(Cl)
(4.5)

and the number of expected events in the i-th cause bin is:

n̂(Ci) =
1

εi

nE∑
j=1

P (Ci|Ej)n(Ej) (4.6)

7The R-matrix is generally not diagonal, due to the fact that some events generated in bin j could
be reconstructed in bin i 6= j. This phenomena is called bin migration.

8In this case the migration matrix would be the identity matrix.
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where n(Ej) is the number of events in the effect bin j, P0(Ci) is the a priori probability
(prior) of the cause Ci (usually taken from the MC simulation) and εi is the efficiency of
the selection in the bin i.

The population in the cause bins can be written in terms of the unfold matrix, defined
as:

n̂(Ci) =

nE∑
j=1

M−1
ij n(Ej). (4.7)

Here, the M−1
ij it is defined as:

M−1
ij =

P (Ej|Ci) · P0(Ci)∑nE

l=1 P (El|Ci)
∑nC

l=1 P (Ej|Cl) · P0(Cl)
(4.8)

that is different from the inverse of Mij.
Instead, the posterior probability of each cause Ci is evaluated as:

P̂ (Ci) =
n̂(Ci)∑
j n̂(Cj)

(4.9)

To get the solution, this Bayesian method needs to be used iteratively, finally doing a
polynomial fit of the posterior solution and using it as the prior for the next iteration.
Each of this iteration will give an improved estimation of the actual distribution, until the
algorithm reached a certain stability where each new result does not differ significantly
from the previous one.

This unfolding procedure is implemented in the analysis by using the package RooUn-
fold [88, 89].

For the unfolding we also need to define the following variables:

• ~b: the expected background events distribution with n bins.

• f i
acc =

N i
reco∧part

N i
reco

acceptance factors: for each bin of the reconstructed distribution,

which corrects for reconstructed-level events which did not fall into the fiducial
region defined at particle-level and thus have no associated particle-value which
can be used during the unfolding. Therefore, it is defined as the fraction of signal
events reconstructed in this bin that also pass the particle-level selection. The bin
i here is defined by the reconstructed-level value of the variable.

• εi =
N i

part∧reco

N i
part

inefficiency factors: for each bin of the unfolded distribution, which

account for efficiency and acceptance losses on going from truth to reco. The bin
i here is defined by the truth-level value of the variable.
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For our analysis, the unfolding procedure acts as follows: for each observable (see
Section 4.4), the procedure starts from the number of events observed in data at recon-
struction level in bin j of the distribution (N j

reco), from which the background contribu-
tion N j

bkg is subtracted. Then the acceptance, migration and efficiency corrections are
applied. All corrections are evaluated using the MC simulation of the signal sample.

The first step is the application of the acceptance correction f j
acc. The resulting

distribution is then unfolded to the particle level. The unfolding procedure uses as
input the migration matrix derived from the simulated signal sample which maps the
particle-level bin i in which an event falls to the bin j in which it is reconstructed. The
probability for particle-level events to be reconstructed in the same bin is represented
by the elements on the diagonal, and the off-diagonal elements represent the fraction of
particle-level events that migrate into other bins. Therefore, the elements of each row
sum to unity. For each observable, the number of bins is optimised such that the fraction
of events in the diagonal bins is always greater than 50%. Validation of the unfolding
procedure with the optimised binning is performed by requiring that closure (see Section
4.5.3) tests are satisfied without introducing any bias.

The last step is the application of the efficiency correction factor ε to the unfolded
spectrum, correcting the result with a bin-by-bin factor into the fiducial phase-space.

An important application of the unfolding method is the measurement of the differ-
ential cross-section dσ of a process. The differential cross-section of interest is a function
of a kinematic variable X (see Section 4.4) and the procedure to measure it can be
summarized as follows:

dσfid

dX i
≡ 1

L ·∆X i
· 1
εi

·
∑
j

M−1 · f j
acc ·

(
N j

obs −N j
bkg

)
, (4.10)

where the index j runs over bins of observable X at reconstruction level while the index
i labels bins at particle level, ∆X i is the bin width, L is the integrated luminosity,
and the inverted migration matrix as obtained with the iterative unfolding procedure
is symbolised by M−1 [90]. The integrated fiducial cross-section σfid is obtained by
integrating the differential cross-section over the bins, and its value is used to compute
the normalised differential cross-sections:

1

σfid
· dσ

fid

dX i
. (4.11)

4.5.2 Binning choice and resolution studies
The goal of the resolution studies is to have a bin width as fine as possible constrained
by resolution on one side and the statistical uncertainty on the other. In the ideal case
of a Gaussian resolution, choosing a bin width equal to 2 · RMS (Root Mean Square)
deviation leads to have ≈ 68% of the reconstructed events in the correct bin.
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The procedure is different for 1D and 2D distributions optimization. If we consider
the 1D Binning, the procedure is described as follows:

1. Iterative procedure starting for a fine binned distribution of T −R vs. T , where T
is the true value of the observable and R is the reconstructed value.

2. Define the resolution as:
2 · RMS · (T −R) (4.12)

in each bin of T .

3. Starting from the first bin, merge bins until:

∆i > δ · 2 · RMSi (4.13)

σstat '
√
Ni

Ni

< k% (4.14)

where ∆i is the bin width, δ is a conservative factor and k% is the upper limit for
statistical uncertainty.

For the 2D binning the 2D distributions require separate optimization for X and Y
variables.

We tested both mminimax
bl in bins of ∆R(b1, b2) and viceversa. When talking about

a variable X in bins of Y , we call X internal variable and Y external variable. Since
mminimax

bl rapidly falls above 170GeV, it is difficult to achieve a high number of bins above
the threshold when mminimax

bl is an external variable.
In order to avoid significant migrations among regions of the variable Y , and to ensure

that there is enough statistics in each region of the variable Y to allow a reasonable
number of bins of the variable X, the procedure has been the one of defining a binning
of Y with strong requirements and a binning of X, individually in each bin of Y , with
the same procedure (see procedure adopted for the 1D distributions).

Requirements and chosen bins for 1D and 2D external variables are shown in Table
4.2, while requirements for 2D internal mminimax

bl in bins of ∆R(b1, b2) variable are shown
in Tables 4.3. The requirement σstat < 0.5% leads to a limited number of bins in
the case of ∆R(b1, b2) as external variable, but allows for a high number of bins for the
internal variable, while for mminimax

bl , σstat < 2% leads to 2 bins above 172GeV.
Closure tests highlighted some statistical instabilities when unfolding ∆R(b1, b2) in

bins of mminimax
bl , therefore we decided not to measure the cross-section for this variable

(see more information in Section 4.5.3 and Appendix C.3).
Resolution plots, showing the RMS and mean of T − R, for the mminimax

bl in bins
of ∆R(b1, b2) are presented in Figures 4.6 for the tt̄ + Wt DR sample, and in Figure
4.7 for the tt̄ +Wt DS. This plots are not centered in 0 because the distributions are
not symmetric and therefore the expectation value is not centered in 0 (but it is always
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Variable Type δ k Bin edges

mminimax
bl [GeV] 1D 1 5% 0, 40, 60, 80, 100, 120, 150,

180, 220, 270, 340, 420, 580, 800

∆Rb1b2 1D 1 5%
0, 0.5, 0.8, 1, 1.3, 1.5, 1.7, 1.8,
2, 2.2, 2.3, 2.5, 2.6, 2.8, 2.9, 3.1

3.4, 3.6, 3.8, 4, 4.3, 4.6, 5, 6

mminimax
bl [GeV] 2D external 1 2% 0, 60, 90, 120, 160, 215, 800

∆Rb1b2 2D external 1 0.5% 0, 1.5, 2, 2.4, 2.8, 3, 3.4, 6

Table 4.2: Requirements for binning and chosen bins for mminimax
bl and ∆Rb1b2 in the case

of 1D and 2D external variables. For ∆Rb1b2 the δ value is basically irrelevant since we
are dominated by statistics.
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Figure 4.6: Mean and RMS of the resolution distributions for mminimax
bl as a function of

the particle-level mminimax
bl in bins of ∆R(b1, b2) in the DR scheme.
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Variable Type δ k Bin edges
mminimax

bl in
∆Rb1b2 (0, 1.5) 2D internal 2 5 0, 60, 110, 800

mminimax
bl in

∆Rb1b2 (1.5, 2)
2D internal 2 5 0, 60, 100, 150, 220, 800

mminimax
bl in

∆Rb1b2 (2, 2.4)
2D internal 2 5 0, 100, 140, 210, 800

mminimax
bl in

∆Rb1b2 (2.4, 2.8)
2D internal 2 5 0, 90, 140, 200, 800

mminimax
bl in

∆Rb1b2 (2.8, 3)
2D internal 2 5 0, 60, 100, 140, 200, 800

mminimax
bl in

∆Rb1b2 (3, 3.4)
2D internal 2 5 0, 90, 140, 800

mminimax
bl in

∆Rb1b2 (3.4 6)
2D internal 2 5 0, 70, 110, 160, 800

Table 4.3: Requirements for binning and chosen bins for mminimax
bl in bins of ∆Rb1b2 in

the case of 2D internal variables.
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Figure 4.7: Mean and RMS of the resolution distributions for mminimax
bl as a function of

the particle-level mminimax
bl in bins of ∆R(b1, b2) in the DS scheme.

included within the final bin). Resolution plots for the tt̄ and tW samples are shown
separately in Appendix C.2.1. Other additional informations about ∆R(b1, b2) in bins of
mminimax

bl as a 2D internal variable can be found in Appendix C.2.2.

4.5.3 Closure tests
In order to ensure the stability of the chosen bins and of the unfolding method, closure
tests are necessary to make sure that no bias is introduced and any distortion possibly
introduced by the unfolding procedure is negligible.

The tt̄ + Wt signal sample is used to perform the closure tests. In this kind of
tests, a reconstructed-level distribution generated with a given model A is unfolded
using corrections derived from an independent sample with the same model, and then
compared to a truth-level distribution obtained using the same model [91]. Ideally, one
should recover the original distribution. However, the limited statistics and the choice
of regularization method usually have an effect on the unfolding results.

In order to perform these tests, the signal sample is split into two statistically-
independent sub-samples (half0 and half1), constructed by randomly assigning each
event of the signal sample to one of the two sub-samples. The half0 sub-sample is used
as pseudo-data, while the half1 sample is considered as MC signal and it is used for the
evaluation of the unfolding corrections.

The first step of the closure tests consists on unfolding the pseudo-data sample by
applying the corrections obtained with the MC signal sample. Then the unfolded pseudo-
data are compared to the corresponding particle-level spectra. Finally, the compatibility
of the unfolded pseudo-data and its corresponding particle-level spectrum is evaluated
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using a χ2. For the χ2 calculation the covariance matrix is built using both the statistical
covariance matrix given by the unfolded pseudo-data and the covariance matrix given
by the MC sample used for the corrections in the unfolding procedure. Closure tests are
defined successful if a p-values greater than 0.05.

In Figure 4.8 1D closure tests for the particle-level normalized differential cross-
section as a function of mminimax

bl and ∆R(b1, b2) are presented. In Figure 4.9, on the left,
2D closure test for the particle-level normalized differential cross-section as a function of
the particle-level mminimax

bl in bins of ∆R(b1, b2) is shown; on the right, the ratio plot of
the measured cross-section to different MC predictions is shown. From this latter ratio
plot it is possible to see that each bin of ∆R(b1, b2) is stable and therefore it is possible
to consider this 2D variable for the unfolding. 2D closure tests of the particle-level
normalized differential cross-section as a function of the ∆R(b1, b2) in bins of mminimax

bl

are explained in Appendix C.3; they are not shown in this Section because, as mentioned
in Section 4.5.2, the ∆R(b1, b2) in bins of mminimax

bl variable has been discarded due to
the instability of the chosen bins.
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Figure 4.8: Closure tests for the particle-level normalized differential cross-sections as
a function of: mminimax

bl in logarithmic scale (left) and ∆R(b1, b2) in linear scale (right).
These distributions are unfolded with half1, using half0 as pseudo-data. Black dots
represent the unfolded pseudo-data, red line represents the prediction of half0, green
line is the prediction of half1, the orange band indicates the statistical uncertainties,
while the yellow band the statistical + systematic ones. p-value is referred to the half0
sample.
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Figure 4.9: Left: 2D closure tests for the particle-level normalized differential cross-
sections as a function of mminimax

bl in bins of ∆R(b1, b2). This distribution is unfolded
with half1, using half0 as pseudo-data. Data points are placed in the center of each
bin. Red line represents the prediction. Right: ratio plot of the measured cross-section
to different MC predictions; black line represents the pseudo-data, red line represents
the prediction of half0, green line is the prediction of half1, the orange band indicates
the statistical uncertainties, while the yellow band the statistical + systematic ones.
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4.6 Systematic uncertainties
The differential cross-section measurement is affected by several systematic uncertain-
ties, in particular: systematic uncertainties due to detector effects and systematic
uncertainties related to signal and background MC modelling.

Each systematic uncertainty caused by detector effects has been evaluated before
and after the unfolding procedure (described in Section 4.5). Systematics are evaluated
by unfolding the varied MC detector-level spectra with nominal corrections and than
comparing the unfolded result with the particle-level distribution of the generator, cor-
responding to the detector-level spectrum which has been unfolded (in essence, looking
into a non-closure under different assumptions at the detector level and correction lev-
els). The relative uncertainties evaluated with this procedure are directly applied to the
unfolded data.

In the results presented in this thesis not all the sources of systematic uncertainties
have been accounted for: samples needed for the evaluation of the missing uncertainties
are currently being processed. Missing uncertainties are described in Appendix C.4.

4.6.1 Detector related systematics
The detector systematics refer to the quality of the detector simulation used to describe
the detector response for each of the reconstructed object. These systematic uncertainties
are evaluated using varied simulated signal, to which a varied background is added; this is
followed by the unfolding procedure, using the nominal correction factors and background
estimation.

The sources of systematic uncertainties considered in this thesis are:

• Lepton reconstruction and efficiency: this uncertainty is related to the MC
modelling of the lepton trigger, identification, energy or momentum resolution and
reconstruction efficiencies, estimated from Z → ee/µµ, J/ψ → ee/µµ and W → eν
processes (see Section 3). These uncertainties are relatively small and are specific
to each lepton flavor and therefore uncorrelated between channels. In particular,
these uncertainties are divided into lepton scale and resolution uncertainties and
lepton efficiency uncertainties. Only uncertainties on the efficiency of the lepton
reconstruction, identification, isolation and (for muons only) track-to-vertex asso-
ciation (TTVA) are considered here.

• JVT: the jet vertex tagger efficiency scale factor weight is used to correct for the
JVT efficiency and hence match MC and data. This systematic is found by varying
the scale factor weight of ±1σ and affects the reconstruction efficiency in the total
fiducial cross-section.
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• b-tagging: this systematic is associated to b-tagging jets originating from b-quarks
and it is grouped into three categories: i) the efficiency of the b-tagging algorithm,
ii) the mis-tag efficiency (due to c-quarks passing the b-tag requirement) and iii)
the rate at which light-flavor jets are tagged. Efficiencies are estimated from data
and are parameterized as a function of pT and η.

• Luminosity: the uncertainty in the combined 2015–2018 integrated luminosity is
1.7% [92], obtained using the LUCID-2 detector [93] for the primary luminosity
measurements.

4.6.2 Signal modelling
The source of signal modelling systematic uncertainties considered in this thesis are

• Uncertainty due to the choice of the removal scheme: the choice of the
removal scheme of the tt̄ and tW interference used in the signal modelling affects
the kinematic properties of simulated events and reconstruction efficiencies. To
quantify this effect, events simulated with different removal scheme have been
used to assess the impact of this source of systematic uncertainty. The uncertainty
is determined by unfolding a sample obtained with the Diagram Subtraction (DS)
scheme using corrections and response matrices from the sample obtained with
the Diagram Removal (DR) scheme. The unfolded result is then compared to the
particle level spectrum of the DS sample and that relative difference is used as the
systematic uncertainty from the DR/DS choice.

• Finite sample statistics of the MC generator: it is related to the limited
statistics of the signal sample; in this case, pseudo experiments have been used
to evaluate the impact of finite statistics. The number of events in each bin was
smeared by a Gaussian shift with mean equal to the yield of the bin and standard
deviation equal to the uncertainty of the bin itself. Then, the smeared spectrum
was unfolded. The resulting systematic uncertainty was found to be below 0.5%,
increasing to 1-2% in the tails of some distributions.

No background systematics have been considered in this measurement.

4.6.3 Systematic uncertainties summary
Figures 4.10 and 4.11 present the uncertainties in the particle-level normalized differential
cross-sections as a function of some of the different mminimax

bl , ∆R(b1, b2) and mminimax
bl in

bins of ∆R(b1, b2) in the resolved and boosted topologies, respectively.
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Figure 4.10: Fractional uncertainties in the particle-level normalized differential cross-
sections as a function of: (left) mminimax

bl and (right) ∆R(b1, b2). The black line represents
the flavour tagging uncertainty, purple line is the DS/DR uncertainty, purple dotted line
is the MC statistical uncertainty, red line is the JVT uncertainty, red dotted line is the
lepton uncertainty, orange band is the statistical uncertainty and yellow band represents
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Figure 4.11: Fractional uncertainties in the particle-level normalized differential cross-
section as a function of the 2D mminimax

bl in bins of ∆R(b1, b2). The black line represents
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4.7 Results
In this section all the particle-level normalized differential cross-sections for the studied
variables (see Section 4.4) are presented. In Figure 4.12 the particle-level normalized
double-differential cross-sections as a function of the 1D particle-level mminimax

bl and 1D
particle-level ∆R(b1, b2) are shown. In Figure 4.13, on the left, the particle-level nor-
malized differential cross-section as a function of the 2D mminimax

bl in bins of ∆R(b1, b2)
is shown and, on the right, the ratio of the measured cross-section to different MC
predictions is presented.

The choice of measuring normalized differential cross-sections brings the advantage of
having more precise measurements, thanks to the cancellation of correlated uncertainties,
at the cost of the loss of the information on the total cross-section. The total cross-section
is measured separatelty and is presented in Table 4.4.

Sample Fiducial cross-section [pb]
Data 7.49±0.22

tt̄+ tWb (Powheg+Pythia8, DS) 7.4671±0.0017
tt̄+ tWb (Powheg+Pythia8, DR) 7.4907±0.0015

Table 4.4: Total fiducial tt̄ + tWb cross-section in the eµ channel. The uncertainty
on the measurements is due to the data statistics, the scale factor uncertainties and
the interference removal scheme, as described in Section 4.6. The uncertainty on the
Powheg + Pythia8 predictions is based on the MC statistics only.

The DR and DS schemes model in a different way the quantum interference descrip-
tion. Looking at the final mminimax

bl distributions, we observe that DR scheme better
describes the measurement in the interference region, with respect to the DS one. This
is even more clear in the double-differential distribution shown in Figure 4.13. Con-
cerning the single-differential distribution ∆R(b1, b2), present results does not allow to
conclude any discrimination among DR vs DS schemes.
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Figure 4.12: Particle-level normalized differential cross-section as a function of: (upper
left) mminimax

bl and (upper right) ∆R(b1, b2) in linear scale. The black dots represent the
data, red line is the PWG+PY8 tt̄ + tW MC prediction in the DR scheme, purple
dotted line is the PWG+PY8 tt̄ + tW MC prediction in the DS scheme, orange band
represents the statistical uncertainty and yellow band the statistical + systematic one.
The ratio plot below shows the prediction over data ratio. In the lower left and right
panels it is possible to observe the logarithmic scale distributions.
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Figure 4.13: Left: Particle-level normalized differential cross-section as a function of 2D
mminimax

bl in bins of ∆R(b1, b2) in the resolved topology compared with the prediction
obtained with the Powheg + Pythia8 MC generator. Data points are placed to
the center of each bin. Red line represents the prediction. Right: ratio plot of the
measured cross-section to different MC predictions; black line represents the data, red
line represents the PWG+PY8 tt̄+ tW MC prediction in the DR scheme, purple dotted
line is the PWG+PY8 tt̄ + tW MC prediction in the DS scheme, the orange band
indicates the statistical uncertainties, while the yellow band the statistical + systematic
ones.
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Conclusions and outlook

This work reports the study of the quantum interference between singly and doubly
resonant top quark productions. The analysis was performed on the full dataset collected
by the ATLAS experiment in proton-proton collisions at the LHC during the Run-2 at√
s = 13TeV with an integrated luminosity of 139 fb−1.

The cross-section of the WbWb final-state in the eµ channel at the particle level
has been measured as a function of two interference-sensitive variables, mminimax

bl and
∆R(b1, b2), by using an iterative Bayesian unfolding method. In particular, we have
extracted the single-differential cross-sections as a function of mminimax

bl and ∆R(b1, b2)
and the double-differential cross-section as a function of mminimax

bl in bins of ∆R(b1, b2).
The analysis strategy focused on:

• The study of the impact parameters of final-state lepton tracks.

• The production of the control plots used in the description of the event selection.

• The determination of the systematic uncertainties related to the considered vari-
ables.

• The final cross-section extraction with unfolding methods with particular focus on
the resolution and binning optimization with closure tests.

In conclusion, the WbWb differential cross-section has been successfully extracted
and compared to the predictions of the DR and the DS subtraction schemes. These
schemes model the quantum interference description in a different way. On the basis of
the final mminimax

bl distributions, we can preliminary conclude that the DR scheme better
describes the measurement in the interference region with respect to the DS one. This is
even more clear in the double-differential distribution of mminimax

bl in bins of ∆R(b1, b2).
Concerning the single-differential distribution in ∆R(b1, b2), the present result does not
allow to discriminate among DR vs DS schemes.

However, only the dominant systematic uncertainties have been considered. Once
evaluated all the systematic uncertainties, it will be possible to calculate the complete
covariance matrix, in order to provide a quantitative comparisons with theoretical pre-
dictions through a goodness-of-fit test.
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We expect that the measurements will be limited in the tW dominated regions by the
interference modelling uncertainties, that should be strongly reduced when a full WbWb
simulation will be used instead of separate tt̄ and tW simulations.
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Appendix A

Physical foundations complements

In this appendix all the complementary topics related to the Chapter 1 are shown. In
Section A.1 a brief overview on the Dirac and Pauli matrices is presented, while in Section
A.2 an introduction to the cross-section theory is outspread.

A.1 Dirac and Pauli matrices
Pauli matrices are defined as:

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(A.1)

for them hold the following relation:

σ2
1 = σ2

2 = σ2
3 =

(
1 0
0 1

)
(A.2)

and also this commutation rule:

[σi, σj] = 2iεijkσk (A.3)

where εijk is the Levi-Cita tensor.
Instead the Dirac Gamma matrices are:

γi =

(
0 σi

−σi 0

)
, γ0 =

(
I 0
0 −I

)
(A.4)

where I is the identity matrix. They satisfy the Clifford algebra, through which, consid-
ering the Minkowski metric, they have to satisfy the following relations:

γ0 = (γ0)†, γi = −(γi)† (A.5)
γ0γ0 = I, γiγi = −I (A.6)
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The fifth Gamma matrix is important to define the chirality operator and is defined as:

γ5 = iγ0γ1γ2γ3 =

(
0 I
I 0

)
(A.7)

It satisfies the following relation:
γ5 = (γ5)† (A.8)

A.2 Cross section theory and perturbative expan-
sions

At hadron colliders, due to the large quantity of processes that can happen and interfere
during the measurements of a certain process (see Figure A.1), it is fundamental to do
good predictions about data and quantities. Fixed-order predictions are, for example,
fundamental in the case of calculations related to particular scattering processes. Higher
order calculations to the quantities like the cross-section are the key to stress-test the SM
and look for new physics effects. Let’s start by considering the classic hadronic-process
cross-section (that is for example the one of pp→ tt̄):

dσ =
∑
i,j

∫
d~xifi(~xi, µ

2)

∫
d~xjfj(~xj, µ

2)dσ̂ij(ŝ, µ
2,mt) (A.9)

where the sum is extended over partons i and j, f are the parton density functions (PDFs)
of light quarks and gluons, ~x is the momentum fractions, ŝ is the center-of-mass energy
of partons and σ̂ is the partonic cross-section. The PDF, at lowest-order (LO), is the
probability for finding a quark or gluon with a certain momentum fraction in a hadron; it
is universal, but not perturbatively computable and it is determined via fit against data.
The dσ̂ij is the hard partonic cross-section and is computable in perturbation theory
[95].

It is possible to expand the Eq. A.9 with respect to a small coupling α:

dσ = dσLO(αn) + dσNLO(αn+1) + dσNNLO(αn+2) + . . . (A.10)

the first term is at LO, the second one is at next-to-leading-order (NLO) and the third
one is at next-to-next-to-leading-order (NNLO). The expansion could continue also for
larger order corrections. At the LHC is considered: α = αs (QCD coupling), but also
α = αEW , so the corrections could be at N-order for QCD of EW.

In QCD the coupling is a running coupling (and it depends on a parameter µ):

αs = αs(µ) =
1

b0 ln
µ2

Λ2

+ . . . (A.11)
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Figure A.1: Schematic view of p-p(p̄) collision [94].

where b0 is a QCD parameter and Λ is the enrgy scale. So, the change of scale is an
NLO effect (∝ αs):

dσNLO(µ) ∝ αs(µ)
n (A.12)

at LO, the normalization is not under control.
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At NLO we have:

dσNLO(µ) = αs(µ)
nALO + αs(µ)

n+1

(
ANLO − nb0 ln

µ2

Q2
0

)
+ . . . (A.13)

where A are the amplitudes related to each N-order correction and n and Q are QCD
parameters. So the NLO result compensates the LO scale dependence and the residual
dependence is NNLO. Including higher-order corrections reduces the scale dependence.
The normalization starts being under control at NLO (compensation mechanism).

Therefore, the ingredients to calculate fixed-order predictions for cross-sections are:
• LO partonic cross-section for a 2 → n process:

dσ̂LO =
1

2s

∫
dΦn|MLO|2 (A.14)

where s is the squared center-of-mass energy,
∫
dΦn is the n-particle phase-space

and MLO is the LO matrix element.

• NLO partonic cross-section for a 2 → n process:

dσ̂NLO =
1

2s

∫
dΦn

[
|MLO|2 + 2Re{MLOM∗

NLO,V}
]

(A.15)

+
1

2s

∫
dΦn+1|MNLO,R|2

where phase spaces are at n or n + 1 particle level, the label R indicates the real
tree-level matrix element and the label V the one-loop one.

• NNLO partonic cross section for a 2 → n process:

dσ̂NNLO =
1

2s

∫
dΦn[|MLO|2 + 2Re{MLOM∗

NLO,V}+ 2Re{MLOM∗
NNLO,V}]

+
1

2s

∫
dΦn+1[|MNLO,R|2 + 2Re |MNLO,RM∗

NNLO,RV|]

+
1

2s

∫
dΦn+2|MNNLO,RR|2

(A.16)

where the label are the same of before, but RV means real-virtual one loop matrix
element and RR double-real tree level matrix element.

For what regard the EW higher-order corrections, we know that O(αEW ) ' O(α2
s),

therefore, the NLO EW corrections correspond to NNLO QCD ones. Increasing the
EW corrections will lead to a large effect in the tails of some distributions, like the
transverse momentum pT , the invariant mass and others. More relevant corrections from
real photon radiation, photon initial states or real W , Z radiation are given.

In the cases in which QCD and EW corrections are sizeable, also mixed QCD-NLO
corrections of relative O(αEWαs) can be considered [96].
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Appendix B

Object reconstruction complements

In this appendix all the complementary arguments related to the Chapter 3 are presented.
In Section B.1 the multi-jet and HT trigger efficiencies plots of the jet triggers are shown.

B.1 Jet trigger efficiencies plots
Efficiency of the HT and large-R (R = 1.0) triggers are shown in Figure B.1. The
HT is defined as the summed transverse energy of all jets that are reconstructed above
a ET threshold of 50GeV. The multi-jet trigger efficiencies are dominated by the

Figure B.1: HT triggers efficiency as a function of offline HT (a) and large−R single-jet
triggers as a function of offline pT (b).

trigger efficiency of the N -th leading jet. They are shown in Figure B.2 for L1 and HLT
triggers, as a function of the N -th leading jet pT .
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Figure B.2: The multi-jet trigger efficiencies for L1 (a) and HLT (b) triggers as a function
of offline jet pT .
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Appendix C

Differential cross-section
measurement complements

In this appendix all the complementary arguments related to the Chapter 4 are pre-
sented. In Section C.1 a study on the impact parameters of final-state lepton tracks
is shown. In Section C.2 resolutions plots for tt̄ and tW with the binning choice and
the corresponding resolution studies for ∆R(b1, b2) in bins of mminimax

bl as a 2D internal
variable are presented. In Section C.3 closure tests for the 2D ∆R(b1, b2) variable in
bins of mminimax

bl are pointed out. Finally, in Section C.4, additional sources of system-
atic uncertainties not used in the measurement (but useful for future improvements) are
shown.

C.1 Study of the impact parameters of final-state
lepton tracks

In the perspective of performing the analysis using a full 2b4l sample, which will not
contain final states with two same flavor leptons (ee/µµ/ττ), studies are needed to
understand how to suppress eµ events where the leptons come from the decay of a tau.

One possibility is to look at the track parameters, since in the case of the τ decay
the electrons and muons will originate from the τ decay vertex rather than the collision’s
primary vertex.

The transverse impact parameter d0 is defined as the distance of closest approach
in the r−φ plane of the track to the primary vertex (see Section 2.2.1 for the definition of
the used detector reference frame), while the longitudinal impact parameter z0 sin θ
is defined as the distance of the track to the primary vertex in the longitudinal plane at
the point of closest approach in r−φ [97] (see Figure C.1 for a graphical representation).
Potentially, d0 and z0 sin θ impact parameters are sensitive to events with intermedi-
ate tau leptons. The purpose of this analysis step has been the one of producing and
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Figure C.1: Illustration of the impact parameters of a track in the transverse plane (left)
and RZ-plane (right), as defined in the global ATLAS tracking frame [98]: φ0 is the angle
with the x-axis in the X-Y plane at the impact point, θ is the angle with the z-axis in
the R-Z plane, p is the momentum and pT the transverse component.

studying the impact parameters plots for final-state lepton events coming or not from
intermediate tau leptons decays. In Figures C.2, C.3 and C.4 respectively the impact
parameters distributions for electrons, muons and electrons + muons events are shown,
while in Figure C.5 the 2D dimensional distributions are presented. This analysis has
been performed in lepton+jets events from tt̄ decays that, in this case, holds the same
informations as the WbWb final-states.

As a conclusion it is possible to observe that both the impact parameters are sensitive
to the origin of the final-state leptons, but the most sensitive one is the d0 parameter
for electrons: as shown in Figure C.2 (left), electrons coming from τ have a much wider
distribution in respect to the other coming from W .

110



6− 4− 2− 0 2 4 6

0d

4−10

3−10

2−10

1−10

E
ve

nt
s

Leptons from W

τLeptons from 

ATLAS Internal

6− 4− 2− 0 2 4 6

0d

0

20

40

60

 / 
W

τ

0.6− 0.4− 0.2− 0 0.2 0.4 0.6

θ sin 0z

5−10

4−10

3−10

2−10

1−10

E
ve

nt
s

Leptons from W

τLeptons from 

ATLAS Internal

0.6− 0.4− 0.2− 0 0.2 0.4 0.6

θ sin 0z

0

20

40

 / 
W

τ

Figure C.2: d0 and z0 sin θ impact parameters distributions for electrons coming from
τ or W . The τ/W plot shows the ratio between lepton events coming from τ and W
respectively.
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Figure C.3: d0 and z0 sin θ impact parameters distributions for muons coming from τ
or W . The τ/W plot shows the ratio between lepton events coming from τ and W
respectively.
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Figure C.4: d0 and z0 sin θ impact parameters distributions for electrons and muons
coming from τ or W . The τ/W plot shows the ratio between lepton events coming from
τ and W respectively.
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Figure C.5: 2D impact parameters plots for leptons coming from τ or W . Plots are in
logarithmic scale for the z axis.
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C.2 Resolution plots and binning choice complements
In this section, complementary informations to the resolution plots and the binning
choice are presented. In particular, complementary topics are provided for: resolution
plots for mminimax

bl and ∆R(b1, b2) variables with tt̄ and tW samples only (see Section
C.2.1) and resolution plots and binning choice for the ∆R(b1, b2) in bins of mminimax

bl 2D
variable (see Section C.2.2), discharged due to bin instability.

C.2.1 Resolution plots for tt̄ and tW

Resolution plots for mminimax
bl and ∆R(b1, b2) variables with tt̄ (see Figures C.6 and C.7)

and tW (see Figures C.8-C.11) samples only are shown below.
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Figure C.6: Mean and RMS of the resolution distributions for ∆R(b1, b2) as a function
of the particle-level ∆R(b1, b2) in bins of mminimax

bl for the tt̄ sample.
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Figure C.7: Mean and RMS of the resolution distributions for mminimax
bl as a function of

the particle-level mminimax
bl in bins of ∆R(b1, b2) for the tt̄ sample.
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Figure C.8: Mean and RMS of the resolution distributions for ∆R(b1, b2) as a function
of the particle-level ∆R(b1, b2) in bins of mminimax

bl for the tW sample in the DR scheme.
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Figure C.9: Mean and RMS of the resolution distributions for mminimax
bl as a function of

the particle-level mminimax
bl in bins of ∆R(b1, b2) for the tW sample in the DR scheme.
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Figure C.10: Mean and RMS of the resolution distributions for ∆R(b1, b2) as a function
of the particle-level ∆R(b1, b2) in bins of mminimax

bl for the tW sample in the DS scheme.
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Figure C.11: Mean and RMS of the resolution distributions for mminimax
bl as a function of

the particle-level mminimax
bl in bins of ∆R(b1, b2) for the tW sample in the DS scheme.
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C.2.2 Binning and resolution plots for ∆R(b1, b2) in bins of mminimax
bl

Binning choice for the ∆R(b1, b2) in bins of mminimax
bl as a 2D internal variable is shown

in Table C.1. Resolution plot, showing the RMS and mean of T −R as a function of T ,

Variable Type δ k Bin edges
∆Rb1b2 in

mminimax
bl (0, 60) 2D internal 2 5 0, 1.7, 2.8, 6

∆Rb1b2 in
mminimax

bl (60, 90) 2D internal 2 5 0, 1.7, 2, 2.4, 2.7, 3, 3.3, 3.7,
4.1, 6

∆Rb1b2 in
mminimax

bl (90, 120) 2D internal 2 5 0, 0.6, 1.1, 1.5, 1.8, 2.1, 2.4, 2.7,
3, 3.3, 3.6, 4, 4.4, 6

∆Rb1b2 in
mminimax

bl (120, 160) 2D internal 2 5 0, 0.6, 1, 1.4, 1.8, 2.1, 2.3, 2.6,
2.9, 3.2, 3.5, 3.9, 6

∆Rb1b2 in
mminimax

bl (160, 215) 2D internal 2 5 0, 1.5, 2.9, 6

∆Rb1b2 in
mminimax

bl (215, 800) 2D internal 2 5 0, 2.4, 3.3, 6

Table C.1: Requirements for binning and chosen bins for ∆Rb1b2 in bins of mminimax
bl in

the case of 2D internal variables.

for the ∆R(b1, b2) in bins of the mminimax
bl variable obtained with the tt̄+Wt DR sample

is shown in Figure C.12, while with the tt̄+Wt DS in Figure C.13.
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Figure C.12: Mean and RMS of the resolution distributions for ∆R(b1, b2) as a function
of the particle-level ∆R(b1, b2) in bins of mminimax

bl in the DR scheme.
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Figure C.13: Mean and RMS of the resolution distributions for ∆R(b1, b2) as a function
of the particle-level ∆R(b1, b2) in bins of mminimax

bl in the DS scheme.
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C.3 Closure tests for ∆R(b1, b2) in bins of mminimax
bl

In this appendix closure tests for the particle-level normalized differential cross-section
as a function of ∆R(b1, b2) in bins of mminimax

bl variable are shown. In Figure C.14, on the
left, for the particle-level normalized differential cross-section as a function of ∆R(b1, b2)
in bins of mminimax

bl variable is presented, while, on the right, the ratio plot of the of
the measured cross-section to different MC predictions is showed off. Because of the

Figure C.14: Left: closure tests for the particle-level normalized differential cross-section
as a function of 2D ∆R(b1, b2) in bins of mminimax

bl . This distribution is unfolded with
half1, using half0 as pseudo-data. Data points are placed in the center of each bin. Red
line represents the prediction. Right: ratio plot of the measured cross-section to different
MC predictions; black line represents the pseudo-data, red line represents the prediction
of pseudo-data, green line is the prediction of half1, the orange band indicates the
statistical uncertainties, while the yellow band indicates the statistical + systematic ones.
For the bins (120 < mminimax

bl < 160), (160 < mminimax
bl < 215) and (215 < mminimax

bl < 300)
the instability is substantial. For this plots it has been used the notation mmm

bl to indicate
the mminimax

bl variable.

instability of some bins (see Figure C.14 right) we decided to discard this variable and
to do not use it in the main analysis.
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C.4 Systematic uncertainties not used in the analysis
Additional sources of systematic uncertainties not used in this analysis, but that can be
considered for future improvements on the measurement, are described in this Section.
They belong to the three categories of systematics mentioned at the beginning of Section
4.6.

Some of the additional detector related systematics are:

• Jet energy scale: this systematic is due to the uncertainty on the jet-energy scale
and is estimated by varying the jet energies according to the uncertainties derived
from simulation and in-situ calibration measurements.

• Missing Emiss
T : it is associated to the momenta and the energies of reconstructed

objects (lepton and jets) and it is also propagated to the Emiss
T calculation. The

Emiss
T reconstruction also receives contributions from the presence of low-pT jets

and calorimeter cells not included in the reconstructed objects.

Some of the additional signal modelling systematics are:

• Matrix element and parton shower models: also the choice of the MC gen-
erator used in the signal modelling affects the kinematic properties of simulated
tt̄ +Wt events and reconstruction efficiencies: tt̄ +Wt events simulated with dif-
ferent settings of Powheg, aMC@NLO with various parton showers have to be
used to assess the impact of different NLO matrix element calculations and parton
shower models. The uncertainty due to the choice of matrix element generator has
to be determined by unfolding MC@NLO+Pythia8 sample using corrections and
response matrices from the Powheg + Pythia 8 sample. The unfolded result is
then compared to the particle level spectrum of the MC@NLO+Pythia8 sample
and that relative uncertainty is used as the systematic uncertainty from the ME
generator. The uncertainty due to the choice of parton shower or hadronization
model has to be determined by unfolding a Powheg + Herwig 7 sample with
respect to a Powheg + Pythia 8 sample. The uncertainty of this is then pro-
jected onto the unfolded data by taking the relative difference with respect to the
Powheg + Herwig 7 truth spectrum, and symmetrized.

• Initial- and final-state QCD radiation for the signal sample: the amount
of ISR/FSR changes the number of jets in the event as well as the transverse mo-
mentum of the tt̄ +Wt system. To evaluate the uncertainty due to the ISR/FSR
effects, tt̄ +Wt MC samples with modified ISR/FSR modelling have to be used.
A sample generated using Powheg + Pythia 8 has to be unfolded, where the
factorization and renormalization scales as well as the hdamp parameter are simul-
taneously varied. The other variation is defined by scaling µR and µF . Than, the
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spectrum, unfolded using the nominal Powheg + Pythia 8 generator, has to be
compared to the truth-level spectrum of the corresponding generator.

• Parton distribution functions: the impact of the choice of different PDF
sets has to be assessed by applying an event-by-event reweighting procedure to
a tt̄ +Wt sample generated with Powheg + Pythia 8 using the 30 PDF set
of the PDF4LHC15 prescription [99] as well as using the central values of the
NNPDF3.0 PDF.

Also background systematics can be considered for future developments. Experi-
mental and theoretical uncertainties are used to calculate the background systematics
contributions, determined by MC simulation. This translates into an uncertainty on the
background subtraction used in the correction procedure. This systematic is evaluated
using simulated signal events to which a varied background is added and nominal back-
ground subtracted, followed by the unfolding procedure using the nominal correction
factors. Background modelling systematics are divided into 3 main sub-categories, asso-
ciated to each background sample and are: systematics on Z+jets, systematics on
diboson background and systematics on tt̄V background.
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1.22 Normalized differential cross-section as a function of the mminimax
bl , com-

pared with different theoretical models of the tt̄+ tWb signal with various
interference effects. Uncertainties of each data point include all statistical
and systematic sources, while uncertainties for each of the MC predictions
corresponds to theoretical ones. . . . . . . . . . . . . . . . . . . . . . . . 31
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3.1 Schematic view of the path of an electron through the detector. The red
line is the hypothetical trajectory of an electron, traversing first the track-
ing system and then entering the EMCAL. The dashed line indicates the
path of a photon produced via bremmsstrahlung in the tracking system
[41]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
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3.12 Emiss
T trigger efficiency curves with respect to the Emiss
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