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Abstract

Questa tesi contiene un’analisi fisico-matematica di sistemi disordinati, con partico-
lare attenzione ai modelli di campo medio. Sebbene siano usualmente concepiti come
una semplificazione, questi ultimi possono rivelarsi ardui da trattare in maniera for-
male, come testimoniano i trent’anni di sforzi compiuti per dimostrare la correttezza
della teoria di Giorgio Parisi sul modello di Sherrington e Kirkpatrick (SK).

Al fine di introdurre le tecniche principali utilizzate in tutto il lavoro, il primo
capitolo è stato dedicato al modello di Curie-Weiss. In esso oltre aii risultati classici
[17], si presenta una nuova proprietà di stabilità rispetto a piccole perturbazioni
nella normalizzazione dei termini di accoppiamento spin-spin nell’Hamiltoniana. Il
modello viene risolto per interazioni ferromagnetiche ed antiferromagnetiche.

Il secondo capitolo contiene una serie di risultati sul già menzionato modello SK,
i cui accoppiamenti sono estratti da una gaussiana standard N (0, 1) ed indipendenti.
Per quest’ultimo, si provano l’esistenza del limite termodinamico e la correttezza del
replica symmetry breaking ansatz di Parisi per l’energia libera con l’ausilio di due
bound. La dimostrazione del bound superiore va oltre gli scopi di questo lavoro,
ed è presentata soltanto in maniera sintetica. Il bound inferiore invece è provato in
dettaglio tramite lo schema di Aizenmann, Sims e Starr [2][3].

Nei due capitoli successivi, sono stati studiati modelli in cui l’invarianza per
permutazioni fra gli spin è preservata soltanto all’interno di alcuni loro sottogruppi.
Il nostro interesse si volge inizialmente verso i casi deterministici di cui il multi-layer,
una particolare istanza dei precedenti, viene esplicitamente risolto con un metodo
nuovo che utilizza bound dall’alto e dal basso. A seguire, un’analisi di modelli in
cui la matrice di interazioni tra le specie è definita (negativa o positiva). Per sistemi
multi-specie disordinati si mostra la soluzione per il caso ellittico, descritto da una
matrice delle covarianze delle interazioni definita positiva [7][19].

Il caso iperbolico, cioé SK multi-layer, chiamato anche Deep Boltzmann Machine
(DBM), è discusso nel capitolo 5. A causa dell’iperbolicità, in questo caso si riesce
solo a fornire un bound dall’alto per l’energia libera, costruito con un’opportuna
combinazione di energie libere di SK. Questo risultato si può usare per lo studio
delle regioni di annealing e di replica symmetry, due regimi associati a fasi di alte
temperature, in linea di principio differenti. Mostriamo che, a campo esterno nullo,
la stabilità della soluzione replica symmetric è implicata dalle stesse condizioni che
assicurano l’annealing [4]. Per concludere, si mostra che le dimensioni relative dei
layers della DBM possono essere scelte in maniera da comprimere al meglio la regione
di annealing.
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Introduction

This thesis deals with the rigorous approaches to the statistical mechanics of disor-
dered systems, in particular those that have emerged from Giorgio Parisi’s work on
the mean field theory of the spin glass phase. From the beginning of the eighties
to the present times the efforts to transform that theory into a set of mathematical
statements with proofs has produced spectacular results, still they have achieved
only a part of such purpose.

Technically, the topic of this work is a probability measure called quenched, made
of the classical Boltzmann prescription and successively averaged on the disorder
noise. The starting point of our work is the simplest, yet very profound when treated
with mathematical rigour, classical mean field model with ferromagnetic or antifer-
romagnetic interactions.

Chapter 1 is indeed dedicated to an introduction to the Curie-Weiss model. Be-
side the classical rigorous results [17] we investigate a novel property of stability
under normalisation that entails useful mathematical properties to compute thermo-
dynamic quantities. In this chapter, both the ferromagnetic and anti-ferromagnetic
versions of the model are considered, and their free-energy in the thermodynamic
limit is computed.

In chapter 2, the celebrated Sherrington-Kirkpatrick model [23] is studied. The
latter is still a mean field model, but the couplings between the spins are i.i.d.
sampled from a standard gaussian N (0, 1). The existence of the thermodynamic
limit is proved, thanks to Guerra-Toninelli’s interpolation, together with the famous
Guerra’s bound for the free energy [14]. We will presented the latter as a con-
sequence of the Aizenmann-Sims-Starr’s extended variational principle [2] [3]. As
widely known, the other bound was found by Michel Talagrand only in 2006 [26],
confirming once and for all the long-standing conjecture due to Giorgio Parisi. The
detailed proof of Talagrand’s bound lays beyond the scope of the present work, nev-
ertheless some hints will be provided [18].

The following three chapters move from the usual setting with the global permu-
tation group symmetry to the case in which the model itself has a weaker property,
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and therefore a richer physical content, of invariance only under a subgroup of it.
Chapter 3 describes some multi-species deterministic models [6][12][13], namely

those models in which the permutation symmetry of the spins holds only in restricted
subgroups. Here, the importance of the first chapter will be clear. In fact, the free
energy of every model studied herein shares many characteristics with the Curie-
Weiss one. The multi-layer Curie Weiss model is also considered and solved. The
interest in the latter is motivated by the fact that the interactions draw a graph
equal to that of deep networks.

Chapter 4 contains one of the main topics of the present work: disordered multi-
species models [7]. As done in chapter 3, we break the permutation symmetry of
the spins, leaving it untouched only inside some subgroups, the species. Here we
will deal with elliptic models, namely those in which the interactions among spins
of the same species are dominating over the inter-species ones. A Replica Symmetry
Breaking (RSB) ansatz for the free energy is provided, and proved to be correct
[19]. Here a multi-species version of the Aizenmann-Sims-Starr extended variational
principle is proposed.

In chapter 5, the reader will find a study of the annealed and replica symmetric
regions of the SK model. These regions coincide for a vanishing external field, un-
der the assumption that the celebrated Almeida-Thouless (AT) line is correct [27],
though it has not been proved yet. The mentioned AT line is believed to separate the
so called RSB region from the replica symmetric one, in which a simple expression of
the free energy holds. Finally, it follows an analysis of the Deep Boltzmann Machine
(DBM), based on a work in preparation [4] by A. Barra, D. Alberici, P. Contucci
and E. Mingione. In Statistical Mechanics language, the DBM is a multi-layer SK
model, namely a particular instance of a hyperbolic multi-species model. Because of
this hyperbolicity, we are able only to build an upper bound to the free energy with
an appropriate combination of SK free energies. The previous result is then used to
find the phase space region, characterized by the temperature and the relative layers
sizes, in which the annealed and quenched free energies of the DBM coincide.

Furthermore, we propose a possible replica symmetric approximation for the
DBM. In analogy with the SK model, imposing the stability of the replica symmetric
solution with vanishing external field, we find a set of conditions that coincide with
those ensuring the annealed solution. Then, we show that by an appropriate tuning
of the parameters of the model we can squeeze the annealed region.



Notations

ΣN = {−1, 1}N ; configuration space of an N spin system;

HN(σ) : Hamiltonian of an N spin system;

ZN(β) =
∑
σ∈ΣN

e−βHN (σ) : partition function at inverse absolute temperature β;

pN(β) =
PN(β)

N
=

1

N
logZN(β) : Generating functional of the connected moments

of the hamiltonian density or pressure per particle;

ωN(·) = Z−1
N

∑
σ∈ΣN

e−βHN (σ)(·) : expectation w.r.t. Boltzmann-Gibbs measure;

ω0(·) =
1

2N

∑
σ∈ΣN

(·) : expectation w.r.t. uniform measure on the configuration space;

HN(t), pN(t), ZN(t) : interpolating hamiltonian, pressure and partition function;

ωN,t(·) = ZN(t)−1
∑
σ∈ΣN

e−βHN (t)(·) : expectation w.r.t. the measure induced by HN(t);

Ex : expectation w.r.t. the r.v. x;

mN(σ) =
1

N

N∑
i=1

σi : configurational magnetization;

eN : ground state energy;

qN(σ, τ) =
1

N

N∑
i=1

σiτi : overlap of two spin configurations σ, τ ∈ ΣN ;

Hσ : gaussian family of Hamiltonians, labeled by σ ∈ ΣN ;

E : generic expectation w.r.t. the disorder;

WN(σ; β, h) = eβh
∑N
i=1 σi : deterministic weight;
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Ω
(2)
N,t(·) = ZN(t)−2

∑
σ,τ∈ΣN

e−β(Hσ(t)+Hτ (t))(·) : two replica Boltzmann-Gibbs

expectation w.r.t. the measure induced by the interpolating Hamiltonian;

r = (ξα.pα,α′) : ROSt with ξα random weights and pα,α′ overlap kernel;

Gr,M(β, h) : Cavity functional, with ROSt r;

ξ̄α : Ruelle probability cascades random weights;

pRS(β, h, q̄) : replica symmetric ansatz in its minimum point;

P(x, β, h) : Parisi replica symmetry breaking ansatz;

(m)s=1,...,K , (h)s=1,...,K : K species configurational magnetization, local external field;

∆ : reduced interaction matrix for multi-species deterministic models;

∆2 : covariance matrix of the random interactions, disordered multi-species models;

qs(σ, τ) =
1

Ns

∑
i∈Λs

σiτi : s-species overlap;

P(x, β,h) : RSB ansatz for elliptic multi-species models;

pan, pA : annealed pressure per particle;
iid∼: identically, independently distributed;
D
=: equality in distribution or in law.



Chapter 1

Curie-Weiss model

The Curie-Weiss model is a mean field deterministic spin model. As such, it is
characterized by the fact that each spin interacts with all the others with the same
coupling J . In addition one could add a magnetic field that biases the spins towards
one of the two possible directions of magnetization. The CW model is one of the
simplest models exhibiting a phase transition. As we shall see later, above certain
values of the inverse absolute temperature β, the spins align and remain aligned even
when the magnetic field is turned off.

Historically speaking, the thermodynamic limit of this model was found long
ago, but a rigorous proof of the existence of it, without knowing the limit itself,
was given only in the late 90’s. There are several ways for this simple model to
prove the existence of the thermodynamic limit and all of them rely on the sub- or
super-additivity of the free energy.

The first proof makes use of a symmetrization lemma (see [11]) which is appli-
cable only if the interaction term in the hamiltonian has a specific normalization,
as discussed in the following. The search for a more general proof will lead us to
formulate the celebrated interpolation method, due to Guerra and Toninelli [17],
that turns out to be applicable even to the disordered version of the CW model, i.e.
the Sherrington-Kirkpatrick model discussed in Chapter 2. We also show here, that
a slight change of normalization in the interacting part of the hamiltonian, needed
to give the desired extensive behaviour to the latter, that does not affect the ther-
modynamic limit, can instead affect the so called finite size corrections to the free
energy.

For convenience, in this chapter and the ones that will follow, we deal with the
generating functional of the connected moments of the Hamiltonian, instead of the
free energy. This functional is commonly called pressure in mathematical physics
jargon, not to be confused with the usual pressure. If FN is the free energy, when N

11



12 CHAPTER 1. CURIE-WEISS MODEL

particles are considered, the pressure is simply:

−βFN = PN = log
∑
σ∈ΣN

e−βHN (σ) (1.1)

1.1 Existence of the thermodynamic limit

1.1.1 Sub- and super-additivity

The existence of the limit can be proved in at least two ways. Both of them aim
to prove that the pressure of the system verifies the two hypothesis of the following
simple lemma.

Lemma 1.1.1 (Sub-additivity (super-additivity) or Fekete’s lemma). Let (an)n∈N∪{0}
be a sequence of real numbers. If ∃ c (or c̄) ∈ R : nc ≤ an (an ≤ nc̄) ∀n ∈ N
and the sequence is sub-additive (respectively super-additive) an1+n2 ≤ an1 + an2

(an1+n2 ≥ an1 + an2) ∀n1, n2 ∈ N, then the limit limn→∞ an/n exists and:

lim
n→∞

an
n

= inf
n∈N

an
n

(
= sup

n∈N

an
n

)
(1.2)

Proof. To begin with, let us observe that:

a2n

2n
≤ an + an

2n
=
an
n

(1.3)

It follows by induction that the same inequality is true for every non negative integer
k as shown here:

akn
kn
≤
a(k−1)n + an

kn
≤ kan

kn
=
an
n

(1.4)

If we take a pair of natural numbers b, d ∈ N : b > d, we can always find another
pair n, r, with n ∈ N, r ∈ N ∪ {0}, such that: b = nd+ r. By iterating the previous
inequality we get:

ab
b

=
and+r

nd+ r
≤ and
nd+ r

+
ar

nd+ r
≤ nad
nd+ r

+
ar
b

(1.5)

Observe that an/n is bounded by the constants c and c̄ from below and from above
respectively. This implies that lim sup and lim inf are finite. Thus one can safely take
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the lim supn→∞ of both sides. The inequality will be preserved, and b approaches
infinity too:

lim sup
b→∞

ab
b
≤ ad

d
∀d ∈ N (1.6)

After taking the infd∈N of the r.h.s., and by the very definition of lim inf we get:

lim sup
b→∞

ab
b
≤ inf

d∈N

ad
d
≤ lim inf

d→∞

ad
d

(1.7)

The latter implies that lim inf and lim sup are equal and consequently the existence
of the limit. Finally, (1.4) implies that the sequence must approach its infN. Hence:

lim
n→∞

an
n

= inf
b∈N

ab
b

(1.8)

The result is valid also with a super-additivity hypothesis, provided that each in-
equality is reversed in the proof and that the infN in (1.2) is replaced with a supN.

Remark 1.1.1. The sequence we are interested in is the pressure PN . The hypothesis
Nc ≤ PN ≤ Nc̄ is rather reasonable. The linear growth of the pressure with the
number of particles in the system is a desirable feature for any well posed model.
In fact, pressure and Hamiltonian must be extensive quantities, and grow roughly
linearly with the size of the system in order to have the usual physical interpretation.

1.1.2 Existence through symmetrization lemma

The first method to prove the existence of the limit, which we show here, makes use
of the so called Symetrization or Urns lemma.

It is important to stress that the following results are applicable only to a model
whose Hamiltonian is:

HCW
N (σ) =

−J
N − 1

∑
i,j∈IN , i<j

σiσj − h
∑
i∈IN

σi (1.9)

where IN = {1, 2, . . . , N}. To begin with, we prove the following proposition.

Proposition 1.1.2 (Lower and Upper bound for the pressure per particle). Given
the pressure of the model (1.9) with J > 0:

PCW
N = log

[∑
σ∈ΣN

exp
(
−βHCW

N (σ)
)]

(1.10)

there are two real constants c, c̄ ∈ R : Nc ≤ PN ≤ Nc̄.
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Proof. Let us focus on the exponential Boltzmann factor:

exp
(
−βHCW

N (σ)
)
≤ exp

(
−β min

σ∈ΣN
HCW
N (σ)

)
= exp

(
−βHCW

N (σ∗)
)

(1.11)

σ∗ ∈ ΣN is a configuration that minimizes the Hamiltonian.
Since exp

(
−βHCW

N (σ∗)
)

is a term of the sum in (1.10), we get:∑
σ∈ΣN

exp
(
−βHCW

N (σ)
)
≤
∑
σ∈ΣN

exp
(
−βHCW

N (σ∗)
)

= 2N exp
(
−βHCW

N (σ∗)
)

(1.12)∑
σ∈ΣN

exp
(
−βHCW

N (σ)
)
≥ exp

(
−βHCW

N (σ∗)
)

(1.13)

Gathering the two inequalities and taking the logarithm we get:

βJ

N − 1

∑
i,j∈IN , i<j

σ∗i σ
∗
j + βh

∑
i∈IN

σ∗i ≤ PN ≤ N log 2 +
βJ

N − 1

∑
i,j∈IN , i<j

σ∗i σ
∗
j + βh

∑
i∈IN

σ∗i

(1.14)

In the ferromagnetic case, i.e. J > 0, there is only one configuration that minimizes
the Hamiltonian: σ∗i = sing(h) for all i ∈ IN . Inserting this spin configuration:

N(βJ + β|h|) ≤ PN ≤ N(log 2 + βJ + β|h|) (1.15)

Lower and upper bounds can also be immediately found by a quick inspection on
the hamiltonian, as stated below.

Proposition 1.1.3 (Lower (upper) bound for the generating functional P ). Con-
sider the generating functional:

PN = logEσ exp [−βHN(σ)] (1.16)

where HN(σ) depends on a collection of random variables (σi)1≤i≤N and HN(σ) ≤
KN (respectively HN(σ) ≥ KN) ∀N ∈ N and for a certain K ∈ R.

The sequence PN/N is bounded from below (above), i.e. ∃ c (or c̄) ∈ R : PN/N ≥ c
(PN/N ≤ c̄) ∀N ∈ N.

Proof. Since exp(−x) is a monotonically decreasing function we have:

PN = logEσ exp [−βHN(σ)] ≥ logEσ exp [−βKN ] (1.17)
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The exponential now is independent on the random variables, the expectation is thus
trivial.

PN ≥ −KβN ⇒ c = −βK (1.18)

K can be either positive or negative, in both cases its sign does not affect the result.
The proof of the reversed inequality follows the same steps.

Remark 1.1.2. The requirement that HN has an extensive growth in N is reasonable
as pointed out previously.

Furthermore, notice that, even with the addition of a logarithm as shown here:

HN(σ) ≤ KN + C logN (1.19)

the hypothesis are still verified. Leaving aside the trivial case C = 0, for C > 0 we
have:

PN
N
≥ −βK − βCN − 1

N
≥ −β(K + C) = c (1.20)

Let us discuss C < 0. logN/N is always non negative, because N ≥ 1. Hence:

PN
N
≥ −βK + β|C| logN

N
≥ −βK = c (1.21)

In order to formulate the symmetrization lemma we need to define the following
tools.

Definition 1.1.1 (Bipartition of a set of indices). Let IN = {1, 2, 3, ..., N} be a set
of N indices. A couple (IN1 , IN2) of disjoint subsets of IN such that N1 + N2 =
N, N1, N2 ≥ 2 and IN1 ] IN2 = IN is called Bipartition of IN . Furthermore IN1 and
IN2 are called left and right partition respecively.

The reader has certainly noticed that, once the cardinalities, or the sizes of the
urns, N1 and N2 are fixed, there are many ways to divide N distinguishable indices
into the two urns. Thus we need to introduce a family of possible bipartitions.

Notation 1.1.1 (Family of bipartitions of IN). Given a set of indices IN , the set of
its possible bipartitions in N1 and N2 elements will be denoted by:

PN1,N2 = {(IN1 , IN2)|(IN1 , IN2) is a bipartition of IN , |IN1 | = N1, |IN2| = N2}
(1.22)
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Remark 1.1.3. The cardinality of the set PN1,N2 can be easily computed in a combi-
natorial way. In fact, one can always consider it as the number of possible ways to
extract N1 indices out of a set of N distinguishable indices. The order of extraction
is irrelevant. Notice that after this extraction the set of the remaining N2 indices is
automatically determined. We finally get:

|PN1,N2| = CN
N1

=
N !

N1!(N −N1)!
=

N !

N1!N2!
(1.23)

We are now ready to write and prove the statement.

Lemma 1.1.4 (Symmetrization). Let IN = {1, 2, ..., N} be a set of indices and fij,
with i, j ∈ IN , i 6= j, a collection of real numbers. Consider a function of these
numbers defined as:

HN(f) =
1

N − 1

∑
i,j∈IN , i 6=j

fij (1.24)

HN can always be written in the following form:

HN(f) =
1

|PN1,N2|
∑

(IN1
,IN2

)∈PN1,N2

[HN1(f) +HN2(f)] (1.25)

where HN1 and HN2 are the restrictions of the function to the left and right partitions
respectively:

HN1(f) =
1

N1 − 1

∑
i,j∈IN1

, i 6=j

fij ; HN2(f) =
1

N2 − 1

∑
i,j∈IN2

, i 6=j

fij (1.26)

Proof. For fixed i, j ∈ IN , i 6= j, at most one of the two restrictions of the function
HN contains the term fij, because the two partitions are disjoint. It is easy to realize
that while computing the sum over the bipartitions, each fij appears more than once
in the left and right partitions. The contribution it gives to the total sum is equal
to:

N1!N2!

N !
fij

[
1

N1 − 1

(N − 2)!

(N1 − 2)!(N −N1)!
+

1

N2 − 1

(N − 2)!

(N2 − 2)!(N −N2)!

]
(1.27)

Supposing i, j ∈ IN1 , the first term is nothing but the number of ways of pickingN1−2
indices out of N−2, divided by the normalization inherited from the restriction. The
second term is computed in the same way, but i, j are fixed in the right partition IN2

this time.
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Let us focus on the square bracket.

1

N1 − 1

(N − 2)!

(N1 − 2)!(N −N1)!
+

1

N2 − 1

(N − 2)!

(N2 − 2)!(N −N2)!
=

=
(N − 2)!

(N1 − 1)!N2!
+

(N − 2)!

(N2 − 1)!N1!
=

(N − 2)!

N1!N2!
[N1 +N2] =

1

N − 1

N !

N1!N2!
(1.28)

Notice that the last combinatorial factor is exactly the cardinality of PN1,N2 .
We have just shown that the contribution each fij gives to the total sum is:

N1!N2!

N !
fij

[
1

N − 1

N !

N1!N2!

]
=

fij
N − 1

(1.29)

This proves the claim.

At a first sight, this result does not seem to have an immediate interpretation.
However, besides the technicalities, the statement is quite simple: one can always
construct a function of the type (1.24) if every restriction of it to all possible parti-
tions of the set of indices, of fixed cardinality, is known.

This is rather intuitive, and can also acquire a physical meaning when dealing
with Hamiltonians. In this case the two Hamiltonians restricted to the left and right
partitions represent two non-interacting Curie-Weiss models, whose total Hamil-
tonian is exactly the sum of them. This observation will be crucial to prove the
existence of the thermodynamic limit. Therefore this lemma tells us that we can
study the thermodynamic properties of a Curie-Weiss system through non interact-
ing subsystems of it. The interactions are re-introduced by the sum over all the
possible bipartitions, as the proof of the lemma suggests.

Remark 1.1.4. The Hamiltonian of the CW model (1.9) is a function of the type
(1.24) because the introduction of a one-body term does not alter the hypothesis of
the Lemma. To show this, let us consider a set of real numbers gi, i ∈ IN and the
new Hamiltonian:

HN(f, g) =
1

N − 1

∑
i,j∈IN , i 6=j

fij +
∑
i∈IN

gi (1.30)

Observe that, since for each fixed i there are N − 1 js different from i, we have:∑
i∈IN

gi =
1

N − 1

∑
i,j∈IN , i 6=j

gi (1.31)

HN(f, g) =
1

N − 1

∑
i,j∈IN , i 6=j

fij +
∑
i∈IN

gi =
1

N − 1

∑
i,j∈IN , i 6=j

(fij + gi) (1.32)
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The previous Hamiltonian then reduces to (1.9) with the identifications: fij =
−(J/2)σiσj, gi = hσi.

An analogous result is valid for a Hamiltonian with k-body terms, as shown
below.

Lemma 1.1.5 (Symmetrization lemma, k-body terms). Let IN = {1, 2, ..., N} be a
set of indices and fi1i2...ik , with i1, i2, ..., ik ∈ IN , k ≤ N and il 6= ij ∀l, j ∈ {1, 2, ..., k}.
The left and right partitions must contain N1, N2 ≥ k indices. Then:

HN(f) =
(N − k)!

(N − 1)!

∑
(i1,i2,...,ik)∈IN

fi1i2...ik =
1

|PN1,N2|
∑

(IN1
,IN2

)∈PN1,N2

[HN1(f) +HN2(f)]

(1.33)

where (i1, ..., ik) indicates that the sum is computed over different indices, and:

HN1(f) =
(N1 − k)!

(N1 − 1)!

∑
(i1,i2,...,ik)∈IN1

fi1i2...ik ; HN2(f) =
(N2 − k)!

(N2 − 1)!

∑
(i1,i2,...,ik)∈IN2

fi1i2...ik

(1.34)

Proof. The proof follows the same strategy used for the two-body version of this
lemma. For fixed (i1, ..., ik) and N1, N2 ≥ k, the contribution of each fi1,...,ik is:

fi1,...,ik

[
(N1 − k)!

(N1 − 1)!

(N − k)!

(N −N1)!(N1 − k)!
+

(N2 − k)!

(N2 − 1)!

(N − k)!

(N −N2)!(N2 − k)!

]
(1.35)

Again, the first factor in the first term is the normalization inherited from the re-
striction HN1 , while the second factor is the number of ways of picking N1−k indices
out of N − k indices (k indices are already fixed in the left partition). The second
term, analogously, takes into account the numbers of times fi1,...,ik appears in the
right partition.

The square bracket can be simplified:

(N − k)!

(N −N1)!(N1 − 1)!
+

(N − k)!

(N −N2)!(N2 − 1)!
=

(N − k)!

N1!N2!
[N1 +N2] =

=
N(N − k)!

N1!N2!
=

N !

N1!N2!

(N − k)!

(N − 1)!
(1.36)

After including the cardinality of the bipartitions family we get:

N1!N2!

N !
fi1,...,ik

N !

N1!N2!

(N − k)!

(N − 1)!
= fi1,...,ik

(N − k)!

(N − 1)!
(1.37)
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Remark 1.1.5. It is now easy to see that the previous lemma reduces to the two-body
case when k = 2. Moreover, one can show that the introduction of a (k − 1)-body
term does not alter the form of the function, from the point of view of the lemma.
To see this let us consider the function:

HN(f) =
(N − k)!

(N − 1)!

∑
(i1,i2,...,ik)∈IN

fi1i2...ik +
(N − k + 1)!

(N − 1)!

∑
(i1,i2,...,ik−1)∈IN

gi1i2...ik−1

(1.38)

Notice that, for fixed (i1, ..., ik−1) there are N − (k − 1) possible values for ik, then:

(N − k)!

(N − 1)!

∑
(i1,i2,...,ik)∈IN

gi1i2...ik−1
=

(N − k)!(N − k + 1)

(N − 1)!

∑
(i1,i2,...,ik−1)∈IN

gi1i2...ik−1
=

=
(N − k + 1)!

(N − 1)!

∑
(i1,i2,...,ik−1)∈IN

gi1i2...ik−1
(1.39)

Thus, we can rewrite the function HN as follows:

HN(f) =
(N − k)!

(N − 1)!

∑
(i1,i2,...,ik)∈IN

[fi1i2...ik + gi1i2...ik−1
] =

(N − k)!

(N − 1)!

∑
(i1,i2,...,ik)∈IN

f̃i1i2...ik

(1.40)

and the lemma can still be applied.

Notation 1.1.2. Let me introduce this useful notation:

EN1,N2 [HN1(f) +HN2(f)] =
1

|PN1,N2|
∑

(IN1
,IN2

)∈PN1,N2

[HN1(f) +HN2(f)] (1.41)

Remark 1.1.6. The use of letter E , that stands for ”expectation”, is justified by the
fact that the r.h.s. of (1.41) can be considered as an expectation computed according
to a uniform probability distribution defined on the family PN1,N2 .

We have developed all the necessary mathematical tools to prove the following
theorem.

Theorem 1.1.6 (Sub-additivity of the generating functional PN). Let (σi)i∈IN be
a set of i.i.d. random variables and gij, with i, j ∈ IN , i 6= j, a set of functions
of (σi, σj) only. Then, denoting by Eσ the expectation on the r.v., the generating
functional:

PN = logEσ exp [−βHN(σ)] ; HN(σ) =
1

N − 1

∑
i,j∈IN , i 6=j

gij(σi, σj) (1.42)

is sub-additive i.e. PN ≤ PN1 + PN2
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Proof.

PN = logEσ exp [−βHN(σ)] = logEσ exp [−βEN1,N2(HN1(σ) +HN2(σ))] (1.43)

Using Jensen’s inequality we have:

PN ≤ logEσEN1,N2 exp [−β(HN1(σ) +HN2(σ))] =

= log EN1,N2Eσ exp [−β(HN1(σ) +HN2(σ))] (1.44)

Since the two partitions IN1 and IN1 are disjoint, if HN1 depends on a variable
σi then HN2 cannot depend on the same variable. This means that the expectations
splits into the product of two expectations:

PN ≤ log [EN1,N2Eσ exp(−βHN1(σ))Eσ exp(−βHN2(σ))] (1.45)

Once the expectation has been computed, the result is a constant to the uniform
measure on the bipartitions family, because the random variables are i.i.d., hence:

PN ≤ log [Eσ exp(−βHN1(σ))Eσ exp(−βHN2(σ))] = PN1 + PN2 (1.46)

Corollary 1.1.7 (Sub-additivity of Curie-Weiss pressure PN). Given the Hamilto-
nian:

HCW
N (σ) =

−J
N − 1

∑
i,j∈IN , i<j

σiσj − h
∑
i∈IN

σi (1.47)

then the corresponding pressure is sub-additive, i.e.

PN(β; J, h) = PN1+N2(β; J, h) ≤ PN1(β; J, h) + PN1(β; J, h) (1.48)

Proof. We have already shown that (1.9) is of the type (1.24), even with the addition
of a one-body term. Furthermore we have precisely the hypothesis of the previous
theorem.

PN = log
[
2Nω0

(
exp(−βHCW

N (σ)
)]

= N log 2 + log
[
ω0

(
exp(−βHCW

N (σ)
)]

(1.49)

where the expectation is taken with respect to the uniform distribution:

ω0[·] =
1

2N

∑
σ∈ΣN

[·] (1.50)

which is a product distribution. Hence

PN = N log 2 + log
[
ω0

(
exp(−βHCW

N (σ)
)]
≤ (N1 +N2) log 2+

+ log
[
ω0

(
exp(−βHCW

N1
(σ)
)]

+ log
[
ω0

(
exp(−βHCW

N2
(σ)
)]

= PN1 + PN2 (1.51)
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1.1.3 Existence through Guerra-Toninelli’s interpolation

From this moment on we will work with the Hamiltonian:

HCW
N (σ) =

−J
N

∑
i,j∈IN

σiσj − h
∑
i∈IN

σi (1.52)

where IN = {1, 2, ..., N}. The diagonal terms in the first sum do not affect the ther-
modynamics in the limit of large N . In order to simplify the form of the Hamiltonian
we introduce the configurational magnetization:

Definition 1.1.2 (Configurational magnetization). It is a number −1 ≤ mN(σ) ≤
+1, defined as:

mN(σ) =
1

N

∑
i∈IN

σi (1.53)

(1.52) then becomes:

HCW
N (σ) = −JNm2

N(σ)− hNmN(σ) (1.54)

We see that the Hamiltonian has a linear growth in N as it should be.
Here the idea is to interpolate continuously the system with N spins with two

separated, non-interacting subsystems, by means of the interpolating Hamiltonian.

Definition 1.1.3 (Interpolating Hamiltonian and pressure). The interpolating Hamil-
tonian is a convex combination of the Hamiltonians HCW

N and HCW
N1

+HCW
N2

:

H(t) = tHCW
N (σ) + (1− t)[HCW

N1
(σ) +HCW

N2
(σ)] t ∈ [0, 1] (1.55)

The interpolating pressure is:

P (t) = logZ(t) with Z(t) =
∑
σ∈ΣN

exp (−βH(t)) (1.56)

Remark 1.1.7.

P (1) = log

[∑
σ∈ΣN

exp (−βH(1))

]
= log

[∑
σ∈ΣN

exp
(
−βHCW

N (σ)
)]

(1.57)

P (0) = log{
∑
σ∈ΣN

exp
[
−β(HCW

N1
(σ) +HCW

N2
(σ))

]
} = PN1 + PN2 (1.58)

Proving sub-additivity is thus equivalent to prove that: P (1) ≤ P (0).
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Theorem 1.1.8 (Sub-additivity of the pressure through interpolation). The inter-
polating pressure P (t) of a ferromagnetic Curie-Weiss model is monotonically de-
creasing in t ∈ [0, 1], and P (1) ≤ P (0).

Proof. We calculate the first derivative with respect to t of P (t).

P ′(t) =
−β
Z(t)

∑
σ∈ΣN

e−βH(t)[HCW
N (σ)− (HCW

N1
(σ) +HCW

N2
(σ))] =

= −βωN,t(HCW
N (σ)−HCW

N1
(σ)−HCW

N2
(σ)) (1.59)

ωN,t(·) denotes the expectation with respect to the Gibbs measure.

HCW
N (σ)−HCW

N1
(σ)−HCW

N2
(σ) = −J [Nm2

N(σ)−N1m
2
N1

(σ)−N2m
2
N2

(σ)]−
− h[NmN(σ)−N1mN1(σ)−N2mN2(σ)] (1.60)

The last term vanishes because of the definition of configurational magnetization.
We use this fact to substitute mN(σ) in the first term.

− JN
[
m2
N(σ)− N1

N
m2
N1

(σ)− N2

N
m2
N2

(σ)

]
=

= −JN

[(
N1

N
mN1(σ) +

N2

N
mN2(σ)

)2

− N1

N
m2
N1

(σ)− N2

N
m2
N2

(σ)

]
≥ 0 (1.61)

The last inequality follows from the convexity of the function f(x) = x2. Finally,
the positivity of the expectation functional leads us to:

P ′(t) = −βωN,t(HCW
N (σ)−HCW

N1
(σ)−HCW

N2
(σ)) ≤ 0 ⇒ P (1) ≤ P (0) (1.62)

Remark 1.1.8. In the case of an antiferromagnetic model, i.e. J < 0 the sign of P ′(t)
would change and this would lead to a super-additive pressure. The limit exists
anyway thanks to the Lemma 1.1.4, but the sequence PN/N converges towards its
supN.

Thanks to the interpolation technique we can also finally prove that a slight
change in the normalization of the two body term does not affect the thermodynamic
limit. This can be done both for a deterministic model, such as Curie-Weiss, and for a
disordered system in which interactions are random, such as Sherrington-Kirkpartick.
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Theorem 1.1.9 (Normalization stability of the thermodynamic limit, CW). Con-
sider the two Hamiltonians:

HN(σ) =
−J
N

∑
i,j∈IN , i<j

σiσj − h
∑
i∈IN

σi (1.63)

H̃N(σ) =
−J
N + c

∑
i,j∈IN , i<j

σiσj − h
∑
i∈IN

σi (1.64)

where c ∈ R. The two Hamiltonians induce the same pressure per particle in the
thermodynamic limit:

lim
N→∞

(pN − p̃N) = 0 (1.65)

pN =
1

N
log

∑
σ∈ΣN

e−βHN (σ) (1.66)

p̃N =
1

N
log

∑
σ∈ΣN

e−βH̃N (σ) (1.67)

Proof. In order to compare the two Hamiltonians we can interpolate them with a
parameter t ∈ [0, 1]. Then the computation of the interpolating pressure is straight-
forward.

H(t) =
−J

N + tc

∑
i,j∈IN , i<j

σiσj − h
∑
i∈IN

σi (1.68)

P (t) = log
∑
σ∈ΣN

e−βH(t) (1.69)

P (0) = PN = log
∑
σ∈ΣN

e−βHN (σ) ; P (1) = P̃N = log
∑
σ∈ΣN

e−βH̃N (σ) (1.70)

The difference between the two pressures can be computed through the first deriva-
tive with respect to t of P (t), that will play an important role.

P (t) = log
∑
σ∈ΣN

exp

(
βJ

N + tc

∑
i,j∈IN , i<j

σiσj + βh
∑
i∈IN

σi

)
(1.71)

d

dt
P (t) = βωN,t

[
−Jc

(N + tc)2

∑
i,j∈IN , i<j

σiσj

]
=
−βJc

(N + tc)2

∑
i,j∈IN , i<j

ωN,t[σiσj] (1.72)

The expectation is taken with respect to the Gibbs measure induced by the inter-
polating Hamiltonian. This measure is invariant under permutations of the spins,
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thanks to the form of H(t). Using this fact, one realizes that the N(N − 1)/2 terms
in the sum are all equal.

d

dt
P (t) =

−βJcN(N − 1)

2(N + tc)2
ωN,t[σ1σ2] (1.73)

Finally, by means of P ′(t) we are able to estimate the difference pN − p̃N .

p̃N−pN = p(1)−p(0) =
1

N

∫ 1

0

dt
d

dt
P (t) =

−βJc(N − 1)

2

∫ 1

0

dt
ωN,t[σ1σ2]

(N + tc)2
(1.74)

Let us focus on the quantity:∣∣∣∣(N − 1)

∫ 1

0

dt
ωN,t[σ1σ2]

(N + tc)2

∣∣∣∣ ≤ (N − 1)

∫ 1

0

dt
1

(N + tc)2
=

N − 1

N(N + c)
−→ 0 (1.75)

when N →∞. Hence:

|pN − p̃N | −→ 0 (1.76)

1.1.4 Alternative proof of sub-additivity

To conclude this section, we provide an alternative proof of the sub-additivity of the
pressure that works with both normalizations N and N − 1 seen before. This proof
is due to Francesco Guerra, but it can also be found in [8].

Lemma 1.1.10 (Alternative proof of sub-additivity). Consider a system with Hamil-
tonian HN , and divide it into two subsystems with Hamiltonians HN1 and HN2. If
the following condition holds:

ωN [HN −HN1 −HN2 ] ≥ 0 with ωN [·] =
∑
σ∈ΣN

[·] e−βHN (σ)∑
τ∈ΣN

e−βHN (τ)
(1.77)

the pressure is sub-additive.

Proof. Let us compare the partition function of the the global system, whose Hamil-
tonian is HN , to that of the composed system, whose Hamiltonian is HN1 +HN2 . We
proceed as in the following:

ZN1ZN2

ZN
=

∑
σ∈ΣN

e−βHN1
(σ)−βHN2

(σ)∑
τ∈ΣN

e−βHN (τ)
=
∑
σ∈ΣN

eβ(HN (σ)−HN1
(σ)−HN2

(σ)) e
−βHN (σ)

ZN

(1.78)
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We have implicitly used the fact that the partition function a system composed by
two non interacting subsystems is the product of the partition functions of the latter.
We can recognize a Gibbs measure in the last factor and this makes it possible to
use Jensen’s inequality:

ZN1ZN2

ZN
= ωN

[
eβ(HN (σ)−HN1

(σ)−HN2
(σ))
]
≥ eβωN [HN (σ)−HN1

(σ)−HN2
(σ)] ≥ 1 (1.79)

The last inequality directly follows from the hypothesis. The partition function is
sub-multiplicative, hence the pressure is sub-additive.

Lemma 1.1.11. The Hamiltonian (1.52) satisfies the hypothesis of Lemma 1.1.10.

Proof. The proof is contained in the proof of Theorem 1.1.8. In fact:

HN −HN1 −HN2 = −JN
[
m2
N(σ)− N1

N
m2
N1

(σ)− N2

N
m2
N2

(σ)

]
=

= −JN

[(
N1

N
mN1(σ) +

N2

N
mN2(σ)

)2

− N1

N
m2
N1

(σ)− N2

N
m2
N2

(σ)

]
≥ 0 (1.80)

The expectation is a positive functional, hence ωN [HN −HN1 −HN2 ] ≥ 0.

Lemma 1.1.12. The Hamiltonian (1.9) satisfies the hypothesis of Lemma 1.1.10.

Proof. Let us focus on the single expectations:

ωN [HN ] = ωN

[
−J
N − 1

∑
i<j

σiσj − h
∑
i

σi

]
=
−J
N − 1

∑
i<j

ωN [σiσj]− h
∑
i

ωN [σi]

(1.81)

Now we can use the fact the the measure in (1.77) enjoys invariance under permuta-
tion of the spins, so the expectations ωN [σiσj] = ωN [σ1σ2], i 6= j and ωN [σi] = ωN [σ1].
The previous formula becomes:

ωN [HN ] =
−JωN [σ1σ2]

N − 1

N(N − 1)

2
− hNωN [σ1] = −J

2
NωN [σ1σ2]− hNωN [σ1]

(1.82)

Analogous results are valid for E[HN1 ] and E[HN2 ].

ωN [HN1 ] = −J
2
N1ωN [σ1σ2]− hN1ωN [σ1] (1.83)

ωN [HN2 ] = −J
2
N2ωN [σ1σ2]− hN2ωN [σ1] (1.84)



26 CHAPTER 1. CURIE-WEISS MODEL

We finally get:

ωN [HN −HN1 −HN2 ] = −J
2

(N −N1 −N2)ωN [σ1σ2]− h(N −N1 −N2)ωN [σ1] = 0

(1.85)

1.2 Normalization effects

1.2.1 Pressure and ground state energy

Definition 1.2.1 (Ground state energy per particle). Given an HamiltonianHN(σ; J, h),
where σ ∈ ΣN is a generic spin configuration, the ground state energy per particle
is defined as:

eN(J, h) = inf
σ∈ΣN

HN(σ; J, h)

N
(1.86)

This definition is still valid for disordered systems, where the couplings J are random.

Proposition 1.2.1 (Low temperature limit of the pressure per particle). Given the
pressure per particle pN(β; J, h) induced by an Hamiltonian H(σ; J, h) we have:

lim
β→∞

pN(β; J, h)

β
= −eN(J, h) (1.87)

Proof. First we seek for upper and lower bounds for the partition function.

exp

(
−βN inf

σ∈ΣN

HN(σ; J, h)

N

)
≤ ZN(β; J, h) =

∑
σ∈ΣN

e−βHN (σ;J,h)) ≤

≤ 2N exp

(
−βN inf

σ∈ΣN

HN(σ; J, h)

N

)
(1.88)

After that we take the logarithm divided by βN .

−eN(J, h) ≤ pN(β; J, h)

β
≤ −eN(J, h) +

log 2

β
(1.89)

Both the lower and the upper bounds approach −eN(J, h) when β →∞. This proves
the claim.
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Proposition 1.2.2 (Monotonicity of the large N limit of eN(J, h)). Consider a
deterministic ferromagnetic model whose Hamiltonian is:

HN(σ; J, h) = − J

N + c

∑
i,j∈IN , i<j

σiσj − h
∑
i∈IN

σi with J > 0, c ∈ R (1.90)

The ground state energy eN(J, h) does not depend on N when c = −1; approaches
monotonically its supN∈N when c < −1 or its infN∈N when c > −1.

Proof. In the ferromagnetic case the ground state energy is the one that has all the
spins aligned with the magnetic field h, that wlog can be considered positive.

eN(J, h) = inf
σ∈ΣN

HN(σ; J, h)

N
= − J

N(N + c))

N(N − 1)

2
− h = −J

2

N − 1

N + c
− h

(1.91)

The claim follows directly from the previous equality. For example, one immediately
sees that for c = −1, N disappears from the expression of the GS.

Remark 1.2.1. The fact that pressure and ground state energy are related in the
low temperature limit β → ∞, and that the latter changes its monotonicity while
approaching its own limit for large N lets us think that a similar change in the
monotonicity should be observed also in the thermodynamic limit of the pressure
per particle, as discussed later.

1.2.2 Normalization effects on finite size corrections

The technique that has been employed to computed the finite size corrections uses
a really common strategy that is possible when the interactions are ferromagnetic.
We will use a generalized version of it in Chapter 2 to compute finite size corrections
for another model.

Theorem 1.2.3 (Normalization effects on finite size corrections). Consider a system
with Hamiltonian:

HN(σ) =
−1

N + c

∑
i,j∈IN ,i<j

σiσj (1.92)

Then for β > 1 and sufficiently large N there is a c∗ ∈ R such that for c < c∗, PN/N
converges towards its supN, whereas for c > c∗ converges towards its infN.
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Lemma 1.2.4 (Hubbard-Stratonovič transform). For any σ > 0 and t ∈ R,

exp

(
t2σ2

2

)
=

∫
R

dx√
2πσ2

exp

(
− x2

2σ2
+ tx

)
(1.93)

Lemma 1.2.5 (Laplace’s estimate). Let F (z) be a twice differentiable function with
a global maximum in z∗, and g(z) an analytic function in a neighbourhood of z∗.
The following estimate holds:∫

R
dz eNF (z)g(z) =

√
2π

N |F ′′(z∗)|
eNF (z∗)

(
g(z∗) +O

(
1

N

))
(1.94)

Proof: Theorem 1.2.3. To begin with, we add the symmetric and diagonal terms
missing in the Hamiltonian:

HN(σ) = − 1

2(N + c)

∑
i,j∈IN , i 6=j

σiσj = − 1

2(N + c)

∑
i,j∈IN

σiσj +
N

2(N + c)
(1.95)

We then write it in terms of the configurational magnetization:

HN(σ) = − N2

2(N + c)
m2
N(σ) +

N

2(N + c)
(1.96)

With the previous Hamiltonian, the partition function of the system can be written
in this form:

ZN =
∑
τ∈ΣN

exp

[
βN2

2(N + c)
m2
N(τ)− βN

2(N + c)

]
= exp

[
− βN

2(N + c)

]
×

×
∑
τ∈ΣN

exp

[
βN2

2(N + c)
m2
N(τ)

]
(1.97)

In order to obtain a linear term in the magnetization in the exponential, we can use
Lemma 1.2.4. If we choose t = mN(τ) and σ2 = βN2/(N + c), we get:

ZN = exp

[
− βN

2(N + c)

] ∑
τ∈ΣN

∫
R

dx

N

√
N + c

2πβ
exp

[
−x

2(N + c)

2βN2
+mN(τ)x

]
=

=

√
N + c

2πβ
exp

[
− βN

2(N + c)

] ∑
τ∈ΣN

∫
R
dz exp

[
−z

2(N + c)

2β
+NmN(τ)z

]
(1.98)
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The dependence on the spin configurations is contained in the exponential of the
magnetization. The sum over τ ∈ ΣN of those exponential factors is nothing but the
partition function of a free system, and z can be seen as the analogous of an inverse
absolute temperature. These considerations produce the following result:

ZN =

√
N + c

2πβ
exp

[
− βN

2(N + c)

] ∫
R
dz eNF (z)g(z) (1.99)

F (z) = log(2 cosh z)− z2

2β
(1.100)

g(z) = exp

(
−cz

2

2β

)
(1.101)

The integral can be approximated with Laplace’s method, illustrated in Lemma 1.2.5.
To use this lemma we need to compute the first and second derivatives of F :

F ′(z) = tanh z − z

β
(1.102)

F ′′(z) = 1− tanh2 z − 1

β
(1.103)

For β < 1 the unique stationary point is z∗ = 0, and F ′′(0) = 1 − 1/β < 0, thus
F (0) is a maximum. Furthermore the F is always concave, so z∗ = 0 is the global
maximum. Since F (0) = log 2, and g(0) = 1 we have:

ZN =

√
N + c

2πβ
exp

[
− βN

2(N + c)

]√
2π

N(1/β − 1)
eN log 2

(
1 +O

(
1

N

))
=

=

√
N + c

N(1− β)
exp

[
− βN

2(N + c)

]
2N
(

1 +O

(
1

N

))
(1.104)

After taking the logarithm divided by N we have an estimate of the pressure per
particle:

PN =
logZN
N

= log 2− β

2N

N

N + c
− 1

2N

[
log

(
(1− β)

N

N + C

)]
+

+
1

N
log

(
1 +O

(
1

N

))
= log 2− 1

N

1

2
[β + log(1− β)] +O

(
1

N2

)
(1.105)

Observe that the coefficient of 1/N is always positive thanks to the concavity of the
logarithm. This means that, for sufficiently large N , PN/N approaches its limit from
above.
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In the case β > 1 the equation:

tanh z∗ =
z∗

β
(1.106)

has three solutions. It is immediate to see that z∗ = 0 is a minimum now, while

(a) F (z) when β < 1. (b) F (z) when β > 1.

there are two new degenerate maxima z∗ and −z∗, because the function is even, is
convex in a neighbourhood of the origin and goes to −∞ as z → ±∞.

In case of multiple degenerate maxima, each of them gives a contribution to
the integral, that has to be sum with the others. Fortunately the two maxima are
symmetric with respect to the origin, and g(z), F (z) and its derivatives are even
functions, Calculating F , F ′′ and g on z∗ we get:

F (z∗) = log(2 cosh z∗)− z∗2

2β
(1.107)

F ′′(z∗) = 1− tanh2 z∗ − 1

β
= 1− z∗2

β2
− 1

β
(1.108)

g(z∗) = exp

(
−cz

∗2

2β

)
(1.109)

Finally, inserting these values in our estimate of ZN :

ZN = 2

√
N + c

N(1− β + z∗2/β)
exp

[
− βN

2(N + c)
+N

(
log(2 cosh z∗)− z∗2

2β

)]
×

×
[
exp

(
−cz

∗2

2β

)
+O

(
1

N

)]
(1.110)
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We calculate again the logarithm divided by N and segregating the orders in 1/N :

PN =
logZN
N

= log(2 cosh z∗)− z∗2

2β
+
K

N
+O

(
1

N2

)
(1.111)

K = log 2− 1

2

[
β + log(1− β + z∗2/β) +

cz∗2

β

]
(1.112)

Contrary to what we have proved before, here the coefficient of the 1/N order has not
a definite sign. Its sign depends on the value we choose for c. For c > 0 sufficiently
large, say c > c∗, there is a different asymptotic behaviour: PN/N converges to its
infN from above.

1.3 Solution of the ferromagnetic CW model

Here we propose the solution of the CW ferromagnetic model as carried out by
Francesco Guerra in [16], Theorem 1.

Theorem 1.3.1 (TDL of CW). The limit as N →∞ of:

pN(β; J, h) =
1

N
log

∑
σ∈ΣN

exp

[
βN

(
J

2
m2
N(σ) + hmN(σ)

)]
(1.113)

is:

p(β; J, h) = sup
x∈R

[
−βJx

2

2
+ log 2 + log cosh(β(Jx+ h))

]
(1.114)

Proof. We use the fact that (M −mN)2 ≥ 0 ⇒ m2
N ≥ 2MmN −M2.

pN(β; J, h) ≥ 1

N
log

∑
σ∈ΣN

exp

[
βN

(
−JM

2

2
+ JMmN(σ) + hmN(σ)

)]
=

= −βJM
2

2
+

1

N
log

∑
σ∈ΣN

exp [βNmN(σ) (JM + h)] (1.115)

The argument of the exponential is linear in the magnetization, this signals a free
system. We use the solution we already know:

pN(β; J, h) ≥ −βJM
2

2
+ log 2 + log cosh[β(JM + h)] (1.116)
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We take the supM∈R of the r.h.s.

pN(β; J, h) ≥ sup
M∈R

[
−βJM

2

2
+ log 2 + log cosh(β(JM + h))

]
(1.117)

For the upper bound we take M ∈ SN , the spectrum of the magnetization, which
has N + 1 elements and we introduce the sum over a Kronecker delta.

ZN(β; J, h) =
∑
σ∈ΣN

∑
M∈SN

δMmN exp

[
βN

(
J

2
m2
N(σ) + hmN(σ)

)]
=

=
∑
M∈SN

∑
σ :mN (σ)=M

exp

[
βN

(
−JM

2

2
+ JMmN(σ) + hmN(σ)

)]
(1.118)

Now we shall take the supM∈R of the exponent and extend the sum to the whole
configuration space ΣN .

ZN ≤
∑
M∈SN

exp sup
x∈R

[
N log 2 +N log cosh(β(Jx+ h))−N βJx2

2

]
=

= (N + 1) exp sup
x∈R

[
N log 2 +N log cosh(β(Jx+ h))−N βJx2

2

]
(1.119)

After taking the logarithm of the expression we have also an upper bound to the
pressure per particle. We set:

p(x; β; J, h) = −βJx
2

2
+ log 2 + log cosh(β(Jx+ h)) (1.120)

To sum up:

sup
x∈R

p(x; β; J, h) ≤ pN(β; J, h) ≤ log(N + 1)

N
+ sup

x∈R
p(x; β; J, h) (1.121)

hence:

lim
N→∞

pN(β; J, h) = sup
x∈R

p(x; β; J, h) = p(x̄; β; J, h) (1.122)

Proposition 1.3.2 (Meaning of x̄). x̄ is the magnetization of the system in the
thermodynamic limit.
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Figure 1.1: Graphic solution of (1.123) for J = 1 and h = 1.2.

Proof. Having absorbed β in the parameters the equation for x̄ reads:

∂p

∂x
(x̄; J, h) = −Jx̄+ tanh(Jx̄+ h)J = 0 ⇒ x̄ = tanh(Jx̄+ h) (1.123)

Now we compute the first derivative of the pressure in the thermodynamic limit,
assuming to be able to exchange the derivative with the limit:

lim
N→∞

∂

∂h
pN(J, h) =

∂

∂h
p(x̄(J, h); J, h) = −Jx̄∂x̄

∂h
+ tanh(Jx̄+ h)

[
1 + J

∂x̄

∂h

]
=

= −Jx̄∂x̄
∂h

+ x̄+ x̄J
∂x̄

∂h
= x̄ (1.124)

A graphic representation of the solution is represented in Figure1.1.

1.4 Antiferromagnetic Curie-Weiss model

Proposition 1.4.1 (Extensivity oh the Hamiltonian). Consider the Hamiltonians
(1.9) and (1.52) with J < 0. There are K, K̄ ∈ R such that KN ≤ HN ≤ K̄N .
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Proof. Let us consider (1.9) for the moment.

HCW
N (σ) =

−J
N − 1

∑
i,j∈IN , i<j

σiσj − h
∑
i∈IN

σi =

=
−J

2(N − 1)

∑
i,j∈IN

σiσj − h
∑
i∈IN

σi +
NJ

2(N − 1)
=

=
NJ

2(N − 1)
− JN2

2(N − 1)
m2
N(σ)− hNmN(σ) ≤

≤ −NJ(N − 1)

2(N − 1)
+ |h|N = N

(
|J |
2

+ |h|
)

︸ ︷︷ ︸
K̄

(1.125)

Analogously:

HCW
N (σ) ≥ NJ

2(N − 1)
− |h|N = −N

(
|J |

2(N − 1)
+ |h|

)
≥ N

(
−|J |

2
− |h|

)
︸ ︷︷ ︸

K

(1.126)

Now we turn to (1.52).

HCW
N (σ) = −JNm2

N(σ)−NhmN(σ) ≤ N (|J |+ |h|)︸ ︷︷ ︸
K̄

(1.127)

HCW
N (σ) ≥ N(−|h|) = NK (1.128)

Corollary 1.4.2. Te pressure per particle of (1.9) and (1.52) are bounded from
above and below.

Proof. It is a consequence of the previous proposition and of Proposition 1.1.3.

Remark 1.4.1. Notice that once the bounds for the pressure are given, it is still
possible to prove sub- or super-additivity with the tools developed in the previous
sections. For example, the pressure generated by (1.9) is always sub-additive thanks
to the symmetrization lemma, in which the sign of J is irrelevant.

On the contrary, the sign of J determines whether the pressure is super- or sub-
additive when using the Guerra-Toninelli interpolation. In the anti-ferromagnetic
case, with Hamiltonian (1.52) the resulting pressure turns out to be super-additive.
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To summarize, while in the case (1.9) the pressure per particle approaches its
infN when N →∞, with (1.52) the pressure per particle approaches its supN.

However the two pressures in the thermodynamic limit must coincide, because
the initial Hamiltonians differ for terms that are thermodynamically irrelevant.

Theorem 1.4.3 (Pressure per particle, N − 1 normalization, h = 0). Consider the
Hamiltonian:

HCW
N =

−J
N − 1

∑
i,j∈IN , i<j

σiσj with J < 0 (1.129)

The pressure per particle of this model has a trivial limit:

pN(β; J) =
PN(β; J)

N
−→ log 2 when N →∞ (1.130)

Proof. Let us write the pressure per particle explicitly:

pN =
1

N
log

∑
σ∈ΣN

exp

(
−β|J |
N − 1

∑
i,j∈IN , i<j

σiσj

)
(1.131)

Now we use the elementary inequality:

0 ≤
∑
i,j∈IN

σiσj = N2m2
N(σ) = N + 2

∑
i<j

σiσj ⇒
∑
i<j

σiσj ≥ −
N

2
(1.132)

This brings us to:

pN ≤
1

N
log

∑
σ∈ΣN

exp

(
Nβ|J |

2(N − 1)

)
=

1

N
log

[
2N exp

(
Nβ|J |

2(N − 1)

)]
=

= log 2 +
β|J |

2(N − 1)
(1.133)

Once the upper bound is found, we turn to the lower bound. In order to find it we
notice that the pressure can always be written in this form:

pN =
1

N
log 2Nω0

[
exp

(
−β|J |
N − 1

∑
i,j∈IN , i<j

σiσj

)]
with ω0( · ) =

1

2N

∑
σ∈ΣN

( · )

(1.134)
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ω0 is the uniform probability measure over the configuration space. Now, since the
exponential is a convex function we can use Jensen’s inequality:

pN ≥
1

N
log 2N exp

(
−β|J |
N − 1

∑
i,j∈IN , i<j

ω0(σiσj)

)
= log 2 (1.135)

In the last step we have used the fact that the uniform measure factorizes and that
each spin has a vanishing expectation with respect to the latter.

Finally:

log 2 ≤ pN(β; J) ≤ log 2 +
β|J |

2(N − 1)
(1.136)

Hence pN −→ log 2 as N →∞.

Remark 1.4.2. Notice that the pressure goes towards its infN, as predicted by the
symmetrization lemma. We expect that, in the following second case, the pressure
will approach its supN in the thermodynamic limit.

Theorem 1.4.4 (Pressure per particle, N normalization, h = 0). Consider the
Hamiltonian:

HCW
N =

−J
N

∑
i,j∈IN

σiσj = |J |Nm2
N(σ) with J < 0 (1.137)

The pressure per particle of this model has a trivial limit:

pN(β; J) =
PN(β; J)

N
−→ log 2 when N →∞ (1.138)

Proof. The path is similar to that of the previous proof. Let us start with the lower
bound.

pN =
1

N
log

∑
σ∈ΣN

exp
(
−β|J |Nm2

N(σ)
)

=
1

N
log 2Nω0

[
exp

(
−β|J |
N

∑
i,j∈IN

σiσj

)]

≥ 1

N
log 2N exp

−β|J |
N

∑
i,j∈IN

ω0(σiσj)︸ ︷︷ ︸
δij

 =
1

N
log 2N exp (−β|J |) = log 2− β|J |

N

(1.139)
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The upper bound is much easier:

pN =
1

N
log

∑
σ∈ΣN

exp
(
−β|J |Nm2

N(σ)
)
≤ pN =

1

N
log

∑
σ∈ΣN

1 = log 2 (1.140)

Resuming the results we have:

log 2− β|J |
N
≤ pN(β; J) ≤ log 2 (1.141)

hence pN −→ log 2 as N →∞.

There are now two ways to proceed in the analysis of the antiferromagnetic model
with h 6= 0. The following one, presented by A. Bovier in [9], is also valid in the
ferromagnetic case and makes use of Stirling approximation. In the last section of
this chapter we will show an alternative way to find bounds for the pressure of the
antiferromagnetic model. The technique developed will be used also for multi-species
and multi-layer systems in Chapter 3.

1.4.1 Solution via Stirling approximation

Remark 1.4.3. Thanks to the fact that, at least in the case (1.52), the Hamiltonian
depends on the spin only through the magnetization, the partition function can also
be computed as a sum over the possible values of the magnetization m ∈ SN =
{−1,−1 + 2/N, ..., 1− 2/N,+1}.

ZN =
∑
σ∈ΣN

exp (βNψ(mN(σ); J, h)) =
∑
m∈SN

zm,N exp (βNψ(m; J, h)) (1.142)

where zm,N is a binomial coefficient. In order to find it one has to count the possible
configurations that produce a magnetization equal to m. If N+ are the spins with
value +1 and N− the ones with value −1 then:{

Nm = N+ −N−
N = N+ +N−

⇒

{
N+ = N(1+m)

2

N− = N(1−m)
2

(1.143)

The binomial coefficient is:

zm,N =
N !(

N(1+m)
2

)
!
(
N(1−m)

2

)
!

(1.144)
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Lemma 1.4.5 (Asymptotic behaviour of zm,N).

1

N
log zm,N = log 2− I(m)− JN(m) (1.145)

where:

I(m) =
1

2
[(1 +m) log(1 +m) + (1−m) log(1−m)] (1.146)

JN(m) =
1

2N
log

πN(1−m2)

2
+O

(
1

N2

(
1

1 +m
+

1

1−m

))
(1.147)

Proof. Thanks to Stirling’s formula we have:

zm,N =

√
2πN(N/e)N

[
1 +O

(
1
N

(
1

1+m
+ 1

1−m

))]
√
πN(1−m)πN(1 +m)

(
N(1+m)

2e

)N(1+m)/2 (
N(1−m)

2e

)N(1−m)/2
=

=

√
2

πN(1−m2)
2N(1 +m)−N(1+m)/2(1−m)−N(1−m)/2×

×
[
1 +O

(
1

N

(
1

1 +m
+

1

1−m

))]
(1.148)

Taking the logarithm divided by N of the previous formula yields:

log zm,N
N

= log 2− 1

2
[(1 +m) log(1 +m) + (1−m) log(1−m)]−

− 1

2N
log

πN(1−m2)

2
+O

(
1

N2

(
1

1 +m
+

1

1−m

))
(1.149)

Theorem 1.4.6 (Pressure per particle with h 6= 0, N normalization). Consider the
Hamiltonian (1.52). Its pressure in the thermodynamic limit is:

p(β; J ;h) = lim
N→∞

logZN
N

= sup
m∈[−1,1]

A(m; β; J, h) (1.150)

where:

A(m; β; J, h) =
−β|J |m2

2
+ βhm+ log 2− I(m) (1.151)
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Sketch of the proof: We rewrite the partition function thanks to the previous lemma
in the following way:

ZN =
∑
m∈SN

exp

[
N

(
−β|J |m2

2
+ βhm+ log 2− I(m)− JN(m)

)]
(1.152)

In this sum there is a term that dominates the others when N becomes large, and
this very term will be the only significant contribution to the partition function, and
corresponds to the magnetization that maximizes the exponential:

logZN
N

= max
m∈SN

(
−β|J |m2

2
+ βhm+ log 2− I(m)

)
+O(logN/N) (1.153)

where O(logN/N) comes from JN(m). The set on which we seek for the maximum
depends on N , but as shown in [9], we can alternatively compute the supm∈[−1,1] at
the cost of adding another O(logN/N). More precisely:

max
m∈SN

∣∣∣∣(−β|J |m2

2
+ βhm+ log 2− I(m)

)
−

− sup
m′∈[−1,1]:|m′−m|≤2/N

(
−β|J |m2

2
+ βhm+ log 2− I(m)

)∣∣∣∣∣ ≤ C
logN

N
(1.154)

Finally we are free to perform the limit N →∞ :

pN(β; J, h) = sup
m∈[−1,1]

(
−β|J |m2

2
+ βhm+ log 2− I(m)

)
+O(logN/N) −→

−→ sup
m∈[−1,1]

(
−β|J |m2

2
+ βhm+ log 2− I(m)

)
= sup

m∈[−1,1]

A(m; β; J, h) (1.155)

Remark 1.4.4. The terms in the expression of (1.151) have an interesting interpreta-
tion. Let us start with −I(m). It comes from the binomial coefficients and basically
counts the number of configurations compatible with a given magnetization m, so
we can say that is an entropic term. Since −I(m) is concave and has a maximum in
m = 0, it favours little magnetizations. The same can be said for −β|J |m2/2. The
only term that shifts the maximum form m = 0 is the magnetic field term βhm. A
plot of A for certain values β, J, h is shown in Figure1.2.

Moreover, for high temperatures β → 0 the entropic terms is the only relevant
and, as it should be, the maximum approaches m = 0.
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Figure 1.2: A(m; β, J, h) for β|J | = 1 and βh = 1.2.

Corollary 1.4.7. The m̄ that realizes the supm∈[−1,1] in (1.150) satisfies:

−m̄ = tanh β(|J |m̄− h) (1.156)

Figure 1.3: Graphic solution of (1.156) for β|J | = 1 and βh = 1.2.

Proof. Computing the first derivative of (1.150), which is concave, we get:

dA

dm
(m̄) = − tanh−1 m̄− β|J |m̄+ βh = 0 ⇒ m̄ = tanh β(h− |J |m̄) (1.157)
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1.4.2 Solution via interpolation

There is a more elegant way to obtain the limit of the CW antiferromagnetic model
with a non vanishing magnetic external field h. Consider the following lemma:

Lemma 1.4.8. Let pN(t) be the interpolating generating functional, induced by:

HN(t) = tHN + (1− t)H̃N(x) (1.158)

where x is a collection of parameters, namely:

pN(t) =
1

N
log
∑
σ∈Σ

exp(−HN(t)) (1.159)

Then pN(t) is convex in t, in particular:

p′N(0) ≤ p′N(t) ≤ p′N(1) (1.160)

Proof. The proof basically consists in calculating the second derivative of pN(t).

p′N(t) = − 1

N
ωN,t

(
HN − H̃N

)
(1.161)

p′′N(t) =
1

N
ωN,t

[(
HN − H̃N

)2
]
− 1

N
ω2
N,t

(
HN − H̃N

)
≥ 0 (1.162)

The positivity of the second derivative follows from the positivity of the variance.

Theorem 1.4.9 (Solution of the antiferromagnetic CW model). Given the hamilto-
nian:

Haf
N = −J

2
Nm2

N −NhmN with J < 0 (1.163)

then the pressure per particle in the thermodynamic limit is:

pCWaf = lim
N→∞

1

N
log

∑
σ∈ΣN

exp(−Haf
N ) = inf

x∈R

[
−J

2
x2 + log 2 cosh (Jx+ h)

]
(1.164)

Proof. Let us start by defining:

H̃N = −NmN(Jx+ h) (1.165)

HN(t) = tHaf
N + (1− t)H̃N (1.166)

pN(t) =
1

N
log

∑
σ∈ΣN

exp(−HN(t)) (1.167)
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By doing so we can explicitly compute the interpolating pressure at the instant t = 0.
Moreover, at the instant t = 1 we have the finite size pressure.

pN(0) = pFreeN = log 2 cosh(Jx+ h) (1.168)

pN(1) = pCWN,af (1.169)

Applying the fundamental theorem of the integral calculus we get:

pCWN,af = log 2 cosh(Jx+ h) +

∫ 1

0

p′N(t) dt (1.170)

p′N(t) = ωN.t

(
− 1

N

dH(t)

dt

)
(1.171)

Let us focus on the derivative of the interpolating hamiltonian:

− 1

N

dH(t)

dt
= ωN,t

(
J

2
m2
N − JxmN

)
=
J

2
ωN,t[(mN − x)2]− Jx2

2
(1.172)

So we are left with an expression that immediately gives us an upper bound, thanks
to the fact that we have completed a square multiplied by J , which is negative.

pCWN,af = log 2 cosh(Jx+ h)− Jx2

2
+
J

2

∫ 1

0

dt ωN,t
[
(mN − x)2

]
≤

≤ log 2 cosh(Jx+ h)− Jx2

2
= A(x; J, h) (1.173)

For all values of J and h, A(x; J, h) is convex in x, thus we can safely optimize the
bound by taking the infx:

pCWN,af ≤ inf
x
A(x; J, h) = A(x̄; J, h) (1.174)

x̄ = tanh(Jx̄+ h) (1.175)

The lower bound can be found thanks to the previous lemma.

pCWN,af ≥ pN(0) +

∫ 1

0

dt p′N(0) = log 2 cosh(Jx + h) − Jx2

2
+
J

2
ωN,0

[
(mN − x)2

]
(1.176)

The expectation in the product measure ωN,0, which is related to the free system,
can be explicitly calculated starting from this elementary result:

ωN,0(mN) = ωN,0(σ1) = tanh(Jx+ h) (1.177)
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Figure 1.4: The two variational functions compared.

Once the diagonal terms in the square magnetization m2
N are segregated one can

proceed:

ωN,0
(
m2
N − 2xmN + x2

)
= ωN,0

(
1

N
+

1

N2

∑
i 6=j

σiσj − 2x
1

N

∑
i

σi + x2

)
=

=
1

N
+
N − 1

N
tanh2(Jx+ h)− 2x tanh(Jx+ h) + x2 (1.178)

With the specific choice x = x̄ = tanh(Jx̄+ h) the previous expression simplifies to:

ωN,0
[
(mN − x̄)2

]
=

1− x̄2

N
(1.179)

We can finally conclude that:

pCWN,af ≥ log 2 cosh(Jx̄+ h)− Jx̄2

2
+
J(1− x̄2)

2N
= inf

x
A(x; J, h) +

J(1− x̄2)

2N
(1.180)

The lower bound clearly reduces to the upper bound in the thermodynamic limit
and this proves the claim.
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Remark 1.4.5. It may seem that the two results we have obtained so far for the
antiferromagnetic CW model are in contrast with each other. Fortunately they are
not, in fact the two solutions are linked by a Legendre transform of the entropic term
I(m). This also explains why in one case we have a sup of a variational expression
and an inf in the other case. The two variational expressions calculated in their
extremal points are thus equal, as shown in Figure1.4.



Chapter 2

The Sherrington-Kirkpatrick
model

In this chapter we will list and give some proofs of a series of important results
concerning the SK model (see [23], [18]) which is a disordered version of the CW
mean field model treated before, i.e. with random interactions i.i.d. sampled from
a standard gaussian N (0, 1). As widely known, Sherrington and Kirkpartick found
the so called replica symmetric solution that did not hold for any value of the inverse
temperature. In particular, the entropy computed from that solution is negative in
the low-temperature limit.

In a series of articles (see [20], [21], [22]), G. Parisi found a replica symmetry
breaking solution, named in this way for historical reasons, that we will discuss in
detail later, introducing a collection of infinite order parameters. Although it was
immediately accepted by physicists, for it was in extremely good agreement with
simulations, a formal proof was achieved by Guerra [14] (2002), that found the upper
bound, and Talagrand [26](2006), that completed the proof with the lower bound.
The proof was further simplified by Panchenko in his monograph [18]. In order to
prove both upper and lower bounds one needs to represent the Parisi functional for
the free energy in terms of Ruelle Probability Cascades (RPC). In this chapter we
will illustrate only the complete proof for the upper bound, and the main steps that
led to the lower bound, as done by D. Panchenko, in addition to the proof of the
existence of the limit ([17]).

45
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2.1 The model

Definition 2.1.1 (SK Hamiltonian). Consider a system in which interactions be-

tween couple of spins are random variables, more precisely Jij
iid∼ N (0, 1). The mean

field spin glass SK model is defined by the hamiltonian:

HSK
N (σ; J, h) = −KN(σ; J)− h

N∑
i=1

σi (2.1)

KN(σ; J) =
1√
N

N∑
i,j=1

Jijσiσj (2.2)

Similarly to the CW model, in the SK model there is a quantity that plays the
role of magnetization, called overlap defined as follows.

Definition 2.1.2. Let σ, τ ∈ ΣN be two configurations of spins. Their overlap is:

qN(σ, τ) =
1

N

N∑
i=1

σiτi (2.3)

Let us start with a lemma that will be the key to various proofs.

Lemma 2.1.1 (Integration by parts in gaussian processes). Consider a centered
gaussian family (Xi)i≤n and a function F ∈ C1(Rn) such that:

lim
|x|→∞

|F (X)|e−a|x|2 = 0 ∀ a > 0 (2.4)

then:

EX [XiF (X)] =
n∑
j=1

CijEX
[
∂F

∂Xj

(X)

]
(2.5)

where Cij = EX [XiXj].

Remark 2.1.1. If we treat the configuration of spins as a label, like i or j in the pre-
vious lemma, the set (Kσ)σ∈ΣN becomes a gaussian family, thus it will be completely
described by its covariance matrix:

Cστ = E[KσKτ ] =
1

N

N∑
i,j,k,l=1

E[JijJkl]σiσjτkτl =
1

N

N∑
i,j=1

σiσjτiτj = Nq2
N(σ, τ) (2.6)
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The disorder introduced in the Hamiltonian makes the pressure itself a random
quantity. However, thanks to the well known self-averaging property of the latter,
we can consider its quenched version, namely:

P SK
N = E log

(∑
σ∈ΣN

e−βH
SK
N (σ)

)
(2.7)

where E denotes the expectation over the disorder. In the thermodynamic limit the
details of the disorder become irrelevant and the pressure per particle will concen-
trate, as a r.v., around its expectation (see [10]).

2.1.1 Existence of the thermodynamic limit

Theorem 2.1.2 (Existence of the thermodynamic limit, SK). The quenched pressure
of the SK model is super-additive: PN+M ≥ PN + PM , hence the limit of P SK

N /N =
pSKN for N →∞ exists and:

lim
N→∞

pSKN = sup
N
pSKN (2.8)

Proof. The result is achieved through interpolation. Consider a bipartition of the
system Λ = Λ1 ] Λ2 with |Λ| = N = |Λ1| + |Λ2| = N1 + N2, where Λ is simply
{1, 2, . . . , N}. Define:

−HN(σ; t) =
√
tKΛ(σ) +

√
1− t[KΛ1(σ) +KΛ2(σ)]︸ ︷︷ ︸

Kσ(t)

+h
∑
i∈Λ

σi (2.9)

KΛs(σ) =
1√
2N

∑
i,j∈Λs

J̃ijσiσj s = 1, 2 (2.10)

WΛ(σ; β, h) = eβh
∑
i∈Λ σi (2.11)

PN(t) = E log

(∑
σ∈ΣN

WΛ(σ; β, h)eβKσ(t)

)
= E logZN(t) (2.12)

where J̃ are independent gaussian processes, and the expectation in the last line is
taken with respect to all the r.v. involved.

Now we proceed in the calculation of the first derivative of PN(t). Let us denote
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for the moment: C
(s)
στ = E[KΛs(σ)KΛs(τ)] = Nsq

2
N,s(σ, τ). then

P ′N(t) = βE

[∑
σ∈ΣN

WΛ(σ; β, h)eβKσ(t)

ZN(t)

(
KΛ(σ)

2
√
t
− KΛ1(σ) +KΛ2(σ)

2
√

1− t

)]
=

=
β2

2
EΩ

(2)
N,t

[
Cσσ − Cστ − C(1)σσ + C(1)

στ − C(2)
σσ + C(2)

στ

]
=

=
β2

2
EΩ

(2)
N,t

[
N −Nq2

N(σ, τ)−N1 +N1q
2
N,1(σ, τ)−N2 +N2q

2
N,2(σ, τ)

]
(2.13)

We have used Lemma 2.1.1 and set:

Ω
(2)
N,t[ · ] =

∑
σ,τ∈ΣN

e−βHN (σ;t)

ZN(t)

e−βHN (τ ;t)

ZN(t)
(·) (2.14)

Now, thanks to the convexity of the square:

qN(σ, τ) =
N1

N
qN,1(σ, τ) +

N2

N
qN,2(σ, τ) ⇒ q2

N(σ, τ) ≤ N1

N
q2
N,1(σ, τ) +

N2

N
q2
N,2(σ, τ)

(2.15)

The result follows immediately, after reinserting the above inequality in the first
derivitave of the interpolating pressure.

2.1.2 Normalization stability

Unfortunately, we are not able yet to compute the finite size corrections to the pres-
sure of the model, thus we cannot evaluate the effect that a change in normalization
could have on the thermodynamic limit. However, one can prove the following ”nor-
malization stability” theorem.

Theorem 2.1.3 (Normalization stability of the thermodynamic limit, SK). The SK
hamiltonian (2.1) and the following one:

− H̃SK
N (σ; J, h) = KN,c(σ; J) + h

N∑
i=1

σi (2.16)

KN,c(σ; J) =
1√
N + c

N∑
i,j=1

Jijσiσj (2.17)
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where c ∈ R, induce the same quenched pressure per particle in the thermodynamic
limit:

lim
N→∞

(pSKN − p̃SKN ) = 0 (2.18)

pSKN = E
1

N
log

∑
σ∈ΣN

e−βH
SK
N (σ) (2.19)

p̃SKN = E
1

N
log

∑
σ∈ΣN

e−βH̃
SK
N (σ) (2.20)

Proof. We follow the same steps of the previous proof. First, we build up the inter-
polating Hamiltonian and its pressure:

Hσ(t) =
−1√
N + tc

N∑
i,j=1

Jijσiσj − h
N∑
i=1

σi = −Kσ(t)− h
∑
i∈IN

σi (2.21)

Kσ(t) =
1√

N + tc

N∑
i,j=1

Jijσiσj (2.22)

P (t) = E log
∑
σ∈ΣN

e−βHσ(t)

︸ ︷︷ ︸
ZN (t)

= E log
∑
σ∈ΣN

WN(σ; β, h) exp (βKσ(t)) (2.23)

P (0) = P SK
N P (1) = P̃ SK

N (2.24)

The derivative of the interpolating interaction hamiltonian is:

dKσ(t)

dt
= − c

2(N + tc)3/2

N∑
i,j=1

Jijσiσj = − c

2(N + tc)
Kσ(t) (2.25)

Turning back to the pressure:

P ′(t) = − βc

2(N + tc)

∑
σ∈ΣN

E
[
WN(σ; β, h) exp (βKσ(t))

ZN(t)
Kσ(t)

]
(2.26)

Now we use the integration by parts (Lemma 2.1.1).

P ′(t) =
−β2c

2(N + tc)

∑
σ,τ∈ΣN

Cστ (t)E
[
e−βHσ(t)δστ

Z(t)
− e−βHσ(t)−βHτ (t)

Z2(t)

]
=

=
−β2c

2(N + tc)
EΩ

(2)
N,t [Cσσ(t)− Cστ (t)] (2.27)
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The covariance Cστ (t) has a simple explicit expression with the selected interpolating
Hamiltonian, thanks to the fact that the Jij are i.i.d., centered and with unit variance:

Cστ (t) =
1

N + tc

∑
i,j,k,l∈IN

σiσjτkτlE[JijJkl] =

=
N2

N + tc

(
1

N

∑
i∈IN

σiτi

)2

=
N2

N + tc
q2
N(σ, τ) (2.28)

Inserting it in the expression for P ′(t) we finally get:

P ′(t) =
−β2N2c

2(N + tc)2

[
1− EΩ

(2)
N,t[q

2
N(σ, τ)]

]
(2.29)

As seen in the proof for the Curie-Weiss deterministic model it is the integral of
P ′(t)/N to determine whether the difference between the two pressures vanishes in
the thermodynamic limit. Thus we focus on:∣∣∣∣ 1

N

∫ 1

0

dt P ′(t)

∣∣∣∣ ≤ β2N |c|
2

∫ 1

0

dt

(N + tc)2
=

β2N |c|
2N(N + c)

−→ 0 (2.30)

when N →∞. Hence:

p̃SKN − pSKN =
1

N

∫ 1

0

dt P ′(t) −→ 0 (2.31)

2.2 Replica symmetric solution

As already specified in the introduction to this chapter, the so called replica sym-
metric solution is only an approximation of the real pressure of the SK model in
the thermodynamic limit. This ansatz is named after the technique used to obtain
it, the replica method. We will not show it here in detail, the reader can find it
explained in [10].

However one can rigorously prove the following upper bound, which will be very
important to discuss some properties in certain regimes in the phase space (β, h) of
our system in Chapter 5.
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Theorem 2.2.1 (Replica symmetric bound). The pressure of the SK model is bounded
from above by the replica symmetric pressure. Precisely:

pSKN (β, h) ≤ pRS(β, h; q) (2.32)

pRS(β, h; q) =
β2

2
(1− q)2 + log 2 + Ez log cosh

[
β
(
h+

√
2qz
)]

(2.33)

where Ez denotes the expectation w.r.t. the standard gaussian variable z.
The consistency equation deriving from the replica symmetric pressure, optimizing

w.r.t. q, is:

q̄ = Ez tanh2
[
β
(
h+

√
2q̄z
)]

(2.34)

Proof. The key is again the interpolation technique. Consider:

H̃N(σ, J̃ ; q) = −
√

2q
N∑
i=1

J̃iσi J̃i
iid∼ N (0, 1) (2.35)

p̃N =
1

N
E log

∑
σ

WN(β, h;σ)e−βH̃N (σ) = E log 2 cosh
[
β
(
h+ z

√
2q
)]

(2.36)

Define then the interpolation hamiltonian:

−Hσ(t) =
√
tKN(σ; J) +

√
1− t

√
2q

N∑
i=1

J̃iσi + h
N∑
i=1

σi (2.37)

Let us now compare the covariances of the two gaussian families:

E[KN(σ)KN(τ)] = Nq2
N(σ, τ) (2.38)

E[H̃N(σ, J̃ ; q)H̃N(τ, J̃ ; q)] = N2qqN(σ, τ) (2.39)

Keeping that in mind, we are ready to compute the first derviative of the interpo-
lating pressure:

p′N(t) =
β

N
EωN,t

[
1

2
√
t
Kσ −

1

2
√

1− t
H̃σ

]
=

=
β2

2
EωN,t

[
1− q2

N(σ, τ)− 2q + 2qqN(σ, τ)
]

=

= −β
2

2
EωN,t[(qστ − q)2] +

β2

2
(1− q)2 ≤ β2

2
(1− q)2 (2.40)
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where we have adopted a more convenient notation as done in the previous sec-
tions and used the gaussian integration by parts. Hence, by the theorem of integral
calculus:

pSKN = p̃N +

∫ 1

0

dt p′N(t) ≤ p̃N +
β2

2
(1− q)2 (2.41)

After the insertion of p̃N it is clear that the r.h.s. is exactly the pRS functional.

The consistency equation is simply obtained deriving w.r.t. q the replica sym-
metric pressure and using integration by parts.

2.3 ROSt-cavity perspective

2.3.1 Poisson Point Processes: basic properties

We recall here only a few basic notions concerning PPP’s useful for our purposes,
for more details see [10] and [18].

Definition 2.3.1. Let E ⊆ R, (Xi)i≥1 be a sequence of points randomly thrown on
it and A an interval in E. The point process is said to be a PPP of intensity measure
µ if and only if:

• N(A) =
∑

i 1A(Xi) is ∼ Poisson(µ(A))

• A1, . . . , An disjoint ⇒ N(A1), . . . , N(An) are independent r.v.

In order to build Ruelle cascades to represent the Parisi functional, on needs to
know how to generate Poisson processes with a given intensity measure µ.

Proposition 2.3.1. Consider E ⊆ R and an intensity measure µ with µ(E) < ∞.
The process obtained sampling the number of points from Poisson(µ(E)) and then
distributing them identically and independently according to:

µ̃(dx) =
µ(dx)

µ(E)
(2.42)

is a PPP.
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Proof. Let us compute the characteristic function of the number of points in a set
A ⊆ E. Thanks to the total probability formula we get:

E
[
e−tN(A)

]
=
∞∑
n=0

E
[
e−t

∑
i 1A(Xi) |N(E) = n

]
P(N(E) = n) =

∞∑
n=0

En
[
e−t1A(Xi) |N(E) = n

]
P(N(E) = n) =

=
∞∑
n=0

[
e−tµ(A) + µ(E)− µ(A)

µ(E)

]n
µn(E)

n!
e−µ(E) = eµ(A)(e−t−1) (2.43)

which is the characteristic function of a Poisson process. The indipendence of
N(A1), . . . , N(An) if A1, . . . , An are disjoint can be proved always through the gen-
erating functionals.

PPP’s enjoy a transformation property. We will only report the statement here,
the proof is elementary and can be found in [10].

Proposition 2.3.2 (Transformation of a PPP). Let N, (Xi)i≥1 be a PPP on E with
intensity µ. Moreover, consider a map f : E −→ E ′ such that A′ bounded in E ′

⇒ f−1(A′) bounded in E. Then N ◦ f−1, f(Xi) is a PPP on E ′ with intensity
µ ◦ f−1.

For our purposes, we are interested in exponential intensity PPP i.e. with
µ(dx) = e−xdx. However µ(R) = ∞, thus one has to put a cut off at a certain
c < 0 obtaining a modified measure:

µc(dx) = e−xθ(x− c)dx ⇒ µc(R) = e−c (2.44)

µ̃c(dx) = θ(x− c)e−(x−c)dx (2.45)

then, letting c→ −∞ we recover the correct PPP over the entire real line.
Let us now write down the invariance property of an exponential intensity PPP

that, together with the transformation properties, will allow us to represent the
Parisi functional. See [10] again for a brief proof.

Theorem 2.3.3 (Invariance property of exponential intensity PPP). Let (Xi)i≥1 be
the points of a PPP with intensity µ(dx) = e−xdx and (Ui)i≥1 a sequence of i.i.d.
variables such that E[emUi ] <∞ for a fixed m ∈ (0, 1). Then:

eXi/meUi
D
= E[emUi ]1/meXi/m (2.46)
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2.3.2 Ruelle Probability Cascades (RPC)

We can generate a Ruelle cascade starting from a PPP with exponential intensity, so
that we can use the invariance property that will be crucial to reproduce the nested
nature of the Parisi ansatz.

To begin with, consider a PPP with intensity e−xdx whose points are {Xα}α∈N
and a non deacreasing sequence of real numbers 0 = m0 ≤ m1 ≤ m2 ≤ · · · ≤ mk = 1.
Through the transformation property, we can define another PPP with intensity
m1y

−m1−1dy, namely Yα1 = exp(Xα1/m1). Then for every index α1 ∈ N we generate
another independent PPP with intensitym2y

−m2−1dy. This can be done again trough
an exponential PPP Xα1α2 , Yα1α2 = exp(Xα1α2/m2). We can go on iteratively up to
the k-th step.

When this generation stops, we end up with a structure of indices similar to a
cascade or a tree, with a root conventionally set in N0 = {∅}. To each internal
vertex of these trees (excluding the leaves labeled by k natural numbers) there is an
independent PPP associated to it.

Define now the following random weights:

ξ̄α = Yα1Yα1α2 . . . Yα1...αk α = (α1, . . . , αk) (2.47)

Thanks to the already mentioned invariance property of PPPs the following lemma
holds. For a complete proof see [18].

Lemma 2.3.4. With probability one, the sum
∑

α ξ̄α <∞ and, hence, the sequence
(2.47) is well defined.

As we shall see later, this allows us to write a ROSt with random weights build
on RPC.

2.3.3 Random Overlap Structures (ROSt) and cavity func-
tional

Here we will provide the extended variational principle formulated by Aizenman,
Sims and Starr in [2] and [3]. This ”scheme” is proved to contain the Guerra in-
terpolation scheme, though non trivial arguments are needed to show it. For the
moment we will consider a hamiltonian normalized with a 1/

√
2N factor for conve-

nience. The results are still valid for (2.1).

Imagine to have a system of N spins α ∈ ΣN and to add a single spin, denoted
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by σ̂. We can rewrite the quenched pressure as a Cesaro summation:

pSKN =
1

N
E logZN =

1

N

N−1∑
n=0

E log

(
Zn+1

Zn

)
(2.48)

lim
N→∞

pSKN = lim
N→∞

E log

(
ZN+1

ZN

)
(2.49)

Hence we can focus only on the difference of the two pressures, that is nothing but
the increment after the addition of σ̂ to the system.

E log

[∑
α,σ̂ exp

(
−HSK

N+1(α, σ̂)
)∑

α exp (−HSK
N (α))

]
(2.50)

Thanks to the fact that we have an expectation over the gaussian disorder we can
replace HSK

N with the following equality in distribution:

−HSK
N (α; J) =

1√
2N

N∑
i,j=1

Jijαiαj
D
=

√
1

2

1√
N(N + 1)

N∑
i,j=1

J̃ijαiαj︸ ︷︷ ︸
K(α)

+

+
1√

2(N + 1)

N∑
i,j=1

Jijαiαj (2.51)

where J̃ij are independent gaussian centered r.v.. We split then HSK
N+1 in three parts:

−HSK
N+1(α, σ̂) =

1√
2(N + 1)

N∑
i,j=1

Jijαiαj +
1√

(N + 1)

N∑
i=1

Ji,N+1αiσ̂+

+
1√

2(N + 1)
JN+1,N+1 (2.52)

The last term is irrelevant in the thermodynamic limit. We have neglected the
magnetic field term up to now, since it is deterministic. Let us reintroduce it. We
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can recast the incremental pressure up to irrelevant terms as follows:

E log

(
ZN+1

ZN

)
= E log

∑α,σ̂ ξα exp (β(ηα + h)σ̂)∑
α ξα exp

(
β√
2
K(α)

)
 (2.53)

K(α) =
1√

N(N + 1)

N∑
i,j=1

J̃ijαiαj (2.54)

ξα = exp

(
β√

2(N + 1)

N∑
i,j=1

Jijαiαj + βh
N∑
i=1

αi

)
(2.55)

ηα =
1√
N + 1

N∑
i=1

Ji,N+1αi (2.56)

One could generalize toM spins σ introduced in the system with the same arguments,
obtaining an object similar to the cavity functional (see below). Inspired by the
previous construction, we give the following definitions. The reader will notice that
some notations will not change, in order to make some associations and identifications
easier.

Definition 2.3.2 (ROSt). Let {ξα} be random wights with law µ and {pα,α′} a
covariance matrix. The couple r = (p, ξ) is a ROSt if:

• ξα ≥ 0 and
∑

α ξα <∞ µ-a.s.;

• the matrix p is positive definite;

• pα,α = 1.

Consider now two gaussian fields, fully characterized by their covariances:

E[ηj,αηj′α′ ] = δjj′pαα′ (2.57)

E[KαK
′
α] = p2

αα′ (2.58)

Remark 2.3.1. Notiche that the fields defined in (2.54) and (2.56) have the following
covariances:

E[ηαηα′ ] =
N

N + 1
p̄αα′ p̄αα′ =

1

N

N∑
i=1

αiα
′
i (2.59)

E[K(α)K(α′)] =
N

N + 1
p̄2
αα′ (2.60)
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It is easy to see that in the thermodynamic limit, with an appropriate identification,
these two fields coincide with those defined to introduce the cavity functional (2.57),
(2.58).

Definition 2.3.3 (Cavity functional). Let r = (ξ, p) be a ROSt and consider a
system of M spins, σ ∈ ΣM , added to the original system with N spins, α ∈ ΣN .
The cavity functional is:

Gr,M(β, h) =
1

M
E log


∑

α,σ ξα exp
(
β
(∑M

j=1 ηj,α + h
)
σj

)
∑

α ξα exp
(
β
√

M
2
K(α)

)
 (2.61)

where ηj,α and Kα have been defined in (2.57) and (2.58) respectively.

Now we proceed with the proof of the following important proposition that will
provide the upper bound for the pressure of the SK model.

Proposition 2.3.5. ∀M ∈ N and for any ROSt r we have:

pSKM (β, h) ≤ Gr,M(β, h) (2.62)

Proof. Let us write the l.h.s. more explicitly.

pSKM (β, h) =
1

M
E log

[∑
σ

exp

(
β

(
1√
2M

M∑
i,j=1

Jijσiσj + h
M∑
j=1

σj

))]
=

=
1

M
E log

[∑
σ

exp

(
β√
2M

M∑
i,j=1

Jijσiσj

)
WM(β, h;σ)

]
(2.63)

where WM is a deterministic wight. The statement can thus be recast in the following
form:

E log


∑
ασ

ξα exp

β
Aσ,α︷ ︸︸ ︷(

1√
2M

M∑
i,j=1

Jijσiσj −
√
M

2
K(α)

)WM(β, h;σ)

 ≤

≤ E log


∑
α,σ

ξα exp

β
M∑
j=1

ηj,ασj︸ ︷︷ ︸
Bσα

WM(β, h;σ)

 (2.64)
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The two disorders A and B are manifestly independent and characterized by the
following covariances:

E[AσαAσ′α′ ] =
M

2
q2
M(σ, σ′) +

M

2
p2
αα′ (2.65)

E[BσαBσ′α′ ] = MqM(σ, σ′)pαα′ (2.66)

E[AσαAσα] = E[BσαBσα] (2.67)

E[AσαAσ′α′ ] ≥ E[BσαBσ′α′ ] (2.68)

The last inequality is due to the convexity of the square. The result now follows
from the Comparison of Gaussian Families Theorem in [10] (Theorem 3.46).

Let us now see if we manage to find also a lower bound in terms of the cavity
functional

Lemma 2.3.6. Let QN be a sequence of real numbers.The following limiting inequal-
ity holds:

lim inf
N→∞

QN

N
≥ lim inf

N→∞

QN+M −QN

M
(2.69)

Proof. Consider three positive integers n,M,N .

QnM+N −QN

nM +N
=

∑n−1
j=0 (Q(j+1)M+N −QjM+N)

nM +N
≥ n infk≥N(Qk+M −Qk)

nM +N
(2.70)

It suffices to take the lim infn→∞ of both sides and then the supN of the r.h.s. to
optimize, and te result is proved.

Theorem 2.3.7 (Aizenman-Sims-Starr extended variational principle). The pres-
sure of the SK model in the thermodynamic limit is:

pSK(β, h) = lim
M→∞

inf
r
Gr,M(β, h) (2.71)

Proof. Optimizing with respect to the possible ROSts r in Proposition 2.3.5 and
then sending M →∞ we immediately have the upper bound.

The lower bound is obtained by means of Lemma 2.3.6. We just need to exhibit
a ROSt r such that:

lim inf
N→∞

PN+M − PN
M

= Gr,M(β, h) (2.72)
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This can be done by slightly modifying the definitions (2.54) and (2.56). In fact,
as already said, if we imagine to add M spins σi, instead of one, we would get the
following fields and weights:

KM(α) =
1√

N(N +M)

N∑
i,j=1

Jijαiαj (2.73)

ηj,α =
1√

N +M

N∑
i=1

Jijαi (2.74)

ξα = exp

(
β√

2(N +M)

N∑
i,j=1

Jijαiαj + βh

N∑
i=1

αi

)
(2.75)

with covariances:

E[ηj,αηj′,α′ ] =
N

N +M
δjj′ p̄αα′ p̄αα′ =

1

N

N∑
i=1

αiα
′
i (2.76)

E[KM(α)KM(α′)] =
N

N +M
p̄2
αα′ (2.77)

It is easy to see that in the lim infN→∞ the previous covariances reproduce those
of a cavity functional fields. An extra field would appear in the argument of the
exponential, i.e.:

U(σ) =
1√

2(N +M)

M∑
i,j=1

Jijσiσj (2.78)

that is irrelevant if we perform before the limit in N .
Finally, to sum up, we have proved that:

lim
N→∞

pSKN ≥ lim inf
N→∞

pSKN ≥ inf
r
Gr,M (2.79)

Then, sending M →∞ we get the result.

2.4 Replica symmetry breaking solution

In order to introduce the Parisi formula, one needs a certain number of definitions.
To begin with let us introduce two non decreasing sequences:

0 = m0 ≤ m1 ≤ · · · ≤ mk ≤ mk+1 = 1 (2.80)

0 = q0 ≤ q1 ≤ · · · ≤ qk−1 ≤ qk = 1 (2.81)
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where k is a positive integer.
We can associate a cumulative probability x(q) of a discrete variable to the triple

(k,m,q), that will play the role of our order parameter as follows:

x(q) =
k∑
l=0

(ml+1 −ml)θ(q − ql) (2.82)

where the Heaviside step function is taken to be continuous from the right.
Let us now introduce the recursive definition:

Zml
l−1 = El (Zml

l ) El[·] =

∫
R

dηl√
2π
e−η

2
l /2(·) (2.83)

Zk = cosh

[
β

(
h+

k∑
l=1

ηl
√
q − ql−1

)]
ηl

iid∼ N (0, 1) (2.84)

The Replica Symmetry Breaking (RSB) ansatz is defined as follows.

Definition 2.4.1 (Parisi Functional). Given the triple k,m,q as before, the Parisi
functional is:

P(x; β, h) = log 2 + logZ0 −
β2

2

∫ 1

0

qx(q) dq (2.85)

We are finally ready to write the main statement, rigorously proved by Guerra
(2003) and Talagrand (2006).

Theorem 2.4.1 (Pressure particle of the SK model). The pressure of the SK model
in the thermodynamic limit is given by the infimum over all the possible choices of
the triples k,q,m of the Parisi functional, i.e.:

pSK(β, h) = inf
x(q)
P(x(q); β, h) (2.86)

Remark 2.4.1. Notice that the infimum could actually be taken over the possible
non decreasing functions x(q) : [0, 1] −→ [0, 1], as proved by Guerra in [14] by a
continuity argument. Thanks to this fact, and for convenience, it will be sufficient
to deal with discrete distributions ([26]).

2.4.1 Representation of the Parisi functional via RPC

Let us begin with the following definition, that will turn out to be very useful in the
proof of the theorem below.
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Definition 2.4.2 (Ultrametric structure of an overlap kernel). The overlap kernel
p̄αα′ is said to be ultrametric if:

p̄αα′


q0 if α1 6= α′1
q1 if α1 = α′1 and α2 6= α′2
...

qk = 1 if αi = α′i ∀ i = 1, . . . , k

(2.87)

where (ql)l≤k is a non decreasing sequence.

Theorem 2.4.2. Consider a ROSt r̄ = (ξ̄, p̄) where ξ̄α are realized in terms of ran-
dom weights as in (2.47) and p̄αα′ has an ultrametric structure with q as parameters.
Then:

Gr̄,M(β, h) = P(x(q); β, h) (2.88)

Proof. First we need to define some fields that will enter the cavity functional with
the correct covariances. It is really easy to check that the following gaussian r.v.:

η̄j,α =
√
q1 − q0Jj,α1 +

√
q2 − q1Jj,α1α2 + · · ·+

√
qk − qk−1Jj,α1...αk j = 1, . . . ,M

(2.89)

K̄α =
√
q2

1 − q2
0J̃α1 + · · ·+

√
q2
k − q2

k−1J̃α1...αk (2.90)

where the J ’s and J̃ ’s are
iid∼ N (0, 1), are still gaussian r.v.. In addition to that, they

satisfy (2.57) and (2.58).
Now, recalling the invariance property (2.46), and applying it for k steps, we can

write:

1

M
E log

[∑
σ,α

ξ̄α exp

(
β

M∑
j=1

(η̄j,α + h)σj

)]
=

=
1

M
E log

[∑
σ,α

ξ̄α

M∏
j=1

elog 2 coshβ(
√
q1−q0Jj,α1

+···+√qk−qk−1Jj,α1...αk
+h)

]
=

=
1

M
E log

[∑
σ,α

ξ̄α

M∏
j=1

E1/mk
k

(
emk log 2 coshβ(

√
q1−q0Jj,α1

+···+√qk−qk−1ηk+h)
)]

=

= · · · = log 2 + logZ0 + E log
∑
α

ξ̄α (2.91)
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The same trick can be used for the denominator of the cavity functional,:

1

M
E log

[∑
α

ξ̄α exp

(
β

√
M

2
K̄α

)]
=

=
1

M
E log

[∑
α

ξ̄αe
β
√

M
2

(√
q2
1−q2

0 J̃α1+···+
√
q2
k−q

2
k−1J̃α1...αk

)]
=

=
1

M
E log

[∑
α

ξ̄αE1/mk
k e

mkβ
√

M
2

(√
q2
1−q2

0 J̃α1+···+
√
q2
k−q

2
k−1ηk

)]
(2.92)

Thanks to Hubbard-Stratonovič transform, i.e. the computation of the generating
function of a gaussian process, one immediately gets:

1

M
E log

[∑
α

ξ̄α exp

(
β

√
M

2
K̄α

)]
= E log

∑
α

ξ̄α +
β2

4

k∑
l=1

ml(q
2
l − q2

l−1) =

= E log
∑
α

ξ̄α +
β2

2

∫ 1

0

dq x(q)q (2.93)

with a piecwise constant x(q) as described in the definition of the Parisi functional.

Corollary 2.4.3 (Upper bound for the SK pressure).

pSKN (β, h) ≤ P(x(q); β, h) (2.94)

Proof. It follows immediately from the previous theorem and from Proposition 2.3.5.

2.4.2 Lower bound of the SK model pressure

We have clearly seen that Ruelle cascades play a central role in the SK model. In
particular, up to now, we have only tackled the problem of the upper bound, with
positive results, through a representation of the Parisi functional and the Aizenmann-
Sims-Starr scheme. However, the lower bound is much more tricky and requires
a deeper understanding of the links between ultrametricity, the Ghirlanda-Guerra
identities (briefly discussed below) and the invariance properties of RPCs. This is
why in this subsection we omit the details of the proof (contained in [18] or [26]),
reporting only the main steps that will bring us to the lower bound.



2.4. REPLICA SYMMETRY BREAKING SOLUTION 63

RPCs and Ghirlanda Guerra identities For the sake of brevity we will intro-
duce the notations:

να =
ξ̄α∑
α′ ξ̄α′

; 〈·〉 =

∑
α ξ̄α(·)∑
α′ ξ̄α′

=
∑
α

να(·) (2.95)

with ξ̄α as previously defined. Notice that 〈·〉 is a random measure, with respect
to which functions of the overlaps may be averaged. For the precise meaning of it
see [18] (eqs. (2.61), (2.70)). In his monograph, D. Panchenko proves the following
result (see Lemma 2.5 and Theorem 2.10 again in [18]):

Theorem 2.4.4 (Ghirlanda-Guerra identities, RPC). Let f be a function of the
overlaps qll′ = σl · σl′ where σl, σl

′
are i.i.d. sampled according to 〈·〉, and n ≥ 1

an integer. Then, for any function ψ : R −→ R the following Ghirlanda-Guerra
identities hold:

E〈fψ(q1,n+1)〉 − 1

n
E〈f〉E〈ψ(q12)〉 − 1

n

n∑
l=2

E〈fψ(q1l)〉 = 0 (2.96)

Furthermore, from preliminary results leading to the previous theorem, it emerges
that:

E〈ψ(q12)〉 =
k∑
l=0

ψ(ql)(ml+1 −ml) (2.97)

This remarkable result allows us to identify the distribution of the overlaps q12 in
this peculiar measure E〈·〉, which is nothing but (2.82).

Pay attention to the fact that we are not yet dealing with the measure induced by
the SK model hamiltonian, but the previous Ghirlanda-Guerra identities will provide
the missing link.

Mixed p-spins models and Ghirlanda Guerra identities In order to have
results that hold for polinomials in the overlaps, we will work mixed p-spins models,
defined by the hamiltonian:

HN(σ) =
∑
p≥1

βp
1

N (p−1)/2

N∑
i1,...,ip=1

Ji1...ipσi1 . . . σip︸ ︷︷ ︸
HN,p

Ji1...ip
iid∼ N (0, 1) (2.98)
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Obvisouly, the covariance will contain polinomials of the overlaps. The idea used
by Panchenko to force the Gibbs measure to fulfill the very same Ghirlanda-Guerra
identities, is to add a perturbing hamiltonian that does not affect the thermodynamic
limit. However, the derivative of the pressure will be sensible to it, thus there’s
hope that the identities can be properly adjusted for our purposes. The perturbing
hamiltonian is:

g(σ) =
∑
p≥1

xp

2p
1

Np/2

N∑
i1,...,ip=1

Ji1...ipσi1 . . . σip︸ ︷︷ ︸
qp

(2.99)

which is surely of a smaller order of N w.r.t. HN . xp ∈ [1, 2] are some parameters,
that will be treated as uniformly distributed r.v.. This term is added to the mixed p-
spins Hamiltonian together with a sequence: HN(σ)+sNg(σ). The latter approaches
0 when N → ∞ in an appropriate way, we will not write it explicitly here. The
following theorem holds:

Theorem 2.4.5 (Ghirlanda-Guerra identities, mixed p-spins). If sN satisfies condi-
tion (3.26) in [18] then:

lim
N→∞

Ex

[
E〈fqp1,n+1〉 −

1

n
E〈f〉E〈qp12〉 −

1

n

n∑
l=2

E〈fqp1l〉

]
= 0 (2.100)

for any n ≥ 2 (number of replicas), p ≥ 1 and for any function f of the overlaps.

This reminds us of the Ghirlanda-Guerra identities in [10]. The statement is
basically the same as the one in Theorem 2.4.4, with ψ(q) = qp. As a consequence
of it we can choose a deterministic sequence xp,N such that the identity still holds,
getting rid of the average.

Ghirlanda-Guerra identities and generic measures With the following theo-
rem (Theorem 2.13 and Theorem 2.14 in [18]) a strong bond between the two previous
paragraphs is established:

Theorem 2.4.6. Assume that (2.96) holds with a generic measure E〈·〉. Then, the
distribution of the overlap matrix is uniquely determined by the distribution of q12.
Moreover, the overlap matrix is ultrametric.

Therefore, as discussed later, when the distribution of q12 is discrete, it can be
generated by means of Ruelle cascades, with the appropriate choice of parameters q
and m.
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The lower bound If we follow the same steps used in the definition of the cav-
ity functional, for the perturbed hamiltonian HN(σ) + sNg(σ) we would get an
Aizenmann-Sims-Starr representation of the type:

AN(x) = E log
Z ′N+1

Z ′N
= E log 2

〈
cosh η(σ)

〉′
− E log

〈
coshK(σ)

〉′
+ o(1) (2.101)

where η(σ) and K(σ) are two gaussian processes with the appropriate covariances.
The brackets denote the expectation with respect to the Gibbs measure induced by
H ′N + sNg with:

H ′Np(σ) =
1

(N + 1)(p−1)/2

N∑
i1,...,ip=1

Ji1...ipσi1 . . . σip (2.102)

H ′N(σ) =
∑
p≥1

βpH
′
Np(σ) (2.103)

Thanks to Lemma 2.3.6 (M = 1) we can state that:

lim inf
N→∞

pN ≥ lim inf
N→∞

AN(x) ⇒ lim inf
N→∞

pN ≥ lim inf
N→∞

ExAN(x) (2.104)

It turns out that even for the measure E〈·〉′ the identity (2.100) holds. Now we can
replace x by xN , eliminating the average.

It can be proved that, if qN(σl, σl
′
) are the overlaps for finite N and they converge

in distribution under E〈·〉′ to an array qll′ , there exists a measure 〈·〉 such that the
identities (2.100) containing the limiting matrix qll′ are satisfied ∀p and n ≥ 2. This
implies also the validity of (2.96). Hence, thanks to Theorem 2.4.6, asymptotically
speaking, they can be approximated in distribution with the appropriate RPC.

Let xn(q) be an order parameter converging to x(q), the distribution of the lim-
iting overlaps q. For each n there will be a corresponding Ruelle cascade determined
by xn(q) itself. Let us denote it by 〈·〉n Then, (Theorem 2.17 in [18]) we can state
that the overlap matrices qn computed with samples taken w.r.t. 〈·〉n converge in
distribution to the limiting matrix q. We recall that for each xn(q) we have a set
of parameters that identify both a Ruelle cascade and a Parisi functional. For the
moment, we denote the representation of the Parisi functional realized in terms of
the Ruelle cascade, with parameters determined by xn(q), by P(xn(q)) (see Theorem
2.4.2 above). If Nk is a subsequence that realizes the lim infN→∞A(xN), then the
proof is completed with the following lemma:

Lemma 2.4.7. (eq. (3.84) [18])

lim inf
N→∞

A(xN) = lim
k→∞

A(xNk) = lim
n→∞

P(xn(q)) ≥ inf
x
P(x) (2.105)





Chapter 3

Deterministic multi-species models

In this chapter we deal with deterministic multi-species models. A first instance of
these models, with only two populations was introduced by Contucci and Gallo in
[13], then also studied in [12] and [6].

We begin with a multi-layer deterministic Curie-Weiss model that is again an
example of a multi-species model with a specific choice of the structure of the in-
teractions. This model turns out to have a behaviour similar to that of an anti-
ferromagnetic model. This is why Lemma 1.4.8 can be useful even in this case,
in fact it provides the lower bound needed to find the pressure per particle in the
thermodynamic limit.

After that, we introduce a more general theory in which the structure of the
reduced interaction matrix between the various species is not specified. The only
hypothesis needed are the positivity or negativity of the previously mentioned matrix.
We proceed with the proof of the existence of the limit in these two cases, then we
find it explicitly.

Finally, we conclude with the computation of the finite size corrections with the
large deviations method already employed before, for a positive definite reduced
interaction matrix. The modification induced by a change in the normalization of
the interaction term are also found.

3.1 The multi-layer Curie-Weiss model

Consider a spin system ofN particles divided inK layers L1, . . . , LK of sizesN1, . . . , NK

respectively, such that
∑K

p=1Np = N . The spins in the layer Lp interact with all the
spins in the layers Lp−1, Lp+1 and only with them. We assume that the relative sizes
of the layers are fixed to Np/N = αp ∈ (0, 1) for every p = 1, . . . , K as N goes to

67
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infinity.

Lp−1 Lp Lp+1Jp−1,p Jp,p+1

Figure 3.1: Scheme of the interactions between some layers.

The hamiltonian of the model is defined as follows:

Definition 3.1.1 (Multi-layer CW hamiltonian). Given a set of couplings Jp,p+1 > 0
and of magnetic fields hp ≥ 0, with p = 1, . . . , K, the hamiltonian of the multi-layer
CW model is:

Hml
N (σ; J, h) = − 1

N

K−1∑
p=1

Jp,p+1

∑
(i.j)∈Lp×Lp+1

σiσj −
K∑
p=1

hp
∑
i∈Lp

σi (3.1)

Remark 3.1.1. By adopting the following notation:

mp =
1

Np

∑
i∈Lp

σi (3.2)

J ′p,p+1 = αpJp,p+1αp+1 (3.3)

the hamiltonian can be written in a simpler form:

Hml
N (σ; J, h) = −N

K−1∑
p=1

J ′p,p+1mpmp+1 −N
K∑
p=1

αphpmp (3.4)
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Since the interaction matrix between the magnetizations has only non negative
entries, Perron-Frobenius theorem guarantees that the dominant eigenvalue is strictly
positive. However, the only non zero elements are off-diagonal, thus the model may
still have a sort of antiferromagnetic behaviour. This fact leads us to think that we
can find a lower bound by means of the convexity of an appropriate interpolating
pressure, as already shown in the case of the anti-ferromagnetic CW model. Actually
this is exactly the strategy used in the following theorem.

Theorem 3.1.1. Let r1, . . . , rK−1 be a collection of positive numbers, and:

J̃p(r) =
αp−1

rp−1

Jp−1,p + rpJp,p+1αp+1 (3.5)

with J0,1 = JK,K+1 = 0. Then, the pressure of the ferromagnetic multi-layer CW
model in the thermodynamic limit is:

pml(J, h) = lim
N→∞

1

N
log

∑
σ∈ΣN

e−H
ml
N = inf

r1,...,rK−1

K∑
p=1

αpp
CW (J̃p(r), hp) (3.6)

Proof. For the sake of clarity we divide the proof in two parts.

Part 1: Upper bound The upper bound can be easily found exploiting the
positivity of the square:(

√
rpmp −

mp+1√
rp

)
≥ 0 ⇒ mpmp+1 ≤

1

2

(
rpm

2
p +

m2
p+1

rp

)
(3.7)

where we have introduced a set of positive numbers r1, . . . , rK−1. In this way we get
immediately:

K−1∑
p=1

J ′p,p+1mpmp+1 ≤
K−1∑
p=1

J ′p,p+1

2

(
rpm

2
p +

m2
p+1

rp

)
=

K∑
p=1

αp
J̃p(r)

2
m2
p (3.8)

To prove the last equality it is sufficient to shift the sum variable p and use the
definitions of J̃p(r) and J ′p,p+1. Finally:

pmlN =
1

N
log

∑
σ∈ΣN

exp

[
N

K−1∑
p=1

J ′p,p+1mpmp+1 +N
K∑
p=1

αphpmp

]
≤

≤ 1

N
log

∑
σ∈ΣN

exp

[
K∑
p=1

Np
J̃p(r)

2
m2
p +

K∑
p=1

Nphpmp

]
=

K∑
p=1

αpp
CW
N (J̃p(r), hp) (3.9)
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Notice that the inequality is not uniform in N . On the contrary, as we shall see
later, the lower bound is independent of N . After taking the lim sup and optimizing
in the parameters r we get:

lim sup
N→∞

pmlN ≤ inf
r1,...,rK−1

K∑
p=1

αpp
CW (J̃p(r), hp) (3.10)

Part 2: Lower Bound In order to find a lower bound we use the interpolation
technique, as suggested before. Let us define:

Hfree
N = −

K∑
p=1

Npmp(J̃(r)pxp + hp) (3.11)

HN(t) = Hml
N t+Hfree

N (1− t) (3.12)

pN(t) =
1

N
log

∑
σ∈ΣN

e−HN (t) (3.13)

pN(0) =
K∑
p=1

αp log 2 cosh(J̃(r)pxp + hp) (3.14)

pN(1) = pmlN (3.15)

Now, a simple application of the fundamental theorem of the integral calculus yields:

pmlN = pN(0) +

∫ 1

0

dt
dpN(t)

dt
=

K∑
p=1

αp log 2 cosh(J̃(r)pxp + hp)− (3.16)

− 1

N

∫ 1

0

ωN,t

[
dHN(t)

dt

]
dt (3.17)

Let us focus on the expectation in the integral:

− 1

N
ωN,t

[
dHN(t)

dt

]
= ωN,t

[
−hCWN + hfreeN

]
=

−
K∑
p=1

αpJ̃p(r)xpωN,t(mp) +
K−1∑
p=1

J ′p,p+1ωN,t(mpmp+1) =

=
K−1∑
p=1

J ′p,p+1

[
ωN,t(mpmp+1)− xp+1

rp
ωN,t(mp+1)− xprpωN,t(mp)

]
(3.18)
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The last equality follows again from the definitions of J and J̃ .
Now we choose the free parameters according to the following prescriptions:

x̄p = tanh(J̃p(r)x̄p + hp) (3.19)

x̄2
p =

x̄2
p+1

r̄2
p

(3.20)

and apply Lemma 1.4.8:

− 1

N
ωN,t

[
dHN(t)

dt

]
≥

K−1∑
p=1

J ′p,p+1

[
x̄px̄p+1 −

x̄2
p+1

r̄p
− x̄2

pr̄p

]
= −

K−1∑
p=1

J ′p,p+1

x̄2
p+1

r̄p
=

= −
K∑
p=1

J ′p,p+1

2

(
x̄2
p+1

r̄p
+ x̄2

pr̄p

)
= −

K−1∑
p=1

αp
2

(
αp−1

r̄p−1

Jp−1,p + r̄pJp,p+1αp+1

)
x̄2
p =

= −
K∑
p=1

αp
J̃p(r̄)

2
x̄2
p (3.21)

Finally:

pmlN ≥
K∑
p=1

αp

(
log 2 cosh(J̃(r̄)px̄p + hp)−

J̃p(r̄)x̄
2
p

2

)
=

K∑
p=1

αpp
CW (J̃p(r̄), hp) (3.22)

It turns out that the choice of rp = r̄p realizes the infimum of the previous expression,
i.e.:

ψ(r) =
K∑
p=1

αpp
CW (J̃p(r), hp) (3.23)

∂ψ

∂rp
(r̄) = 0 (3.24)

In fact, an explicit computation of the derivative yields:

∂ψ

∂rp
(r̄) =

K∑
q=1

αq
∂

∂rp

∣∣∣∣
r=r̄

pCW (J̃q(r), hq) =
1

2
J ′p,p+1

(
x̄2
p −

x̄2
p+1

r̄2
p

)
(3.25)

r̄ exists because ψ is a convex function on (0,∞)K−1, indeed the pressure pCW (J, h)
is convex and non-decreasing with respect to J and each coupling J̃p(r) is convex
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with respect to r. Moreover, each r̄p is finite and non-zero, indeed ψ(r) diverges both
for rp → 0 and rp →∞.

The lower bound can be written in this form:

pmlN ≥ inf
r1,...,rK−1

K∑
p=1

αpp
CW (J̃p(r), hp) (3.26)

Notice that, as said before, it is uniform in N . This completes the proof.

3.2 Multi-species models

The systems discussed above are only a particular instance of multi-species models.
In these type of models the population of spins is divided in, say, K subsets. These
subsets are commonly called species, and we will denote them with Sp, where p labels
the species. A spin of the p-th species interacts with coupling Jp,l with another spin of
the l-th species. We implicitly include interactions among spins of the same species,
i.e. when p = l. We can conclude that the symmetric coupling matrix Jij can be
divided in blocks whose dimension is related to the dimension of the species.

Jij =


J11 J12 · · · J1K

J21
. . . . . .

...
...

. . . . . .
...

JK1 · · · · · · JKK

 with i, j = 1, . . . , N (3.27)

For our applications we will consider only positive diagonal elements or a definite
reduced interaction matrix (as specified later). Furthermore, each species has its
own local external magnetic field hp, that is constant inside the species itself. At
this point, we can formally rearrange magnetic fields in a vector:

hi =

h1
...
hK

 ≡ h (3.28)

It is also convenient to define the following local magnetizations and to arrange them
in a vector too:

mp =
1

|Sp|
∑
i∈Sp

σi and m =

m1
...
mK

 (3.29)
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Finally the ratio between the size |Sp| of the species, and the total number of spins
N , which will be denoted by αp, is fixed. Hence, the thermodynamic limit will be
performed maintaining those ratios. We are now ready for a formal definition.

Sp

Sl Sr

Jpl

Jlr

Jpr

Figure 3.2: Scheme of the interactions with three species.

Definition 3.2.1. The hamiltonian of a K-species Curie-Weiss model is:

Hms
N (σ) = − 1

2N

N∑
i,j=1

Jijσiσj −
N∑
i=1

hiσi = −N
2

K∑
p,l=1

αpJplαlmpml −N
K∑
p=1

αphpmp

(3.30)

Remark 3.2.1. With little effort the hamiltonian can be rewritten with matrices and
vectors. This allows us to get rid of indices for a great part of our work.

HN(σ) = −N
2
〈m,∆m〉 −N〈h̃,m〉 (3.31)

where:

∆pl = αpJplαl and h̃p = αphp (3.32)
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Remark 3.2.2. In the multi-layer case the interaction matrix is of this form:

0 J12 0 · · · · · · 0

J21 0 J23
. . . . . .

...

0 J32 0 J43
. . .

...
...

. . . J34
. . . . . .

...
...

. . . . . . . . . . . .
...

0 · · · · · · · · · · · · 0


(3.33)

Only the elements immediately above and below the diagonal are non-zero.

3.2.1 Existence of the thermodynamic limit

The strategy to prove the existence of the thermodynamic limit is the very same
used for the Curie-Weiss model. There are actually several methods, here we choose
again the interpolation technique. It allows us to prove sub-additivity of the pressure.
However, we still need to prove the boundedness of the pressure, in order to ensure
that the limit is finite.

Lemma 3.2.1. The sequence pmsN = Pms
N /N is bounded. More precisely:

log 2 +
infi=1,...,N Jii

2
≤ Pms

N

N
≤ log 2 +

K‖∆‖
2

+ ‖h̃‖
√
K (3.34)

Proof. A repeated use of Schwarz’s inequality, together with the definition of the
norm of matrix ∆ yields:

Pms
N = log

∑
σ∈ΣN

exp

(
N

2
〈m,∆m〉+N〈h̃,m〉

)
≤

≤ log
∑
σ∈ΣN

exp

(
N

2
‖m‖2‖∆‖+N‖h̃‖‖m‖

)
≤

≤ log
∑
σ∈ΣN

exp

(
N

2
K‖∆‖+N‖h̃‖

√
K

)
= N

(
log 2 +

K

2
‖∆‖+ ‖h̃‖

√
K

)
(3.35)
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Jensen’s inequality immediately gives us the lower bound:

Pms
N = log 2Nω0

[
exp

(
1

2N

N∑
i,j=1

Jijσiσj +
N∑
i=1

hiσi

)]
≥

≥ log 2N exp

(
1

2N

N∑
i,j=1

Jijω0 (σiσj)
N∑
i=1

+hiω0(σi)

)
= N

(
log 2 +

∑
i Jii

2N

)
(3.36)

It is now sufficient to take the infimum with respect to the index i in the last sum.
Dividing Pms

N and both bounds by N the result is achieved.

Remark 3.2.3. Now the idea is to interpolate our system with two others K-species
systems. We need to pay attention to the fact that the ratios α’s are fixed both for the
original N particles system and for the new M1 and M2 particles systems, because,
intuitively speaking, the interpolated systems must have the same characteristics,
except for the number of particles. With this observation we are ready to prove the
following theorem.

Theorem 3.2.2. The sequence pmsN of the pressure per particle converges to its infN ,
in the thermodynamic limit and the limit is finite:

lim
N→∞

Pms
N

N
= lim

N→∞
pmsN = inf

N
pmsN (3.37)

Proof. Taking into account the prescriptions listed in the previous remark, let us
define the following interpolating hamiltonian and pressure:

HN(t) = tHms
N + (1− t)[HM1 +HM2 ] with M1 +M2 = N (3.38)

PN(t) = log
∑
σ∈ΣN

exp (−HN(t)) = log
∑
σ∈ΣN

exp (−tHms
N − (1− t)(HM1 +HM2))

(3.39)

PN(0) = PM1 + PM2 (3.40)

PN(1) = Pms
N (3.41)

Observe that, for t = 1, the spins inside the same species enjoy a permutation sym-
metry. They can be considered as indistinguishable when computing expectations
and so on. Furthermore, the interpolating pressure is evidently convex in t.
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Now we compute the first derivative of the interpolating pressure:

P ′N(t) = ωN,t
[
Hms
M1

+Hms
M2
−Hms

N

]
= ωN,t

[
−M1

2

K∑
p,l=1

αpJplαlm
(1)
p m

(1)
l −

−M2

2

K∑
p,l=1

αpJplαlm
(2)
p m

(2)
l +

N

2

K∑
p,l=1

αpJplαlmpml

]
≤ P ′N(1) (3.42)

The last inequality is obtained thanks to the convexity of the pressure. The notation
m

(1)
p has been employed to specify that the local magnetization has been computed

only with the spins of the first partition. The same holds for the second partition.
Now we separate the sum over the species in diagonal and off-diagonal terms. The
diagonal terms are:

1

2

K∑
p=1

Jppα
2
pωN,1

[
−M1m

(1) 2
p −M2m

(2) 2
p +Nm2

p

]
(3.43)

Thanks to the positivity of the diagonal interaction matrix elements, the convexity
of the square and:

Nmp = M1m
(1)
p +M2m

(2)
p (3.44)

we can safely state that they are negative.
As far as the off-diagonal terms are concerned, it can be proved that they cancel

each other, thanks to the permutation symmetry inside the species:

1

2

∑
p 6=l

Jpl

− 1

M1

∑
(i,j)∈S(1)

p ×S
(1)
l

ωN,1(σiσj)−
1

M2

∑
(i,j)∈S(2)

p ×S
(2)
l

ωN,1(σiσj)+

1

N

∑
(i,j)∈Sp×Sl

ωN,1(σiσj)

 =
1

2

∑
p 6=l

Jpl [−M1 αp αl ωN,1(σ1,pσ1,l)−

−M2 αp αl ωN,1(σ1,pσ1,l) +Nαp αl ωN,1(σ1,pσ1,l)] = 0 (3.45)

Again with the notation S
(1)
p we mean the set of spins of the p-th species in the first

partition. Hence, we have proved that:

P ′N(t) ≤ P ′N(1) ≤ 0 ⇒ PN(1) ≤ PN(0) (3.46)
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i.e. the pressure is sub-additive. Finally, Fekete’s Lemma 1.1.1 implies the existence
of the limit and the boundedness of the pressure per particle guarantees the finiteness
of it.

A similar result can be proved exploiting the positivity, or negativity of the
reduced interaction matrix ∆. For the rest of this chapter we will focus on these
cases.

Proposition 3.2.3. Consider the hamiltonian (3.31). If the reduced itneraction
matrix ∆ is (positive or negative) definite, the thermodynamic limit of the pressure
exists.

Proof. Let us examine the derivative of the interpolating pressure in (3.42), with par-
ticular attention to the square bracket. Assume the same definitions and notations
in the proof of Theorem 3.2.2. We can rewrite P ′N(t) using ∆:

P ′N(t) =
N

2
ωN,t

[
−M1

N
〈m(1),∆m(1)〉 − M2

N
〈m(2),∆m(2)〉+ 〈m,∆m〉

]
(3.47)

If ∆ > 0 the quadratic forms above are convex in the set of local magnetizations.
Thanks to the fact that the relative ratios of the species sizes are kept fixed, (3.44)
holds again. This yields P ′N(t) ≤ 0.

On the contrary if ∆ < 0 the very same quadratic forms are concave. This only
reverts the previous inequality, P ′N(t), but Fekete’s Lemma 1.1.1 and the boundedness
of PN still imply the result.

Remark 3.2.4. In our analysis we always dealt with ∆ instead of the original J
coupling matrix, where ∆pl = Jplαpαl. The results obtained up to now do not
change if we deal with J. In fact, in this case, the ratios αp can be arranged in
a matrix α̂ = diag(α1, . . . , αK) and the scalar products that always appear in the
quadratic forms become:

〈m,∆m〉 = 〈α̂m, J(α̂m)〉 (3.48)

whose sign is established by the sign of J, this time.

3.2.2 Solution of the model

The following lemmas will be useful to find the thermodynamic limit. The idea is to
obtain one or both bounds through an appropriate interpolating hamiltonian. As we
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have already shown for multi-layer systems, the original hamiltonian is interpolated
with a completely separable hamiltonian, related to a free system whose magnetic
field is accurately chosen.

The variational expression obtained in the calculations, contrary to what happens
for one species systems, is not so simple to deal with, because the equilibrium values
of the parameters of the expression turn out to be dependent on each other.

Lemma 3.2.4. The pressure per particle induced by the hamiltonian (3.31) can be
written with the following sum rule:

pmsN (∆,h) =
K∑
p=1

αp log

[
2 cosh

(
K∑
l=1

Jplαlxl + hp

)]
− 1

2
〈x,∆x〉+RN(∆; x) (3.49)

RN(∆; x) =
1

2

∫ 1

0

dt ωN,t [〈m− x,∆(m− x)〉] (3.50)

Proof. Let us define the hamiltonian:

Hfree
N (σ; ∆,h,x) = −N〈∆x + h̃,m〉 (3.51)

which clearly describes a free system. Now the interpolating hamiltonian that yields
the result is:

HN(t) = tHms
N + (1− t)Hfree

N (3.52)

(3.53)

Its pressure pN(t) is such that pN(1) = pmsN and:

pN(0) =
1

N
log

∑
σ∈ΣN

eN〈∆x+h̃,m〉 =

=
1

N
log

∑
σ∈ΣN

exp

[
K∑
p=1

Np

(
K∑
l=1

Jplαlxl + hp

)
mp

]
=

=
1

N

K∑
p=1

log
∑
σ∈ΣNp

exp

[
Np

(
K∑
l=1

Jplαlxl + hp

)
mp

]
=

=
K∑
p=1

αp log

[
2 cosh

(
K∑
l=1

Jplαlxl + hp

)]
(3.54)
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Furthermore:

p′N(t) = − 1

N
ωN,t

[
Hms
N −H

free
N

]
=

1

2
ωN,t [〈m,∆m〉 − 2〈m,∆x〉] =

= −1

2
〈x,∆x〉+

1

2
ωN,t [〈m− x,∆(m− x)〉] (3.55)

Now, using the theorem of integral calculus we get:

pmsN = pN(0)− 1

2
〈x,∆x〉+

1

2

∫ 1

0

dt ωN,t [〈m− x,∆(m− x)〉] (3.56)

Finally, inserting pN(0) we get the result.

Lemma 3.2.5. Consider the variational function:

pvar(∆,h; x) = −1

2
〈x,∆x〉+

K∑
p=1

αp log

[
2 cosh

(
K∑
l=1

Jplαlxl + hp

)]
(3.57)

with fixed ∆ and h, then:

• if ∆ > 0, pvar(∆,h; x) is bounded only from above;

• if ∆ < 0, pvar(∆,h; x) is bounded only from below.

Proof. Suppose ∆ > 0. Furthermore, without loss of generality, we can assume for
the moment that

∑K
l=1 Jplαlxl + hp ≥ 0. Then:

log

[
2 cosh

(
K∑
l=1

Jplαlxl + hp

)]
= log

[
exp

(
K∑
l=1

Jplαlxl + hp

)
+

exp

(
−

K∑
l=1

Jplαlxl − hp

)]
≤

K∑
l=1

Jplαlxl + hp + log 2 (3.58)

Hence:

pvar(∆,h; x) ≤ −1

2
〈x,∆x〉+

K∑
p=1

αp

(
K∑
l=1

Jplαlxl + hp

)
+K log 2 (3.59)

The r.h.s. is a quadratic concave function, hence it is clearly bounded from above.
Moreover, one can easily see that the limit for large ‖x‖ yields −∞. Consequently,
pvar inherits the same properties.

Let us now discuss the case ∆ < 0. The quadratic form −〈x,∆x〉 is always
positive. Thus pvar ≥ 0. Finally, both terms in (3.57) approach +∞ when ‖x‖ →
+∞.
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We are now ready to state the theorem that contains the solution of the model
in the two exmined cases.

Theorem 3.2.6 (Solution to the Multi-species model). The limit of the pressure
induced by the hamiltonian (3.31) is:

• if ∆ > 0, limN→∞ p
ms
N (∆,h) = supx pvar(∆,h; x);

• if ∆ < 0, limN→∞ p
ms
N (∆,h) = infx pvar(∆,h; x).

Proof. We divide the proof for the two cases.

Positive definite interaction matrix: ∆ > 0 The lower bound can be immedi-
ately found thanks to Lemma 3.2.4. In fact, remembering that 〈x,∆x〉 ≥ 0, the rest
RN(∆; x) has the same sign because of the positivity of the expectation functional.
Hence:

pmsN (∆,h) ≥ pvar(∆,h; x) (3.60)

Optimizing with respect to x:

lim inf
N→∞

pmsN (∆,h) ≥ sup
x
pvar(∆,h; x) (3.61)

The upper bound is obtained as follows. Let us write down the partition function:

Zms
N =

∑
σ∈ΣN

1︷ ︸︸ ︷∑
x∈MN

δx,m exp

(
N

2
〈m,∆m〉+N〈h̃,m〉

)
(3.62)

where MN is the magnetization spectrum. Thanks to Kronecker’s delta we can
linearize the quadratic term:

〈m− x,∆(m− x)〉 = 0 ⇒ 〈m,∆m〉 = 2〈m,∆x〉 − 〈x,∆x〉 (3.63)

Inserting it into the partition function, and imposing δx,m ≤ 1:

Zms
N ≤

∑
σ∈ΣN

∑
x∈MN

exp

(
−N

2
〈x,∆x〉+N〈∆x + h̃,m〉

)
=

=
∑

x∈MN

exp

(
−N

2
〈x,∆x〉+N

K∑
p=1

αp log 2 cosh

(
K∑
l=1

Jplαlxl + hp

))
≤

≤

[
K∏
p=1

(Np + 1) exp

(
Nαp log 2 cosh

(
K∑
l=1

Jplαlxl + hp

))]
exp

(
−N

2
〈x,∆x〉

)
(3.64)
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Taking the log and dividing by N we get:

pmsN ≤ −
1

2
〈x,∆x〉+

K∑
p=1

[
αp log 2 cosh

(
K∑
l=1

Jplαlxl + hp

)
+

log(Np + 1)

N

]
≤

≤ sup
x
pvar(∆,h; x) +

K∑
p=1

log(Np + 1)

N
(3.65)

Hence:

lim sup
N→∞

pmsN ≤ sup
x
pvar(∆,h; x) (3.66)

The existence of these suprema is guaranteed by the previous Lemma.

Negative definite interaction matrix: ∆ < 0 Again, one bound, the upper one
this time. The rest is now negative:

pmsN (∆,h) ≤ pvar(∆,h; x) ⇒ pmsN (∆,h) ≤ inf
x
pvar(∆,h; x) (3.67)

The lower bound is obtained thanks to the convexity of the interpolating pressure
(see Lemma 1.4.8). This property tells us that:

RN(∆; x) ≥ 1

2
ωN,0 [〈m− x,∆(m− x)〉] =

1

2

K∑
p,l=1

JplαpαlωN,0 [(mp − xp)(ml − xl)]

(3.68)

Let us now separate the diagonal and off-diagonal terms:

RN(∆; x) ≥ 1

2

K∑
p=1

Jppα
2
pωN,0

[
(mp − xp)2

]
+ (3.69)

+
K∑
p6=l

JplαpαlωN,0 [(mp − xp)]ωN,0 [(ml − xl)] (3.70)

ωN,0 is the measure of a free system, it is thus possible to compute expectations
explicitly. If we denote the first spin of the species l by σ1,l:

ωN,0(ml) =
1∏K

p=1

(
2 cosh

(∑K
l=1 Jplαlxl + hp

))Np ∑
σ∈ΣN

σ1,l exp
(
N〈∆x + h̃,m〉

)
=

= tanh

(
K∑
l=1

Jplαlxl + hp

)
(3.71)
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Now we choose as parameters x those minimizing pvar(∆,h; x). Deriving w.r.t. a
generic xp we get the consistency relation:

x̄p = tanh

(
K∑
l=1

Jplαlx̄l + hp

)
(3.72)

Hence:

ωN,0(ml) = x̄p (3.73)

ωN,0[(mp − x̄p)2] = x̄2
p − 2x̄2

p +
1

Np

+
Np − 1

Np

x̄2
p =

1− x̄2
p

Np

(3.74)

Gathering altogether:

pmsN (∆,h) ≥ pvar(∆,h; x) +
1

2N

K∑
p=1

Jppαp(1− x̄2
p) ≥ (3.75)

≥ inf
x
pvar(∆,h; x) +

1

2N

K∑
p=1

Jppαp(1− x̄2
p) (3.76)

This proves the claim

3.2.3 Finite size corrections

Lemma 3.2.7 (Generalized Hubbard-Stratonovič transform). Let ∆ be a K × K
symmetric, positive definite matrix, m ∈ RK and a ∈ R. Then:

exp
(a

2
〈m,∆m〉

)
=

∫
RK

dKx

√
aKdet∆

(2π)K
exp

(
−a

2
〈x,∆x〉+ a〈x,∆m〉

)
(3.77)

Proof. The proof consists in the computation of the gaussian integral on the r.h.s.
Observe that, since ∆ is symmetric and positive definite it can always be written
as the product of an appropriate matrix A with AT . This allows us to recast the
argument of the exponential:

−a
2
〈x,∆x〉+ a〈x,∆m〉 = −a

2
〈Ax, Ax〉+ a〈Ax, Am〉 − a

2
〈Am, Am〉+

a

2
〈Am, Am〉

(3.78)
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We can thus change the integration variable: A(x −m) = y. The Jacobian of this
transformation is precisely detA =

√
det∆.

∫
RK

dKx

√
aKdet∆

(2π)K
exp

(
−a

2
〈x,∆x〉+ a〈x,∆m〉

)
=

= exp
(a

2
〈m,∆m〉

)∫
RK

dKx

√
aKdet∆

(2π)K
exp

(
−a

2
〈A(x−m), A(x−m)〉

)
︸ ︷︷ ︸

1

(3.79)

Lemma 3.2.8 (Generalized Laplace’s asymptotic estimate). Let F : A ⊆ RK −→ R
be a twice differentiable function with a global maximum in x0, and g(x) an analytic
function in a neighbourhood of x0. The following estimate holds:∫

A⊆RK
dKx eNF (x)g(x) =

√
(2π)K

NK det ∂2F (x0)
eNF (x0)

(
g(x0) +O

(
1

N

))
(3.80)

With these two lemmas we are now ready to compute the first order finite size
correction to the pressure.

Theorem 3.2.9. Consider the case of a positive definite interaction matrix ∆. If the
number of degenerate global maxima of pvar(∆,h; x) M is finite, and the interaction
matrix is positive definite, then:

pN(∆,h) = sup
x
pvar(∆,h; x)− 1

2N
log

[
|det ∂2pvar(∆,h; x0)|

det∆M2

]
+O

(
1

N2

)
(3.81)

where ∂2pvar is the Hessian matrix of pvar and x0 one of the degenerate global max-
ima.

Proof. We will use the generalized Hubbard-Stratonovič transform to linearize the
quadratic interaction term. Let us write down the partition function.

ZN =
∑
σ∈ΣN

exp

[
N

2
〈m,∆m〉+N〈h̃,m〉

]
=

=
∑
σ∈ΣN

∫
RK

dKx

√
NKdet∆

(2π)K
exp

[
−N

2
〈x,∆x〉+N〈∆x + h̃,m〉

]
(3.82)
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Computing the sum, what remains at the exponent is nothing but N times the
variational pressure:

ZN =

∫
RK

dKx

√
NKdet∆

(2π)K
exp (Npvar(∆,h; x)) (3.83)

Thanks to Laplace’s estimate we can write:

ZN = M

√
NKdet∆

(2π)K
exp (Npvar(∆,h; x0))× (3.84)

×

√
(2π)K

NK |det ∂2pvar(∆,h; x0)|

(
1 +O

(
1

N

))
(3.85)

where we have taken into account the possibility to haveM degenerate global maxima
of the variational pressure; x0 is simply one of them.

Finally, taking the log and dividing by N we get the result:

pN(∆,h) = pvar(∆,h; x0)− 1

2N
log

[
|det ∂2pvar(∆,h; x0)|

det∆M2

]
+O

(
1

N2

)
(3.86)

3.2.4 Normalization effects

Theorem 3.2.10 (Normalization effects on pmsN ). Consider the modified hamiltonian:

Hms
N,c(σ) = − 1

2(N + c)

N∑
i,j=1

Jijσiσj −
N∑
i=1

hiσi = − N2

2(N + c)
〈m,∆m〉 −N〈h̃,m〉

(3.87)

where c ∈ R and ∆ > 0. Then the finite size corrections to the pressure modify as
follows:

pmsN,c =
1

N
logZms

N,c = pvar(∆,h; z0) +
C

(1)
N

N
+O

(
1

N2

)
(3.88)

C
(1)
N = logM +

1

2

[
log

(
det∆

|det ∂2pvar(∆,h; z0)|

)
− c〈z0,∆z0〉

]
(3.89)

Hence if c is sufficiently large the correction becomes negative.
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Proof. We proceed as in the proof of the finite size corrections. Let us start from
the partition function and then use Hubbard-Stratonovič transform.

Zms
N,c =

∑
σ∈ΣN

exp

[
N2

2(N + c)
〈m,∆m〉+N〈h̃,m〉

]
=

=
∑
σ∈ΣN

∫
RK

dKx

√
N2Kdet∆

(2π)K(N + c)K
×

× exp

[
− N2

2(N + c)
〈x,∆x〉+

N2

2(N + c)
〈∆x,m〉+N〈h̃,m〉

]
(3.90)

with the change z = N/(N + c)x we get:

Zms
N,c =

∑
σ∈ΣN

∫
RK

dKz

√
(N + c)K det∆

(2π)K
exp

[
−(N + c)

2
〈z,∆z〉+N〈∆z + h̃,m〉

]
=

=

∫
RK

dKz

√
(N + c)K det∆

(2π)K
exp (Npvar(∆,h; z)) exp

(
− c

2
〈z,∆z〉

)
=

= M

√
(N + c)K det∆

(2π)K
(Npvar(∆,h; z0))

[
exp

(
− c

2
〈z0,∆z0〉

)
+O

(
1

N

)]
×

×

√
(2π)K

NK |det ∂2pvar(∆,h; z0)|
(3.91)

where as usual M is the number of degenerate global maxima, and z0 is one of those
global maxima. Use has been made of Lemma 3.2.8. Thus taking the log divided by
N one gets:

pmsN,c = pvar(∆,h; z0) +
logM

N
+

K

2N
log

(
N + c

N

)
+

+
1

2N

[
log

(
det∆

|det ∂2pvar(∆,h; z0)|

)
− c〈z0,∆z0〉

]
+O

(
1

N2

)
(3.92)

Hence the first correction modifies to:

C
(1)
N = logM +

1

2

[
log

(
det∆

|det ∂2pvar(∆,h; z0)|

)
− c〈z0,∆z0〉

]
(3.93)
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Corollary 3.2.11 (Stability for change of normalization). pmsN and pmsN,c, as defined
before, have the same thermodynamic limit:

lim
N→∞

pmsN = lim
N→∞

pmsN,c (3.94)

Proof. c is contained only in C
(1)
N , the result follows immediately from the previous

theorem.
The same result could be obtained without the exact solution of the model and

the finite size corrections via interpolation.

Remark 3.2.5. Notice that we always relied on the fact that M is finite. This in
particular can be explicitly proved for the two-species version of the model as done
in [13], where it is shown that the number of maxima is bounded from above by 5.



Chapter 4

Multi-species disordered models

These type of models are quite recent and were introduced and studied by Barra,
Contucci, Mingione and Tantari in [7] and Panchenko in [19]. The first authors found
a replica symmetry breaking ansatz for the thermodynamic limit and proved that
it bounds the pressure of the model from above. D. Panchenko proved the other
bound, thus completing the solution of the model.

Up to now we are only able to deal with elliptic models. A multi-species disor-
dered model is said to be elliptic if the matrix that we will denote by ∆2, defined by
the following:

∆2
rsδrr′δss′δikδjl = E[Jrsij J

r′s′

kl ] with r, s = 1, . . . , K and ∆2
rs = ∆2

sr (4.1)

is positive definite. Jrsij is the centered gaussian centered coupling between two spin
σi, i ∈ Λr and σj, j ∈ Λs, and Λr, Λs are the species, as defined below.

Contrary to what happens for deterministic multi-species models, ∆2 cannot be
negative definite. This is a consequence of the Perron-Frobenius theorem that states
that a non-negative matrix has a dominant positive eigenvalue. Therefore, the only
interesting models are elliptic or hyperbolic, when the matrix is not definite.

An important instance of hyperbolic model is the multi-layer SK model, that will
be studied in Chapter 5. In hyperbolic models, one could proceed with an extension
of the replica trick to have an idea of what the solution should be, keeping in mind
that it is not a rigorous procedure. Unfortunately, the linearization of quadratic
terms through Hubbard-Stratonovič trasnform in the exponent of the partition func-
tion relies on the positivity of the covariance matrix ∆2. This makes this approach
useless, as far as we know, for hyperbolic cases.

87
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4.1 The model, elliptic case

Let us now begin with a more robust introduction to the elliptic multi-species dis-
ordered model. As for the deterministic version, consider a set of indices Λ, whose
cardinality is |Λ| = N , equal to the number of spins included in the system. Imagine
to divide it in K species, i.e. K disjoint sets Λr, r = 1, . . . , K such that ]Kr=1Λr = Λ.
This time the couplings are not i.i.d., though they are still gaussian and centered. As

mentioned in the introduction of this chapter Jrsij
iid∼ N (0,∆2

rs) with i ∈ Λr, j ∈ Λs.
We are now ready to write the hamiltonian.

Definition 4.1.1 (Disordered Mutli-species model hamiltonian). Let Jrsij
iid∼ N (0,∆2

rs).
The hamiltonian of a disordered multi-species model is:

Hdms
N (σ; J) = − 1√

N

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij σiσj (4.2)

If ∆2
rs is positive definite, the model is elliptic.

Remark 4.1.1. The model could be equivalently defined by considering a family of
gaussian r.v. Hdms

σ indexed by the spin configuration whose covariance is:

E[Hdms
σ Hdms

τ ] = N
K∑

r,s=1

αr∆
2
rsαsqr(σ, τ)qs(σ, τ) ≡ 〈q̃(σ, τ),∆2q̃(σ, τ)〉 (4.3)

qr(σ, τ) =
1

Nr

∑
i∈Λr

σiτi (4.4)

where we have introduced a vector notation, inspired by the deterministic case, with
q̃s = αsqs. α’s are nothing but the ratios |Λs|/|Λ| = Ns/N . It can be immediately
verified by inspection that the family (4.2) has exactly the covariance (4.3). In the
elliptic case the covariance is always positive, thanks to the positivity of ∆2.

In the following, we will introduce also deterministic weights induced by the
presence of an external magnetic field which we assume to be locally constant inside
each species. Thus we recover again the vector notation, and write h when useful.

4.1.1 Existence of the thermodynamic limit

The proof of the existence of the limit follows the same steps, with slight modifica-
tions that take into account the presence of different species. Again, in the elliptic
case, the super-additivity of the pressure is still guaranteed thanks to the convexity
of the quadratic form defined through ∆2.
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Theorem 4.1.1. The pressure of the disordered multi-species elliptic model:

P dms
N (β,h) = E log

[∑
σ∈ΣN

exp
(
−βHdms

N (σ; J)
)
WN(σ; β,h)

]
(4.5)

WN(σ; β,h) =
K∏
r=1

Wr(σ; β, hr) =
K∏
r=1

exp

(
βhr

∑
i∈Λr

σi

)
(4.6)

is super-additive. Hence the limit when N →∞ of the pressure per particle sequence
P dms
N /N exists.

Proof. The proof again can be performed through interpolation. Imagine to have a
system of N particles partitioned in two subsystems N1 and N2, The three systems,
the original one and its two partitions are characterized by the same ratios α between
the species. Consider now the two independent gaussian families: Hdms

N (σ; J) and
H̃N(σ; J̃) = Hdms

N1
(σ; J̃) + Hdms

N2
(σ; J̃). Since the two subsystems both must repro-

duce a smaller copy of the N particle system, the covariances of the couplings are
untouched. Let us compute the following covariance:

E[H̃N(σ; J̃)H̃N(τ ; J̃)] = E[H̃N1(σ; J̃)H̃N1(τ ; J̃)] + E[H̃N2(σ; J̃)H̃N2(τ ; J̃)] =

= N1〈q̃(1)(σ, τ),∆2q̃(1)(σ, τ)〉+N2〈q̃(2)(σ, τ),∆2q̃(2)(σ, τ)〉 (4.7)

to be compared with (4.3). We have denoted by q̃(1) and q̃(2) the overlaps computed
with the spins of the first and second partition respectively. By definition we can
write:

Nqr(σ, τ) = N1q
(1)
r (σ, τ) +N2q

(2)
r (σ, τ) (4.8)

Hence (4.3) becomes:

E[HN(σ; J)HN(τ ; J)] =

= N
〈N1

N
q̃(1)(σ, τ) +

N2

N
q̃(2)(σ, τ), ∆2

(
N1

N
q̃(1)(σ, τ) +

N2

N
q̃(2)(σ, τ)

)〉
(4.9)

Let us now define the interpolating hamiltonian and pressure:

HN(t) =
√
tHdms

N +
√

1− tH̃N (4.10)

PN(t) = E
∑
σ∈ΣN

e−βHN (t) (4.11)
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The first derivative of the pressure is:

P ′N(t) = −β
2
EωN,t

[
1√
t
Hdms
N (σ; J)− 1√

1− t
H̃N(σ; J̃)

]
=

=
Nβ2

2
EΩ

(2)
N,t

[
1− 〈q̃(σ, τ),∆2q̃(σ, τ)〉 − N1

N
+
N1

N
〈q̃(1)(σ, τ),∆2q̃(1)(σ, τ)〉−

−N2

N
+
N2

N
〈q̃(2)(σ, τ),∆2q̃(2)(σ, τ)〉

]
≥ 0 (4.12)

thanks to the convexity of the quadratic form defined by ∆2. Use has been made
of the integration by parts in Lemma 2.1.1. ωN,t[·] is the Boltzmann expectation

w.r.t. the interpolating hamiltonian and Ω
(2)
N,t(·) denotes the expectation over the

two replicas as previously defined. The equation above implies:

PN(1) ≥ PN(0) ⇒ P dms
N1
≥ P dms

N1
+ P dms

N2
(4.13)

Fekete’s Lemma 1.1.1 guarantees the existence of the limit.

4.1.2 Normalization stability

As for the previous single species models we are able to prove a normalization stability
of the thermodynamic limit of the pressure. However, since this is a disordered model,
we cannot compute the finite size corrections and evaluate the modifications induced
on them under a change of the normalization. The following result holds also for
non elliptic cases, provided that the thermodynamic limit exists.

Theorem 4.1.2 (Normalization stability for disordered multi-species models). Con-
sider a system with the hamiltonian (4.2). If the thermodynamic limit of (4.5) exists,
then the hamiltonian:

H̃dms
N (σ; J) = − 1√

N + c

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij σiσj c ∈ R (4.14)

induces the same pressure in the thermodynamic limit, namely:

lim
N→∞

|pdmsN − p̃N | = 0 (4.15)

p̃N(β, h) =
1

N
E log

[∑
σ∈ΣN

exp
(
−βH̃dms

N (σ; J)
)
WN(σ; β,h)

]
(4.16)

where WN is defined in (4.6).
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Proof. Define the following interpolating hamiltonian and pressure:

−HN(t;σ) =
1√

N + tc

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij σiσj (4.17)

pN(t) =
1

N
E log

[∑
σ∈ΣN

exp (−βHN(t;σ))WN(σ; β,h)

]
(4.18)

It suffices to prove that the integral of the first derivative of the interpolation pressure
approaches 0 when N →∞.

p′N(t) =
β

2N

c

N + tc
EωN,t

 1√
N + tc

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij σiσj

 =

= − β

2N

c

N + tc
EωN,t [HN(t;σ)] =

β2c

2N(N + tc)
EΩ

(2)
N,t [C(t;σ, σ)− C(t;σ, τ)] (4.19)

with:

C(t;σ, τ) = E[HN(t;σ)HN(t; τ)] =
N2

N + tc
〈q̃(σ, τ),∆2q̃(σ, τ)〉 (4.20)

Inserting it in the derivative we get:

|p′N(t)| = Nβ2c

2(N + tc)2
|EΩ

(2)
N,t[〈1̃,∆

21̃〉 − 〈q̃(σ, τ),∆2q̃(σ, τ)〉]| ≤ Nβ2cK(α,∆)

(N + tc)2

(4.21)

K(α,∆) = ‖1̃‖2‖∆2‖ (4.22)

where (1̃)r = αr. At this point we are finally able to prove that:∣∣∣∣∫ 1

0

dt p′N(t)

∣∣∣∣ ≤ K(α,∆)Nβ2c

∫ 1

0

dt
1

(N + tc)2
=
Ncβ2K(α,∆)

N(N + c)
−→ 0 (4.23)

when N →∞. An elementary use of the theorem of integral calculus yields:

pN(1)− pN(0) = pdmsN − p̃N =

∫ 1

0

dt p′N(t) −→ 0 (4.24)

when N →∞ and this concludes the proof.



92 CHAPTER 4. MULTI-SPECIES DISORDERED MODELS

4.2 RSB ansatz for elliptic models

As in the introduction of the Parisi ansatz, we first need some definitions to generalize
and adapt it to the current multi-species case. Here we follow the recursion relations
presented in [19]. Consider the following non decreasing sequences:

0 = m0 ≤ m1 ≤ · · · ≤ mr ≤ mr+1 = 1 (4.25)

0 = q
(s)
0 ≤ q

(s)
1 ≤ · · · ≤ q

(s)
r−1 ≤ q(s)

r = 1 s = 1, . . . , K (4.26)

This time we denote by r the number of steps of the RSB, for K is now the number
of species. We can rearrange q’s in a vector as follows: ql = (q

(1)
l , q

(2)
l , . . . , q

(K)
l ) and

define:

Q
(s)
l = 2Πs(∆

2q̃l) with q̃
(s)
l = αsq

(s)
l (4.27)

Πs is the projector on the s species. Let us now introduce the modified recursive
relation:

Z(s)
r = cosh

[
β

(
hs +

r∑
l=1

ηl

√
Q

(s)
l −Q

(s)
l−1

)]
ηl

iid∼ N (0, 1) (4.28)

(Z
(s)
l−1)ml = El[(Z(s)

l )ml ] El[·] =

∫
R

dηl√
2π
e−η

2
l /2 (4.29)

Definition 4.2.1 (Disordered multi-species RSB ansatz ). Given r,ms, q
(s)
l one can

define the following ansatz functional:

P(x; β,h) = log 2 +
K∑
s=1

αs logZ
(s)
0 −

β2

2

r∑
l=1

ml

(
〈q̃l,∆2q̃l〉 − 〈q̃l−1,∆

2q̃l−1〉
)

(4.30)

We have already given the discrete representation of the functional, which is
useful for us. If the reader is interested in a functional of a generic distribution, he
will find it in [7]. As discussed in the SK model, it is sufficient to discuss the discrete
case ([26]).

In this chapter we want to prove the following theorem:

Theorem 4.2.1. The pressure in the thermodynamic limit of the disordered multi-
species elliptic model is:

lim
N→∞

pdmsN (β,h) = inf P(x; β,h) (4.31)

where the infimum is taken w.r.t. the triple r, {ml}1≤l≤r, {q(s)
l }

1≤s≤K
1≤l≤r .

In order to find at least an upper bound we have to build a mathematical ma-
chinery similar to that of the SK model.
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4.3 ROSt-cavity perspective

The aim of this section is to introduce the correct cavity functional that will allow us
to state an extended variational principle, analogous to that of the SK model. This
will be possible for elliptic models.

Let us follow again the guidelines by Aizenman, Sims and Starr in [3]. Imagine
to have a system of N spins, αi, i = 1, . . . , N with α ∈ ΣN . Then add M spins
σj, j = 1, . . . ,M with σ ∈ ΣM to it. Compare now the pressures of the system
before and after the addition as follows:

GM(β,h) =
1

M
(PN+M − PN) =

1

M
E log

ZN+M

ZN
=

=
1

M
E log

∑
σ,α e

−βHdms
N+M (σ,α;J)WN+M(σ, α; β,h)∑

α e
−βHdms

N (α;J)WN(α; β,h)
(4.32)

GM(β,h) is not yet the cavity functional, it is just a symbol for the moment. The
N particles hamiltonian can be substituted thanks to the following equality in dis-
tribution:

−Hdms
N (α; J)

D
=

1√
N +M

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij αiαj+

+
√
M

1√
N(N +M)

K∑
r,s=1

∑
(i,j)∈Λr×Λs

J̃rsij αiαj︸ ︷︷ ︸
Kα

(4.33)

while the N + M particles hamiltonian can be split in three parts, containing: the
interaction among the α’s, the interaction between α’s and σ’s, and the interaction
among σ’s.

−HN+M(σ, α; J) =
1√

M +N

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij αiαj+

+
K∑
s=1

∑
j∈Λs

( √
2√

M +N

K∑
r=1

∑
i∈Λr

Jrsij αi

)
︸ ︷︷ ︸

η
(s)
j,α

σj +
1√

M +N

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij σiσj (4.34)

When an index, say i, is referred to a spin α in a species s, it runs only over the
Ns values relative to the α′s in Λs. The same thing is valid for the σ’s in a species
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s: their index takes only Ms values. The
√

2 factor in the η’s is due to the fact
that the interaction is symmetric. We could equivalently eliminate it including a
normalization factor 1/

√
2(N +M). Thus we have two random contributions that

we put together.
If we compute the covariances of the fields Kα and η

(s)
j,α we get:

E[KαKα′ ] =
N

N +M
〈p̃(α, α′),∆2p̃(α, α′)〉 (4.35)

E[η
(s)
j,αη

(s′)
j′,α′ ] =

2N

N +M
δjj′δss′Πs(∆

2p̃(α, α′)) (4.36)

Πs is the orthogonal projector on the species s and p̃r(α, α
′) = αrpr(α, α

′), where
pr(α, α

′) is the overlap of the spins α in the species r . Introducing the following
notation:

ξα = exp

 β√
N +M

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij αiαj + β
K∑
r=1

hr
∑
i∈Λr

αi

 (4.37)

we can write the quantity GM as follows:

GM(β,h) =
1

M
E log

∑α,σ ξα exp
(
β
∑K

s=1

∑
j∈Λs

(η
(s)
j,α + hs)σj

)
∑

α ξα exp
(
β
√
MKα

)
 (4.38)

We are finally led to the following definition of the cavity functional for a multi-
species model.

Definition 4.3.1 (Cavity functional, disordered multi-species models). Let r =

(ξ,p) be a ROSt. Consider the gaussian families Kα and η
(s)
j,α with:

E[KαKα′ ] = 〈p̃(α, α′),∆2p̃(α, α′)〉 (4.39)

E[η
(s)
j,αη

(s′)
j′,α′ ] = 2δjj′δss′Πs(∆

2p̃(α, α′)) (4.40)

The cavity functional is then defined as:

Gr.M(β,h) =
1

M
E log

∑α,σ ξα exp
(
β
∑K

s=1

∑
j∈Λs

(η
(s)
j,α + hs)σj

)
∑

α ξα exp
(
β
√
MKα

)
 (4.41)

Remark 4.3.1. We are basically reproducing the ideas shown in [19] by Panchenko
in the language of the cavity functional. In fact, the covariances (2.58) and (2.57)
remind us of the covariances (18) in the mentioned paper.
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4.3.1 Extended variational principle

As for the SK model we have to prove that the pressure of the model is bounded
both from below and above by infrGr,M(β,h).

Proposition 4.3.1. ∀M ∈ N and for any ROSt r the following inequality holds for
an elliptic model:

pdmsM (β,h) ≤ Gr,M(β,h) (4.42)

Optimizing w.r.t. the possibile ROSts we get:

pdmsM (β,h) ≤ inf
r
Gr,M(β,h) (4.43)

Proof. Again the validity of the equality is guaranteed through convexity arguments.
Considering pdmsM as the one defined in (4.5), with N replaced by M , the statement
can be recast in the following form:

E log

∑
σ,α

ξαWM(σ; β,h)

β
 1√

M

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij σiσj +
√
MKα

 ≤
≤ E log

[∑
α,σ

ξαWM(σ; β,h) exp

(
β

K∑
s=1

∑
j∈Λs

η
(s)
j,ασj

)]
(4.44)

Consider now the following two families, together with their covariances:

Aσ,α =
1√
M

K∑
r,s=1

∑
(i,j)∈Λr×Λs

Jrsij σiσj +
√
MKα (4.45)

Bσ,α =
K∑
s=1

∑
j∈Λs

(η
(s)
j,α + hs)σj (4.46)

E[Aσ,αAσ′,α′ ] = M〈q̃(σ, σ′),∆2q̃(σ, σ′)〉+M〈p̃(α, α′),∆2p̃(α, α′)〉 (4.47)

E[Bσ,αBσ′,α′ ] = 2M〈q̃(σ, σ′),∆2p̃(α, α′)〉 (4.48)

To compute the covariances we have used the definitions (4.39) and (4.40). Notice
that:

E[Aσ,αAσ,α] = E[Bσ,αBσ,α] (4.49)

E[Aσ,αAσ′,α′ ]− E[Bσ,αBσ′,α′ ] = M〈q̃(σ, σ′)− p̃(α, α′),∆2(q̃(σ, σ′)− p̃(α, α′))〉 ≥ 0
(4.50)

because ∆2 is positive definite. Finally, thanks again to the comparison between
gaussian families (Theorem 3.46 in [10]) the proposition is proved.
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The following result, provides a lower bound for the extended variational princi-
ple. Notice that it holds even for hyperbolic models.

Proposition 4.3.2. There exists a ROSt r such that:

lim inf
N→∞

P dms
N+M − P dms

N

M
= Gr,M(β,h) (4.51)

where P dms
N is the extensive pressure of a multi-species model.

Proof. We have already proved this result implictly in the construction of the cavity
functional. In fact the fields (4.35) and (4.36), if we perform the lim infN→∞, satisfy
exactly the relations (4.39) and (4.40) respectively. We would have an extra term in
the exponent containing interactions between the σ’s only. In the lim infN→∞ that
very term is irrelevant.

Theorem 4.3.3 (Extended variational principle, multi-species models). The pres-
sure of a disordered multi-species elliptic model is:

lim
N→∞

pdmsN = lim
M→∞

inf
r
Gr,m(β,h) (4.52)

Proof. Thanks to Lemma 2.3.6, and to the previous proposition, there exists a ROSt
r such that:

lim inf
N→∞

P dms
N

N
≥ lim inf

N→∞

P dms
N+M − P dms

N

M
= Gr,M(β,h) ≥ inf

r
Gr,M(β,h) (4.53)

Sending M →∞ we get the correct lower bound.
The upper bound is instead guaranteed by the fact that:

pdmsM (β,h) ≤ inf
r
Gr,M(β,h) (4.54)

Sending M →∞ we get the upper bound and this concludes the proof.

4.4 Upper bound via cavity functional

In order to find an upper bound, which will be uniform in the number of spins, and
thus equal to our ansatz, we have to exhibit a ROSt r̄ such that:

P(x; β,h) = Gr̄,M(β,h) (4.55)

The comparison between the cavity functional and the pressure of the system then
does the rest. The solution is again to build a ROSt based on Ruelle probability
cascades, as stated and proved in the following theorem.
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Theorem 4.4.1. Consider a ROSt r̄ = (ξ̄, p̄), where ξ̄α are RPCs random weights

as in (2.47) and p
(s)
α,α′ has an ultrametric structure for s = 1, . . . , K.

p
(s)
α,α′ =


q

(s)
0 if α1 6= α′1
q

(s)
1 if α1 = α′1 and α2 6= α′2

...

q
(s)
r = 1 if αi = α′i ∀ i = 1, . . . , r

(4.56)

Then we can represent the ansatz (4.30) as follows:

P(x; β,h) = Gr̄,M(β,h) (4.57)

Proof. The key is again the invariance properties of PPP (2.46), inherited by the
random weights ξ̄α.

First, we have to find two explicit forms of the fields Kα and η
(s)
j,α that satisfy

(4.39) and (4.40) respectively, where the overlap matrix is the ultrametric ansatz p̄.
This time the choice is a little more tricky. The following field:

K̄α =
√
〈q̃1,∆2q̃1〉 − 〈q̃0,∆2q̃0〉J̃α1 +

√
〈q̃2,∆2q̃2〉 − 〈q̃1,∆2q̃1〉J̃α1α2 + . . .

· · ·+
√
〈q̃r,∆2q̃r〉 − 〈q̃r−1,∆2q̃r−1〉J̃α1α2...αr (4.58)

where the J̃ ’s are all independent gaussian centered.

E[KαKα′ ] = 〈q̃l,∆2q̃l〉 with l = min{0 ≤ l ≤ r|α1 = α′1, . . . , αl = α′l, αl+1 6= α′l+1}
(4.59)

which is nothing but 〈p̃α,α′ ,∆2p̃α,α′〉. The condition (4.39) is fulfilled. A similar
choice can be made for the remaining fields:

η
(s)
j,α =

√
Q

(s)
1 −Q

(s)
0 J

(s)
j,α1

+

√
Q

(s)
2 −Q

(s)
1 J

(s)
j,α1α2

+ · · ·+
√
Q

(s)
r −Q(s)

r−1J
(s)
j,α1...αr

(4.60)

Again the J ’s are all independent gaussian centered. In such a way a simple compu-
tation yields:

E[η
(s)
j,αη

(s′)
j′,α′ ] = δjj′δss′Q

(s)
l = 2δjj′δss′Πs

(
∆2q̃l

)
(4.61)

with l = min{0 ≤ l ≤ r|α1 = α′1, . . . , αl = α′l, αl+1 6= α′l+1}. Hence (4.40) is fulfilled.
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Now, let us analyze the contribution of the denominator and numerator in Gr̄,M

separately. For the numerator we have:

1

M
E log

[∑
σ,α

ξ̄α exp

(
β

K∑
s=1

∑
j∈Λs

(η
(s)
j,α + hs)σj

)]
=

=
1

M
E log

[∑
α

ξ̄α

K∏
s=1

∏
j∈Λs

exp log 2 cosh β
(
η

(s)
j,α + hs

)]
=

=
1

M
E log

[∑
α

ξ̄α

K∏
s=1

∏
j∈Λs

E1/mr
j,r

(
expmr log 2 cosh β

(√
Q

(s)
r −Q(s)

r−1ηj,r + . . .

· · ·+
√
Q

(s)
1 −Q

(s)
0 J

(s)
j,α1

+ hs

))]
= . . .

· · · = log 2 +
K∑
s=1

αs logZ
(s)
0 + E log

∑
α

ξα (4.62)

Finally for the denominator:

1

M
E log

∑
α

ξ̄α exp
(
β
√
MKα

)
=

=
1

M
E log

∑
α

ξ̄αE1/mr
r

[
exp

(
mr(β

√
M(
√
〈q̃1,∆2q̃1〉 − 〈q̃0,∆2q̃0〉J̃α1 + . . .

· · ·+
√
〈q̃r,∆2q̃r〉 − 〈q̃r−1,∆2q̃r−1〉ηr))

)]
=

=
1

M
E log

∑
α

ξ̄α exp
(
β
√
M(
√
〈q̃1,∆2q̃1〉 − 〈q̃0,∆2q̃0〉J̃α1 + . . .

· · ·+
√
〈q̃r−1,∆2q̃r−1〉 − 〈q̃r−2,∆2q̃r−2〉J̃α1...αr−1)

)
+

+
β2

2
mr(〈q̃r,∆2q̃r〉 − 〈q̃r−1,∆

2q̃r−1〉) = . . .

· · · = E log
∑
α

ξ̄α +
β2

2

r∑
l=1

ml

(
〈q̃l,∆2q̃l〉 − 〈q̃l−1,∆

2q̃l−1〉
)

(4.63)

We have used the fact that:

E[etX ] = e
t2σ2

2 with X ∼ N (0, σ2). (4.64)
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In both cases the dots indicate the repeated use of the invariance property (2.46).
Subtracting the second contribution from the first one we get:

Gr̄,M(β,h) = log 2 +
K∑
s=1

αs logZ
(s)
0 −

β2

2

r∑
l=1

ml

(
〈q̃l,∆2q̃l〉 − 〈q̃l−1,∆

2q̃l−1〉
)

(4.65)

Corollary 4.4.2 (Upper bound for the pressure, disordered multi-species elliptic
model).

pdmsN (β,h) ≤ P(x; β,h) (4.66)

uniformly in N . Optimizing with respect to the triple r, {ml}1≤l≤r, {q(s)
l }

1≤s≤K
1≤l≤r we

get:

pdmsN (β,h) ≤ inf P(x; β,h) (4.67)

Proof. The proof follows immediately from the fact that pdmsM ≤ Gr,M for any ROSt
r and from the previous representation theorem.

4.5 Hints for the lower bound

As we have already done for SK, here we list a series of results used to obtain a lower
bound ([19]). The procedure is basically the same, except for slight changes due to
the presence of more than one species.

To begin with, we need to prove that some Ghirlanda-Guerra identities hold for
the limiting array of overlaps qs,ll′ , to which the sequences qs,N(σl, σl

′
) of the finite size

overlaps converge weakly. To this purpose, this time we have to introduce a further
parameter w ∈ W , with W a dense countable subset of [0, 1]K , and a perturbing
hamiltonian:

g(σ) =
∑
w∈W

K∑
s=1

xw,p
2j(w)+p

gN,w,p(σ) (4.68)

E
[
gN,w,p(σ

l)gN,w,p(σ
l′)
]

=

(
K∑
s=1

αswsqs(σ
l, σl

′
)

)p

︸ ︷︷ ︸
qpw(σl,σl′ )

(4.69)
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where j(w) is a bijection from the countable set W to N, and xw,p are uniformly
distributed r.v. in [1, 2]. Similarly to SK case, this perturbation is added to the
hamiltonian (4.2) with a sequence that reaches 0 when N → ∞ appropriately:
Hdms
N (σ) + sNg(σ). If we denote by 〈·〉 the Gibbs random measure induced by the

perturbed hamiltonian, the following theorem holds [19]:

Theorem 4.5.1. For any n ≥ 2 (number of replicas), p ≥ 1 and for any function f
of the overlaps:

lim
N→∞

Ex

[
E〈fqpw,1,n+1〉 −

1

n
E〈f〉E〈qpw,12〉 −

1

n

n∑
l=2

E〈fqpw,1l〉

]
= 0 (4.70)

Hence, there exists again a deterministic sequence xN,w,p that allows us to elimi-
nate the average. Recall that, for the limiting overlap matrix qs,ll′ there’s an appro-
priate measure that satisfies identities (2.4.4) with generic bounded functions of the
overlaps, say φ(qll′).

Notice that the total overlap of the system may be written in this way:

qN(σl, σl
′
) =

1

N

N∑
i=1

σliσ
l′

i =
K∑
s=1

αsqs(σ
l, σl

′
) (4.71)

therefore the respective limiting overlaps will satisfy:

qll′ =
K∑
s=1

αsqs,ll′ (4.72)

Before employing the Aizenmann-Sims-Starr scheme to get the lower bound we need
a synchronization theorem ([19]):

Theorem 4.5.2 (Synchronization of species). For limiting overlaps qs,ll′ satisfy-
ing the identities (2.4.4) , there exist deterministic and non decreasing functions
1/αs-Lipschitz functions Ls : [0, 1] −→ [0, 1] such that Ls(qll′) = qs,ll′, a.s. ∀ s =
1, . . . , K, l, l′ ≥ 1.

This theorem will allow us to use only one RPC sequence to approximate the
distribution of the whole system overlap. Then, the single species overlap can be
derived through the corresponding Lipschitz functions.

In order to find the lower bound we exploit the following inequality, that follows
again from Lemma 2.3.6:

lim inf
N→∞

pdmsN ≥ lim inf
N→∞

1

M

[
logZdms

N+M − Zdms
N

]
(4.73)
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We have already studied the difference in the square bracket, used to build the cavity
functional for an extended variational principle. This construction may be done also
with the previously introduced perturbing hamiltonian, and the result is unchanged
up to irrelevant terms. In addition to that Theorem 4.5.1 applies also to the new
perturbed measure 〈·〉′, where the normalization constants in the hamiltonians have
been changed according to the substitution: N → N + M . Hence, except for the
perturbed measure, the procedure yields the usual result:

lim inf
N→∞

AN(x) = lim inf
N→∞

1

M

[
E log〈

K∏
s=1

∏
j∈Λs

2 cosh η
(s)
j,σ〉′ − E log〈expK(σ)〉′

]
(4.74)

where the fields K and η(s) are basically (up to temperature factors) the ones in
(4.35) and (4.36) respectively. We are neglecting the external fields for the moment,
since their introduction does not change this arguments significantly.

The Ghirlanda Guerra identities are applicable also to the total asymptotic over-
lap qll′ , so, by theorem (2.4.6) there’s a matrix Qll′ = σl · σl′ , with σl sampled ac-
cording to an RPC, that approximates qll′ in distribution. Let the RPC parameters
be:

0 = q0 ≤ q1 ≤ · · · ≤ qr−1 ≤ qr = 1 (4.75)

0 = m0 ≤ m1 ≤ · · · ≤ mr ≤ mr+1 = 1 (4.76)

Now, if we set qs,l = Ls(ql) and Qs,ll′ = Ls(Qll′), we will have that Qs,ll′ approximate
qs,ll′ in distribution by construction. Recall that, under the RPC measure, the overlap
matrix has a distribution similar to that in (2.82).

Once we have proved that the lower bound can be written with Ruelle probability
cascades, thanks to the representation of the RSB ansatz (4.30) in terms of them,
the identification is possible and the proof is completed.





Chapter 5

Annealed regions and replica
symmetry

Up to now we have dealt only with quenched pressures, i.e. with the gaussian average
taken after the log is performed on the partition function. We now investigate what
happens when the average is taken directly on the partition function. It turns out
that in this case the pressure can be explicitly computed thanks to the gaussian
distribution of the interactions. We wonder if there is a region, in the phase space
(β, h), where the two pressures coincide in the thermodynamic limit. This region
exists and we will call it annealed region or regime, not to be confused with the replica
symmetric region, that we will discuss later, though they coincide (if the AT line is
correct, see below) for the SK model with vanishing external field. This region is
characterized by a high temperature. The annealed regime plays a central role in the
learning of deep networks. In particular, for these purposes, this region has to be the
smallest possible, because here, intuitively, the thermal noise becomes too intense.
From these considerations we will get a geometric constraint on the ratios between
the layers sizes of a shallow restricted Boltzmann machine (up to 4 layers). These
relations are particularly simple when the variances of the interactions between the
layers are equal.

Let us be more precise with some preliminary definitions.

Definition 5.0.1 (Annealed pressure). Given an hamiltonian HN(σ, J), that con-
tains the disorders J , the annealed pressure per particle of the corresponding model
is:

panN (β, h) =
1

N
logE

∑
σ∈ΣN

e−βHN (σ,J) (5.1)
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Definition 5.0.2 (Annealed region). Let HN(σ, J) be as before. The annealed is a
subset of the phase space (β, h) in which the quenched and annealed pressure of the
model coincide:

lim
N→∞

panN (β, h) = lim
N→∞

pN(β, h) = p(β, h) (5.2)

pN(β, h) =
1

N
E log

∑
σ∈ΣN

e−βHN (σ,J) (quenched pressure) (5.3)

5.1 Annealing in the SK model

Let us begin with the simplest, mono-species case: the SK model. The we will
generalize it to multi-species models. This was first discussed in [1]. In the case of
vanishing external field h = 0 we are able to prove the following theorem. Here, we
follow a strategy based on the second moment method, also used in [7]. We will need
the following lemma.

Lemma 5.1.1. Let Z be a random variable, in the probability measure P. Then:

P[Z ≥ E[Z]/2] ≥ E2[Z]

4E[Z2]
(5.4)

Proof. Using Cauchy-Schwartz’s inequality:

E[Z] = E[Z|Z ≥ E[Z]/2] + E[Z|Z < E[Z]/2] ≤
√

P[Z ≥ E[Z]/2]E[Z2] +
E[Z]

2
(5.5)

Solving the inequality for P we get the result.

Theorem 5.1.2. The quenched and annealed pressures of the SK model coincide in
the thermodynamic limit for β2 ≤ 1/2 and h = 0. More precisely:

pSK(β, 0) = lim
N→∞

1

N
E log

∑
σ∈ΣN

e−βH
SK
N (σ,J) =

= lim
N→∞

1

N
logE

∑
σ∈ΣN

e−βH
SK
N (σ,J) = pan(β, 0) (5.6)

Proof. Thanks to Jensen’s inequality and to the concavity of the logarithm we can
say that:

pSKN ≤ 1

N
log

∑
σ∈ΣN

Ee
β√
N

∑N
i,j=1 Jijσiσj =

1

N
log

∑
σ∈ΣN

e
Nβ2

2 = log 2 +
β2

2
(5.7)
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Now we proceed with a comparison between E[Z2
N ] e E2[ZN ], checking that:

E2[ZN ]

E[Z2
N ]
≥ C > 0 (5.8)

uniformly in N . ZN is, as usual, the partition function. Let us start by computing:

E[Z2
N ] =

∑
σ,τ∈ΣN

Ee−β[HSK
σ +HSK

τ ] =
∑

σ,τ∈ΣN

e
β2N

2
[2+2qN (σ,τ)] = e

β2N
2

+N log 2
∑
σ

eNβ
2mN (σ)

(5.9)

In the last step we have used the gauge freedom σi −→ σiτi, which is allowed only
in the case h = 0. Using Hubbard-Stratonovič transform to linearize the quadratic
term we get:

E[Z2
N ] = e

β2N
2

+N log 2
∑
σ

∫
R

dx√
2πβ22N

e
− x2

2β22N
+mN (σ)x

=

=
e
β2N

2
+N log 2

β

∑
σ

∫
R

dx√
2π
e
− x2

2β2 +
√

2NmN (σ)x
=
e
β2N

2
+2N log 2

β
×

×
∫
R

dx√
2π
e
− x2

2β2 +N log cosh
√

2N
N

x ≤ e
β2N

2
+2N log 2

β

∫
R

dx√
2π
e
−x2

(
1

2β2−1
)

(5.10)

The last inequality is valid thanks to the fact that log coshx ≤ x2/2. The integral is
convergent only if β2 < 1/2. This implies that the constant C above is non vanishing
in this very case. Lemma 5.1.1 implies that:

P
(

1

N
logZN ≥

1

N
logE[ZN ]− log 2

N

)
≥ C (5.11)

Finally, thanks to the self-averaging property of the pressure, the following inequality
must hold:

lim
N→∞

1

N
logZN = lim

N→∞

1

N
E logZN ≥ lim

N→∞

1

N
logE[ZN ] = log 2 +

β2

2
(5.12)

The claim for β2 = 1/2 also holds, thanks to continuity, because p is convex in β
and bounded by the annealed solution.

Remark 5.1.1. This statement identifies a sufficient condition, hence it does not
define the annealed region precisely.
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With the following argument we aim to prove that if β2 > 1/2 then the quenched
and annealed pressure differ. Consider the consistency equation (2.34). For β2 > 1/2,
it gives also a positive solution, in addition to q̄ = 0, that this time is not stable.
This can be easily shown by checking the the r.h.s. of the consistency equation (2.34)
is no longer a contractive map in q̄ = 0. Hence the other solution now realizes a
minimum of our variational replica symmetric pressure. More rigorously:

Proposition 5.1.3. Consider the replica symmetric pressure pRS evaluated in its
extremal point, called q̄, that satisfies (2.34). Then:

pRS(β, 0; q̄)

{
< β2

2
+ log 2 if β2 > 1

2

= β2

2
+ log 2 if β2 ≤ 1

2

(5.13)

Proof. To prove this fact, we compute the first derivative with respect to β of
pRS(β, 0), keeping in mind that q̄ is also a function of β.

dpRS(β, 0)

dβ
= β(1− q̄)2 +β2(q̄−1)

dq̄

dβ
+Ez

[
tanh

(
β
√

2q̄z
)
z

(√
2q̄ +

β√
2q̄

dq̄

dβ

)]
=

= β(1− q̄)2 + β2(q̄ − 1)
dq̄

dβ
+ (1− q̄)β

(
2q̄ + β

dq̄

dβ

)
= β(1− q̄2) (5.14)

If we rewrite the pressure in integral form we get:

pRS(β, 0) = log 2 +

∫ β

0

dβ′β′(1− q̄2(β′)) (5.15)

We immediately get the annealed pressure if β2 ≤ 1/2, beacuse q̄ = 0. Otherwise,
splitting the integral:

pRS(β, 0) = log 2 +
1

4
+

∫ β

1/
√

2

dβ′β′(1− q̄2(β′)) <

< log 2 +
1

4
+

∫ β

1/
√

2

dβ′β′ = log 2 +
β2

2
(5.16)

The strict inequality follows from the fact that for β2 > 1/2 q̄ > 0, except for the
inferior extremum in the integral that can be neglected.

Putting this together with Theorem 5.1.2 and Guerra’s replica symmetric bound,
we get the following corollary, that fully characterizes the annealed region for SK
with vanishing external field.
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Corollary 5.1.4. For h = 0, β2 ≤ 1
2

are all and only the possible values of inverse
absolute temperature for which the annealed pressure equals the quenched pressure in
the thermodynamic limit.

Proof. It simply follows from the fact that:

pSKN (β, 0) ≤ pRS(β, 0; q̄) < log 2 +
β2

2
= pA(β, 0) when β2 >

1

2
(5.17)

whereas:

pRS(β, 0; q̄ = 0) = log 2 +
β2

2
= pA(β, 0) when β2 ≤ 1

2
(5.18)

5.1.1 The Almeida-Thouless line (AT)

For the SK model, the annealed region is strongly related to the replica symmetric
region, where pSK = pRS. It turns out that it is very difficult to characterize the lat-
ter. However, it is clear that there is a line in the phase space, the Almeida-Thouless
line, beyond which the replica symmetric pressure cannot be the true pressure of the
model ([27]).

Theorem 5.1.5 (Almeida-Thouless line). If:

β2Ez
[
cosh−4 β(

√
2q̄ + h)

]
>

1

2
(5.19)

then the pressure of the SK model is strictly smaller than the replica symmetric
pressure, namely:

lim
N→∞

pSKN (β, h) < pRS(β, h; q̄) (5.20)

Proof. From Guerra’s replica symmetry breaking bound we know that:

pSKN (β, h) ≤ inf P(β, h;x(q)) (5.21)

We only need to find a particular order parameter x̃(q) such that P(β, h; x̃(q)) <
pRS(β, h; q̄) when (5.19) is fulfilled. The simplest choice we can make is:

x(q) =


0 if q ∈ [0, q̄]

m if q ∈ [q̄, r]

1 if q ∈ [r, 1]

(5.22)
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where obviously m ∈ [0, 1] and r ∈ [q̄, 1]. With these sequences the Parisi functional
becomes the 1-step RSB functional, described also in [10]:

P(β, h;m, r) =
β2

2

(
1 +mq̄2 + (1−m)r2 − 2r

)
+ log 2+

1

m
Ez′
[
logEz coshm β

(√
2(r − q̄)z +

√
2q̄z′ + h

)]
(5.23)

When we take m = 1, and r = q̄ and we go back to replica symmetric pressure,
namely: P(β, h; 1, q̄) = pRS(β, h), because we are at the zero-th step of the replica
symmetry breaking. If P(β, h;m, r) arrives in m = 1 with positive derivative with
respect to m for some r the proof is finished.

K(β, h; r) =
∂P(β, h;m, r)

∂m

∣∣∣∣
m=1

= −β
2

2
(r2 − q̄2)−

− Ez′
[
logEz coshm β

(√
2(r − q̄)z +

√
2q̄z′ + h

)]
+

+Ez′

Ez cosh β
(√

2(r − q̄)z +
√

2q̄z′ + h
)

log cosh β
(√

2(r − q̄)z +
√

2q̄z′ + h
)

Ez cosh β
(√

2(r − q̄)z +
√

2q̄z′ + h
)


(5.24)

In order to establish its sign in a neighborhood of q̄ we perform a Taylor expansion
that yields:

K(β, h; q̄) = 0 (5.25)

∂K(β, h; r)

∂r

∣∣∣∣
r=q̄

= 0 (5.26)

∂2K(β, h; r)

∂r2

∣∣∣∣
r=q̄

= −β2
(

1− 2β2Ez cosh−4 β
(√

2q̄z + h
))

(5.27)

The latter is positive, at least for r in a neighborhood of q̄, under the hypothesis
(5.19). This concludes the proof.

This leads us to define the AT line as follows:

β2Ez cosh−4 β
(√

2q̄z + h
)

=
1

2
(5.28)

The AT line is conjectured to be the true line that separates the RS and full RSB
regions in the phase space (β, h), though it has not been proved yet. We will adopt
this assumption from now on.



5.1. ANNEALING IN THE SK MODEL 109

Remark 5.1.2. It will be useful to notice that the point (β, h) = (1/
√

2, 0) belongs
to the line. In fact, for β2 ≤ 1/2, as discussed earlier, the consistency equation has
only the trivial solution q̄ = 0, hence:

β2Ez cosh−4 β
(√

2q̄z + h
)

=
1

2
Ez cosh−4(0) =

1

2
(5.29)

With the previous arguments we have just provided a proof for an important
fact:

Proposition 5.1.6. Assuming the AT line conjecture, for the SK model with van-
ishing external field, the annealed and replica symmetric regions coincide.

5.1.2 A glance at the SK multi-species model

Similar statements hold for multi-species elliptic models, they are shown in [7]. For
what follows, the temperature has been re-absorbed in the covariances. It is impor-
tant to stress that the following theorem is only a sufficient condition, hence it does
not define the annealed region properly, but only a subset of it.

Theorem 5.1.7. Assume the same notations used for multi-species models. If the
following conditions hold:

∆2 > 0 (5.30)

∆̂2 = (∆2)−1 − 2α−1 > 0 with α = diag(α1, . . . , αK) (5.31)

then the pressure of the model coincides with the annealed one:

pdmsN =
1

N
E log

∑
σ

e−H
dms
N (σ) =

1

N
log
∑
σ

Ee−Hdms
N (σ) = log 2 +

1

2
〈1̃,∆21̃〉 (5.32)

Proof. The proof follows the same steps of that of Theorem 5.1.2. The upper bound
is easily obtained by Jensen’s inequality. Recalling the Hamiltonian gaussian family
(4.2) and its covariance (4.3):

pdmsN ≤ 1

N
logEZdms

N =
1

N
log e

N
2
〈q̃σσ ,∆2q̃σσ〉 = log 2 +

1

2
〈1̃,∆21̃〉 (5.33)

The expectation over the disorder of Zdms 2
N yields:

E[Zdms 2

N ] =
∑
σ,τ

Ee−[Hdms
σ +Hdms

τ ] =
∑
σ,τ

e
N
2

(2〈1̃,∆21̃〉+2〈q̃στ ,∆2q̃στ 〉) =

= e
N
2

2〈1̃,∆21̃〉2N
∑
σ

eN〈m̃σ ,∆2m̃σ〉 = 2−NE2[ZN ]
∑
σ

eN〈m̃σ ,∆2m̃σ〉 (5.34)
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where we have used again the gauge symmetry σi −→ σiτi. Let us linearize the
quadratic term at the exponent with Lemma (3.2.7).

E[Zdms 2

N ] = 2−NE2[ZN ]

∫
RK

dKx√
(2π)K det ∆2

∑
σ

e−
1
2
〈x,(∆2)−1x〉+〈m̃σ ,

√
2Nx〉 =

E2[ZN ]

∫
RK

dKx√
(2π)K det ∆2

∑
σ

e
− 1

2
〈x,(∆2)−1x〉+

∑K
s=1Np log cosh

(√
2N
Ns

x
)
≤

≤ E2[ZN ]

∫
RK

dKx√
(2π)K det ∆2

∑
σ

e−
1
2
〈x,∆̂2x〉 (5.35)

The inequality follows from log coshx ≤ x2/2 and ∆̂2 is exactly the modified covari-
ance matrix in the statement. Hence, if it is positive definite, the integral converges
and the hypothesis of Lemma 5.1.1 are valid.

The rest of the proof is identical to that of Theorem 5.1.2.

5.2 The Deep Boltzmann Machine (DBM)

In this section we present some new interesting ideas in [4]. By Deep Boltzmann
Machine we mean a multi-layer SK model, which is a particular instance of hyperbolic
multi-species model. This very characteristic makes it impossible to solve it exactly
with standard methods, but something interesting can still be said on its annealed
and replica symmetric phase space regions. The relation between the two, discussed
later, is very important for Machine Learning purposes. In fact, these machines can
be properly trained only out of the annealed region.

In order to keep it the smallest possible, we will consider the form factors αl,
defined in the previous chapters, as free parameters and then fix them appropriately.
Hence, our phase space, in this case, will be richer.

The model is defined on a graph identical to that of a multi-layer deterministic
CW model, except for the interactions that are extracted from Gaussian distribu-
tions, as described in what follows.

Definition 5.2.1 (DBM hamiltonian or cost function). Let αp = Np
N

, with the same
notations used for multi-species disordered and non disordered models. Further, let

J
(p)
ij

iid∼ N (0,∆2
p). The hamiltonian of the multi-layer SK model is:

HDBM
N (σ, J ;α) = −

√
2√
N

K−1∑
p=1

∑
(i,j)∈Lp×Lp+1

J
(p)
ij σiσj (5.36)
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Remark 5.2.1. Observe that the model could have been equivalently defined through
the covariances:

E[HDBM
σ HDBM

τ ] = 2N
K−1∑
p=1

∆2
pαpαp+1qp(σ, τ)qp+1(σ, τ) = CDBM(σ, τ) (5.37)

where the notations for the overlaps have been previously defined when we dealt
with disordered multi-species models. The factor 2 or

√
2 in (5.36) is conventional

and introduced for the sake of convenience.

5.2.1 Lower bound for the quenched pressure

The idea is again to use the interpolation method, interpolating the system with K
decoupled SK models with an appropriate temperature. We will identify a rest with
definite sign and this will give us the lower bound.

Inspired by the trick we used for the deterministic version, we define the following
covariances:

∆̃2
p(a) =

∆2
p−1

ap−1

+ ap∆
2
p with a1, . . . , aK−1 > 0 (5.38)

If the labels of the covariances and parameters are not in [0, K] then the correspond-
ing covariance is zero, e.g.: ∆2

0 = 0 and ∆̃2
1 = a1∆2

1.
We will denote by HSK

Np
(σ; J) the hamiltonian of an SK model with Np particles

and the usual covariance: E[HSK
σ HSK

τ ] = Npq
2
p(σ, τ). With the previous notations,

we have a lower bound for the quenched pressure:

Theorem 5.2.1. The quenched pressure pDBMN (β) of the DBM is bounded from below
as follows:

pDBMN (β) ≥
K∑
p=1

αpp
SK
Np

(√
αp∆̃2

pβ

)
− β2

2

K∑
p=1

α2
p∆̃

2
p + β2

K−1∑
p=1

∆2
pαpαp+1 (5.39)

Consequently:

lim inf
N→∞

pDBMN (β) ≥ sup
a∈(0,∞)K−1

[
K∑
p=1

αpp
SK

(√
αp∆̃2

pβ

)
− β2

2

K∑
p=1

α2
p∆̃

2
p

]
+

+ β2

K−1∑
p=1

∆2
pαpαp+1 (5.40)
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Proof. To begin with, we need the following interpolating hamiltonian and pressure:

HN(t) =
√
tHDBM

N (σ) +
√

1− t
K∑
p=1

HSK
Np (σ)

√
αp∆̃2

p (5.41)

pN(t) =
1

N
E log

∑
σ∈ΣN

e−βHN (t) (5.42)

pN(0) =
1

N

K∑
p=1

E log
∑
σ∈ΣNp

e
−βHSK

Np
(σ)

=
K∑
p=1

αpp
SK
Np

(
β
√
αp∆̃2

p

)
(5.43)

pN(1) = pDBMN (β) (5.44)

The first derivative of the interpolating pressure, after the integration by parts has
been performed, is:

p′N(t) =
β2

2N
EΩ

(2)
N,t

[
CDBM(σ, σ)− CDBM(σ, τ)−

K∑
p=1

αp∆̃
2
p(Np −Npq

2
p(σ, τ))

]
=

= β2

K−1∑
p=1

∆2
pαpαp+1 −

β2

2

K∑
p=1

α2
p∆̃

2
p +

β2

2
RN(α, a,q) (5.45)

We already recognize the first terms that appear in the lower bound. Now the goal
is to proof that the last term has a definite sign:

RN(α, a,q) = −2
K−1∑
p=1

∆2
pαpαp+1qp(σ, τ)qp+1(σ, τ)+

K∑
p=1

α2
p

(
∆2
p−1

ap−1

+ ap∆
2
p

)
q2
p(σ, τ) =

=
K−1∑
p=1

∆2
p

(
αp
√
apqp(σ, τ)− αp+1√

ap
qp+1(σ, τ)

)2

≥ 0 (5.46)

Finally, the statement follows from a simple application of the theorem of integral
calculus.

5.2.2 Annealing in the DBM

The form of the annealed pressure is a bit different for such a model, due to the
peculiar form of the convariances (5.37).
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Definition 5.2.2 (Annealed pressure of DBM). The annealed pressure of a Deep
Boltzmann Machine, whose hamiltonians have covariances (5.37) is:

pA(β, α) =
1

N
log
∑
σ

Ee−βHDBM
σ = log 2 + β2

K−1∑
p=1

∆2
pαpαp+1 (5.47)

Remark 5.2.2. As usual, the concavity of log and Jensen’s inequality imply that the
quenched pressure is bounded from above by pA.

If we have a look at the lower bound in (5.39), it is reasonable to expect that the
annealed pressure and the quenched one will coincide when each of the interpolated
SK models is in its own annealed region. This leads us to define the following subset
of the phase space:

AK =

{
(β, α) : αp∆̃

2
p(a)β2 ≤ 1

2
for some a ∈ (0,∞)K−1

}
(5.48)

Theorem 5.2.2 (Annealing condition, DBM). If (β, α) ∈ AK then the quenched
pressure and the annealed one coincide in the thermodynamic limit:

lim
N→∞

pDBMN (β, α) = pA(β, α) (5.49)

Proof. The lower bound in (5.39) can be rewritten in terms of the annealed pressure
of the SK models:

lim inf
N→∞

pDBMN (β, α) ≥ sup
a∈(0,∞)K−1

K∑
p=1

αp

[
pSK

(√
αp∆̃2

pβ

)
− pan

(√
αp∆̃2

pβ

)]
+

+ log 2 + β2

K−1∑
p=1

∆2
pαpαp+1 = pA(β, α) (5.50)

As predicted, the terms in the square brackets cancel each other, leaving a lower
bound containing only the annealed pressure of the DBM. The annealed pressure is
always an upper bound for the quenched pressure, and this concludes the proof.

The region (5.48) may be rewritten as done in the following proposition.
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Proposition 5.2.3. For K = 2, 3, 4 we have:

AK =
{

(β, α) : 4β4 ≤ φK(α)
}

(5.51)

φ2(α) =
1

∆4
1α1α2

(5.52)

φ3(α) =
1

∆4
1α1α2 + ∆4

2α2α3

(5.53)

φ4(α) = min
{
t > 0 : 1− t(∆4

1α1α2 + ∆4
2α2α3 + ∆4

3α3α4) + t2∆4
1∆4

3α1α2α3α4 = 0
}

(5.54)

Proof. For the sake of clarity, the proof has been divided in the three cases.

Two layers: K = 2 By the definition in (5.48), (β, α1, α2) ∈ A2 iff for some
a1 ∈ (0,∞): {

2α1∆2
1β

2a1 ≤ 1
2α2∆2

1β
2

a1
≤ 1

⇔ 4β4∆4
1α1α2 ≤ 1 (5.55)

Three layers: K = 3 Again (β, α1, α2, α3) ∈ A3 iff for some a1, a2 ∈ (0,∞):
2α1∆2

1β
2a1 ≤ 1

2β2α2∆̃2
2(a1, a2) ≤ 1

2α3∆2
2β

2

a2
≤ 1

(5.56)

∆̃2
2(a1, a2) is decreasing in a1 and increasing in a2. Hence, w.l.o.g.:

∆̃2
2

(
1

2α1∆2
1β

2
, 2α3∆2

2β
2

)
≤ 1

2α2β2
⇔ 4β4(α1α2∆4

1 + α2α3∆4
2) ≤ 1 (5.57)

Four layers: K = 4 (β, α1, α2, α3, α4) ∈ A4 iff for some a1, a2, a3 ∈ (0,∞):
2α1∆2

1β
2a1 ≤ 1

2β2α2∆̃2
2(a1, a2) ≤ 1

2β2α3∆̃2
3(a2, a3) ≤ 1

2α4∆2
2β

2

a3
≤ 1

(5.58)
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Again, using the motonicity properties above, we can rewrite the annealing condition
in this way:

∃a2 > 0 :

{
2β2α2∆̃2

2

(
1

2β2α1∆2
1
, a2

)
≤ 1

2β2α3∆̃2
3 (a2, 2β

2α4∆2
3) ≤ 1

(5.59)

or equivalently:{
(1− 4β4∆4

1α1α2)(1− 4β4∆4
3α3α4) ≥ 4β4∆4

2α2α3

1− 4β4∆4
1α1α2 ≥ 0

(5.60)

If we set t = 4β4 in the first inequality, we would get t ≤ t− ∨ t ≥ t+, with t± such
that 1− t±(∆4

1α1α2 + ∆4
2α2α3 + ∆4

3α3α4) + t2±∆4
1∆4

3α1α2α3α4 = 0. It is not difficult
to prove that t− ≤ 1/(∆4

1α1α2) ≤ t+, and this implies that the second inequality in
the system selects only t ≤ t−. This concludes the proof.

As anticipated in the introduction, we want to minimize, in some sense, the
annealing region. In order to do this, we set the parameters α in the tightest possible
way, i.e. minimizing φK(α) with the constraint

∑4
p=1 αp = 1. For K = 2 we obtain:

α1 = α2 =
1

2
(5.61)

Things get rapidly complicated as the number of layers increases. An interesting
thing arises in the computation for K = 3: the two variances must be equal in order
to have a solution to the Lagrange minimization method.

∂Λ

∂α1

= −φ2
3(α)∆4

1α2 − λ = 0 (5.62)

∂Λ

∂α2

= −φ2
3(α)(∆4

1α1 + ∆4
2α3)− λ = 0 (5.63)

∂Λ

∂α3

= −φ2
3(α)∆4

2α2 − λ = 0 (5.64)

where Λ = φ3(α)− λ(α1 + α2 + α3 − 1). The first one, together with the third one,
imply that either α2 = 0 or ∆2

1 = ∆2
2. α2 = 0 is not possible, because it would

violate the second equation. Hence we are forced to admit ∆2
1 = ∆2

2. In that case:

α2 =
1

2
, α1 + α3 =

1

2
(5.65)
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The fact that the Lagrange method fails tells us that the extremal point is on the
frontier of the simplex of the possible α’s. Therefore, we have to perform a mini-
mization with α1 = 0 or α3 = 0. α2 = 0 again is not possible, because it would bring
φ3 up to infinity. For example, if α3 = 0, then:

α1 = α2 =
1

2
, α3 = 0 (5.66)

Notice that this still satisfies (5.65). Here a clarification is needed: when a ratio α
vanishes, it does not mean that we have zero neurons (spins) in the corresponding
layer. It only means that the number of them grows sub-linearly with the number
of particles in the system. Thus, in the thermodynamic limit their fraction becomes
negligible, i.e. 0.

Finally, assuming equal variances and for K = 4, standard computations yield:

α1 = 0, α3 =
1

2
, α2 + α4 =

1

2
or α4 = 0, α2 =

1

2
, α3 + α1 =

1

2
(5.67)

5.2.3 A possible replica symmetric pressure for DBM

Unfortunately, since the DBM is an hyperbolic model, it is not always possible to
identify a remainder with definite sign with the interpolation technique. For this
reason what follows relies only on the fact that in the replica symmetric region the
overlaps do not fluctuate. Let us reintroduce, for the moment, the deterministic

weights WN(β,h;σ) = exp
(
β
∑K

p=1 hp
∑

i∈Lp σi

)
.

Proposition 5.2.4. The following sum rule holds:

pDBMN (β,h;α) = pDBMRS (β,h;α,q)−
∫ 1

0

dtEΩ
(2)
N,t [RN ] (5.68)

Where the replica symmetric pressure has been introduced:

pDBMRS (β,h;α,q) = log 2+

+
K∑
p=1

αpEz log cosh β
(√

2
√
αp−1∆2

p−1qp−1 + αp+1∆2
pqp+1 + hp

)
+

+ β2

K−1∑
p=1

∆2
pαpαp+1(1− qp)(1− qp+1) (5.69)
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together with the remainder:

RN(σ, τ) =
K−1∑
p=1

αpαp+1(qp(σ, τ)− qp)(qp+1(σ, τ)− qp+1) (5.70)

Remark 5.2.3. The choice of the interpolating hamiltonian is not casual. In fact, if
we remember the choices made in (4.27), we see that the argument of the square
root is exactly the projection on the layer p of the vector ∆2q, where this time ∆2

is tridiagonal with vanishing diagonal elements.

Proof. The strategy is again to interpolate the hamiltonian of the DBM with that
of K decoupled free systems, with an appropriately modified temperature.

HN(t) =
√
tHDBM

N (σ)−
√

1− t
K∑
p=1

√
2
√
αp−1∆2

p−1qp−1 + αp+1∆2
pqp+1

∑
i∈Lp

J
(p)
i σi︸ ︷︷ ︸

H̃N (σ)

(5.71)

where obviously: α0 = αK+1 = 0 for convenience, and J
(p)
i

iid∼ N (0, 1). The family of
non interacting models, with hamiltonian H̃N has the following covariance:

C̃(σ, τ) = E[H̃σH̃τ ] = 2N
K∑
p=1

αp(αp−1∆2
p−1qp−1 + αp+1∆2

pqp+1)qp(σ, τ) =

= 2N
K−1∑
p=1

∆2
pαpαp+1(qpqp+1(σ, τ) + qp+1qp(σ, τ)) (5.72)

The next step is the computation of the first derivative of the interpolating pressure.
Through the integration by parts Lemma 2.1.1 we can write it in this form:

p′N(t) =
β2

2N
EΩ

(2)
N,t

[
CDBM(σ, σ)− CDBM(σ, τ)− C̃(σ, σ) + C̃(σ, τ)

]
(5.73)

After a shift in the sums variable p one can rewrite the previous in this way:

p′N(t) = β2EΩ
(2)
N,t

[
K−1∑
p=1

αpαp+1∆2
p(1− qp)(1− qp+1)−

−
K−1∑
p=1

αpαp+1∆2
p(qp(σ, τ)− qp)(qp+1(σ, τ)− qp+1)

]
(5.74)
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We clearly recognize the rest appearing in the statement in the last term. The
interpolating pressure at the extremes is:

pN(0) =
1

N
E log

∑
σ∈ΣN

WN(β,h;σ)e−βH̃N (σ) =

= log 2 +
K∑
p=1

αpEz log cosh β
(√

2
√
αp−1∆2

p−1qp−1 + αp+1∆2
pqp+1 + hp

)
(5.75)

whereas pN(1) = pDBMN . Finally, a simple application of the theorem of integral
calculus yields the result.

The replica symmetric pressure for the DBM produces the following consistency
equation:

qp = Ez tanh2 β
(√

2
√
αp−1∆2

p−1qp−1 + αp+1∆2
pqp+1 + hp

)
= Fp(q,h) (5.76)

Notice that for hp = 0 ∀p = 1, . . . , K, the point q̄p = 0 ∀p = 1, . . . , K is always
a solution. In analogy to what discussed for the SK model let us find a sufficient
condition for q̄p = 0 to be a stable stationary point.

It is sufficient to impose that the map on the r.h.s. is a contraction (for h = 0).
This can be done by checking the spectral radius of its jacobian matrix:

∂Fp
∂qp′

∣∣∣∣
q=0

= 2β2(δp−1,p′∆
2
p−1αp−1 + δp+1,p′∆

2
pαp+1) = (JF (0, 0))pp′ (5.77)

in 0. The eigenvalues equations for K = 2, 3, 4 are listed below:

D2 = λ2 − 4β4∆4
1α1α2 = 0 (5.78)

D3 = λ3 − 4λβ4(∆4
1α1α2 + ∆4

2α2α3) = 0 (5.79)

D4 = λ4 − 4λ2β4(∆4
1α1α2 + ∆4

2α2α3 + ∆4
3α3α4) + 16β8∆4

1∆4
3α1α2α3α4 = 0 (5.80)

with DK = det(λ1− JF (0, 0)).
The following proposition collects the results, obtained with standard computa-

tions, for K = 2, 3, 4.

Proposition 5.2.5. The jacobian matrix ∂Fp
∂qp′

∣∣∣
q=0

has a spectral radius smaller than

one if and only if: 4β4 < φK(α).

Remark 5.2.4. By chance, the previous stability condition for the solution qp = 0 is
identical, except for the frontier, to the annealed condition for the DBM. In analogy
with the SK model, this fact lets us think that AK may be the entire annealing
region for the DBM.



Conclusion and outlooks

To conclude, we briefly list the main achievements together with possible new inter-
esting points we would like to pursue in a follow-up of this thesis.

In the first two chapters, the main tools to deal with mean field models are
provided. In particular, the Guerra-Toninelli interpolation scheme turned out to
be a useful technique for most of our proofs, since it relies only on the convexity of
some functions involved in our computations. It is not explicitly shown in the present
work, but interpolation can provide the replica symmetry breaking upper bound to
the SK model pressure. We preferred to use the Aizenmann-Sims-Starr scheme, a
more general approach, that allowed us to give a representation of the Parisi ansatz
in terms of RPCs and cavity functional.

A real step towards the study of Boltzmann machines was taken in chapter 3 and
chapter 4, where multi-species models were studied. In the deterministic case, the
multi-layer Curie-Weiss model was solved by interpolating it with one body Hamil-
tonians, related to non-interacting systems. For disordered multi-species models, an
adapted cavity functional was defined that led us to an extended variational principle
for these models. The latter is a reorganization of the ideas presented in [7][19].

The content of the final chapter can be regarded as the main subject of this thesis,
both for the model analysed in it, the DBM, and for the methods used, justifying in
some sense the path followed up to it. However, chapter 5 is more the starting point
of a new project than a true conclusion. There are many questions to be answered.
Due to the lack of convexity of the interactions, we are not even able to prove that
the thermodynamic limit of the DBM exists. Interpolation cannot help us in this
case. Furthermore, the free energy in the thermodynamic limit is still unknown, we
only have a candidate as an upper bound.

Nevertheless, some new perspectives arose from the study of the replica sym-
metric and annealed regions of the DBM. In particular, the knowledge of the latter
turns out to be very important in machine learning applications, as it is mandatory
to escape it. The intuitive reason is that in this very region the order parameter has
only a vanishing trivial solution. Moreover, the replica method, within the replica
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symmetric ansatz, has been widely and successfully used to study the asymptotic
behaviour of quenched free energies corresponding to the cost functions, or Hamil-
tonians in our jargon, involved in such learning algorithms.

The squeezing of the aforementioned annealed region has been performed only
with four or less layers, but there is hope that with similar arguments one can deduce
the optimal (from this point of view) form factors with a generic number of layers.
It should be also stressed that the conditions we have found on the α’s are just
the ones that ensure a ”little” annealed region, but no other properties of these
deep network, such as the generalisation, are discussed here. Therefore, it would be
interesting search for other possible geometric constraints on the architecture coming
from thermodynamics, this time on the depth of the network, instead of the width
of the layers.
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