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Abstract

Quantum field theory represents the modern approach to describe three fun-
damental interactions: strong, weak and electromagnetic. It is not possible to
describe gravity as a quantum field theory because of its non-renormalizability.
Quantum field theory on curved space-times represents a modern approach
to describe interactions between quantum particles and gravitational fields.
The target of this paper is to illustrate a completely general mathematical
method to describe spinning particles in arbitrary gravitational fields, fo-
cusing on physical implications concerning the interaction between spin and
gravitational fields. This apparatus is then applied to particular cosmolo-
gies, Melvin cosmology and double Kasner cosmology. The results obtained
are analysed from a physical point of view showing effects emerging from
spin-gravity coupling.



Sommario

La teoria dei campi quantistici rappresenta ’approccio moderno per descri-
vere tre interazioni fondamentali: la forte, la debole e 'elettromagnetica.
Non ¢ possibile descrivere la gravita come teoria di campo quantistico per
via della sua non-rinormalizzabilita. La teoria dei campi quantistici su spazi-
tempi curvi rappresenta un approccio moderno per descrivere le interazioni
tra particelle quantistiche e campi gravitazionali. L’obiettivo di questo ela-
borato ¢ di illustrare un metodo matematico completamente generale per
descrivere particelle con spin in campi gravitazionali arbitrari, concentrando
I’attenzione sulle implicazioni fisiche che riguardano l'interazione tra spin e
campi gravitazionali. Questo apparato viene poi applicato a specifiche co-
smologie, la cosmologia di Melvin e la cosmologia double Kasner. I risultati
ottenuti vengono analizzati da un punto di vista fisico mostrando gli effetti
che emergono dall’accoppiamento tra spin e gravita.
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Introduction.

Quantum field theory is the modern approach to describe strong, weak and
electromagnetic interactions. Gravity is excluded from this theory because
of the well known non-renormalizability of the theory[l]. Quantum field
theory on curved space-time represents a semiclassical approach to study the
interaction of quantum particles with gravitational fields.

After the notion of spin was introduced in physics, the study of spin dy-
namics was initiated. First efforts were concerned with the study of fermions
in weak gravitational fields, i.e. for the case when the geometry does not
deviate significantly from Minkowki manifold. Subsequently the attention
was devoted to the description of fermions in geometries risen as exact solu-
tions of Einstein field equations. It was only recently that the study of the
dynamics of spinning particles in general manifolds has been developed [2]
and this is the starting point of this paper.

In most applications of mathematical cosmology Friedmann cosmolog-
ical models are considered. However, in the early universe, the effects of
anisotropies could be essential. Some studies have already been devoted
mainly on simple homogeneous Bianchi universes [3], in particular it has
been studied the motion of Dirac particles in gravitational fields whose met-
ric is represented by Bianchi universes. The goal of this paper is to study a
couple of different anisotropic models, one emerging as a solution of Einstein-
Maxwell field equation, the other is a generalisation of Kasner universe.

In the first chapter I explain the mathematical method of tetrads[4]
used to describe spinors on arbitrary manifolds, until I define the ”spin
connection”, which is analogous to the affine connection, necessary to de-
scribe parallel transport for vectors. This is done by generalizing Clifford
algebra from the Minkowski metric to an arbitrary metric. Subsequently, 1
generalize the Dirac equation in arbitrary space-times using tetrad formalism.

In the second chapter I study the Foldy-Wouthuysen transformation [5].
The F-W transformation is a unitary transformation of the Dirac Hamil-
tonian used to separate spinors into two components with positive energy
eigenvalues and two components with negative energy eigenvalues. This sep-

7
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aration is particularly useful when studying the classical limit of the Dirac
equation. This transformation is then generalized in arbitrary space-times
6], [7], [2], obtaining the transformation of the Hamiltonian as a power ex-
pansion in terms of A. Then I study the Dirac equation in curved spaces and
the equations of motion of polarization operator of spinning particles.

In the third chapter I apply what I have proved in the previous ones
to particular anisotropic cosmologies: the Melvin cosmology and the double
Kasner cosmology.

Melvin metric [8] is obtained as a static solution of Einstein-Maxwell field
equations, having assumed that the universe is filled with a cylindrically sym-
metric magnetic field. I demonstrate that starting from a general diagonal
metric whose coefficients depend only on a radial variable, it is possible to ob-
tain the Melvin metric by imposing the condition that the scalar curvature R
is 0, coherently with the case of the electromagnetic energy-momentum ten-
sor whose trace is 0[9]. Subsequently I use the results obtained in chapters
1 and 2 to work out the angular velocity operators for the spinning particle
in Melvin space-time. I solve the geodesics equations to find an expression
for the velocities, necessary to find the angular velocity operators. I demon-
strate the coherence between the exact result, used to solve the equation of
motion of spin operators, and the approximated semiclassical result, used to
solve the equation of motion of average spin. By using these previous results,
I solve the equation of motion of spin operators and I show that spinning
particles precede in a regular way approaching the early universe t — oo.
Finally I use the relations ¢ — iR and r — 7 [10] to analytically continue
the Melvin metric to obtain the Melvin cosmology, where the coefficients of
the metric depend on a temporal coordinate instead of depending on a radial
coordinate. The results obtained for the Melvin metric are then transposed
to results for the Melvin cosmology.

Double Kasner cosmology [11] is a generalisation of the standard Kasner
metric [9]. Kasner metric describes an homogeneous but anisotropic space-
time and the coefficients of the diagonal metric are time-dependent only.
Double Kasner metric generalises the standard Kasner metric by introducing
the dependence on a spacial coordinate for the coefficients of the metric. 1
demonstrate that, starting from a diagonal metric with coefficients depending
only on a temporal and on a spacial coordinate, the double Kasner metric
emerges as a solution of vacuum field equations. This is analogous to what
I show in an appendix, that is that Kasner solution can be found, starting
from the anisotropic metric Bianchi I, by solving vacuum field equations. I
work out the angular velocity operators in the semiclassical approximation
to describe the motion of average spin. I solve asymptotically, near t —
0, the geodesics equations for completely general values of the parameters
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appearing in the metric. This is necessary to find explicit expressions for
angular velocity operators in order to solve the equations of motion of average
spin. I solve then these equations and for the temporal trend I find complete
agreement with the results found for the standard Kasner metric near the
singularity ¢ — 0 [3].

The results obtained show the effects of the anisotropy on spinning par-
ticles and can be used to give an interpretation of some phenomena of the
early universe.
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Chapter 1

Mathematical tools.

1.1 Introduction.

In this chapter we introduce some useful mathematical instruments to study
spinor fields in curved space-time. It is not trivial indeed to deduce the
correct generalisation of spinor fields on Minkowski space, because the general
Riemann space has much less symmetries. One possible approach is the
covariant generalisation of flat space-time expressions; so, we start from the
locally flat frame, then we perform the ”covariantization” [4].

1.2 Tetrad formalism.

First of all, let us recall the definition of the metric tensor [12]

Def. 1.1 (Metric tensor): we define the Metric tensor, or simply the
Metric, as the tensor of rank (0,2) that satisfies:

i) g(v,v) =0« v =0, that is, g is not degenerate;
i) g(u,v) = g(v,u) , that is, g is symmetric;
where u and v are vectors of the tangent space Tp of a point P of the manifold.

Expanding the expression of the metric to a general coordinate basis
{eu}),—, , where n is the dimension of the manifold, we obtain

g(u,v) = g (u'e,,v"e,) = g (ey, e,) u'v” = g, utv”. (1.1)

The metric is also often defined starting from the line element

11



12 CHAPTER 1. MATHEMATICAL TOOLS.

ds® = gete” (1.2)
where e# is the 1-form dual of the base vector e,, that is
e (ey) = ey () = O
or analogously
el = g"e, with g" the matrix inverse of g,,.

From (1.1) it is obvious that, for a general choice of vector basis, the
components of the metric tensor depend on the coordinates of the space-time.
In some applications it is very useful to use a particular vector basis {e,}|_,
where the metric coefficients are constants. In particular, it is possible to
choose such vectors so that the metric coefficients reproduce the Minkowskian
metric in n dimensions 7y, = diag(+, —,- -+, —), so we have

———

n—1 times
ds? = ngpee’ (1.3)
where the indexes are raised and lowered with the metric 7.

It is possible to expand the new basis’ vectors to the old basis, so that
we obtain

ea = e€ge, , e =eyel and vice versa e,

=enea , e =che”.  (14)

The transition coefficients are called tetrads [4] or analogously vielbein
fields (from German viel = many, bein = legs), so a tetrad is just a change
of basis. Using (1.4) in (1.2) and confronting the result with (1.3) we obtain

2 v a v b v
ds” = gel'e” = g eletee’ = gueley =N . (1.5)

Defining g = detg,,, from (1.5) we easily obtain

det ng = g det (") = det (er) =Vlgl - (1.6)

It is obvious that the choice of vectors e, is not unique, because you

can perform local transformations of the Lorentz group O(1,n — 1) on such

vectors and the metric will remain the same 7,;,. This way, we found a new
local symmetry:

b

e, — €, = Ape, where AyAGnae = M

G = Guv = ézégnab = 6265/\?/\3%17 = 626§77cd = Guv -
We expanded the symmetry of the general relativity to general co-ordinate
transformations and local Lorentz transformations, often called local generalized

rotations. This is the reason why g,, has D) froe components while e},

3
has d?.
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1.2.1 Covariant derivative.

The covariant derivative is introduced in Riemannian geometry to define the
concept of "parallel transport” of vectors, differential forms and so on. Let’s
recall the basic properties characterising this operator [12]:

i) let U and V' be vectors and U be a different parametrisation of U, so
that U = gU where g is a scalar, the covariant derivative is invariant
under different parametrisations, so:

VUV = VgUV = ngV 3

ii) the covariant derivative is a differential operator, therefore it obeys
Leibnitz rule; so, let U,V be vectors and f be a scalar, we have:

Vo fV = VoV +(Vuf)V = fVuV+UNHV ;

iii) the covariant derivative is a linear operator; so, let U, V, W be vectors
and f, g be scalars, we have:

VfU+ng = fVUW + gVVW .

The af fine connection is the rule that defines the way tensors are paral-
lely transported and that implements the definition of the covariant deriva-
tive; let e; and e; be basis vectors, we have:

Ve.er =17 65 . (1.7)

In the context of a torsion-free geometry, if {e;}"_, is a coordinate base
(so that the anholonomy coefficients are equal to 0), the affine connection is
called Christof fel symbols, and starting from the condition of accordance

of affine connection and metric it is easy to obtain the following relation:

1
Loy = 59" (Ougrw + ugry = Orgyu) - (1.8)

For a general vector, from (1.7) we obtain:

V,VF=0,VF+Th V. (1.9)

The generalisation to (p,q) tensors is trivial because of Leibnitz’s rule.

Now let’s show how to derive an analogous expression for the covariant
derivative of objects with local Lorentz indices. Starting from a point P of
the manifold, any movement from P means the shift from a tangent space
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to another. So, it is easy to understand that the covariant derivative of a
vector V' can not be trivially equal to 9,V°. If we assume that the covariant
derivative is a linear differential operator, we come to the expression:

V. Vb =0,V 4t ve (1.10)

where @°  are unknown coefficients. From (1.4) and V,V#* = egeZvavb we

come to the following chain of equalities:

V, V=0, VF+ T VT = elef Vo,V = epey (0.V" + &5, V) =
= 0HO, VT + VTeeh0,e + elell et VT =
=9, VF+ V7 (e0,el +efecdl,) . (1.11)
So, we have obtained
I =etdel +epecad, . (1.12)
By multiplying (1.12) by eZer, we obtain

@, = ele™TE, — e0,el . (1.13)

v

(1.13) allows us to calculate the covariant derivative using only vielbein
fields and the affine connection. It is easy to demonstrate the antisymmetry
of @ for a <+ d using (1.13), as shown below:

ad ~da __ _a, Td]p d tapp _ 7d a __ _Ta d __
w?, + @, =ene™ T, +ele™ ', —e™"0,e7 — e 0,7 =

1
= Egﬂ/\ (&-g)\y + 09 — 8Ag7,,) (eZer + €Z€Ta) _ eﬂ'dayeg . €Taa,,6f _

(arg)\l/ + azzg)n— - (9>\9w) (ea)\er + ed)\eTa) - 6”@,,62 — em(?,,ef =

“’\ereid,ew + e“’\ereCT&,ef\ — er&,e‘T‘ — em(?,,ef =0,

1
)
=e
where the third equality is allowed by the symmetry, under A <> 7, of the
tetrad term in brackets, and by the antisymmetry of the first and third metric
terms in brackets, and the last equality is consequential to the contraction
of indices.
Another useful formula follows from (1.5):

0=V,9u =V, (eZe{‘,nab) = QnabeZVTef, =0 & VTel,j =0. (1.14)
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1.2.2 Covariant derivative of fermions and spin con-
nection.

Now let’s study the application of the previous section to define the covariant
derivative for Dirac fermions and then to describe spinor fields on general
manifolds. Spinor fields are described in a flat four-dimensional metric by
the Dirac action

S = /da:% (1700 — m) ¥ . (1.15)

The generalisation to curved manifolds is trivially given by

Sz/daf*\/mzz (V" —m) & | (1.16)

but the definition of covariant derivative is not trivial. The necessity of using
tetrads to formulate a consistent spinor field theory emerges because there
is no covering group for the group of general coordinate transformations.
So, we start from a flat metric and then use tetrads to generalize to curved
metrics.

On a flat metric, gamma matrices satisfy the Clif ford algebra [1], that
is

(72" =" A =2 (1.17)
Moving to a general curved space-time, we can use tetrads to obtain the
following result:

=t = {gaten =" = (=27, (L1§)
that is the curved-space version of the Clifford algebra.
Let’s define
7 i
V=0, + §wuabaab1/) , where o, = 3 [Yas 5] - (1.19)

The coefficients w ® are called spinor (or simply spin) connection. The

m
conjugate of (1.19) is

_ 7 _
Vb= 8,1 — §wu“bwaab : (1.20)

By using (1.19), (1.20) and Leibniz’s rule, we can get these simple results:
VN(IW) = (V,ME) Y+ & (vlﬂ/}) =
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_ g - - l
= (@M - Ewuab¢aab) Y+ (@ﬂﬁ + §0J,fb0ab7/1> =
= (0.¥) ¥+ ¥ (9) = 9 (V) (1.21)
which is the result we expected for the scalar ¥1);
V.Y =V, () =~"V,er =0, (1.22)

having used (1.14).
Now we can find a way to calculate the spin connection through a sys-
tematic use of Leibniz’s rule, starting from the covariant derivative of the

vector 1y B ~ _
Vi (0 Y) = 0y (V™) + T 0"y =

= (0u¥) Y0 + 9 (0ued) Y + ¥y (Ou) + T3, 00" (1.23)
This result is to be compared with the following result:

Vi (07 Y) = (Vi) ¢ + 0 (Vy®) ¥ + 7 (V) =

_ i _ _ i

= () 1™ — 50, 0w + 90" (0u0) + 507w S, (124)
having used (1.22). Since the equality must be valid for any field 1, by
comparing (1.23) and (1.24) we obtain:

1 a (0% C C C 178 mIe} (0%
—79,e (0 (v — W) = (VW — W) 1) = 7° (€T, + Duel) - (1.25)

By making use of the Clifford algebra relation
Y VaVo = 2057 = YoV Vo

we get
W, (e va — eqmw) =7 (elT5, + uel) (1.26)

We can solve this equation by taking advantage of the antisymmetry of w,
and we obtain

a ~,Q 1 amT a
w® =" = 3 (ehe? I, — e*0,€}) (1.27)
having defined
e =n"e) . (1.28)

We have here established the relation between (1.13) and the spin con-
nection, and this gives us an explicit way to calculate the covariant derivative
of fermions.
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1.3 Foldy-Wouthuysen transformation.

The Foldy-Wouthuysen transformation [5] is a unitary transformation of the
Dirac equation, and has the advantage of separating the spinor into four
components, of which two have positive energy eigenvalues, and two have
negative energy eigenvalues. This is particularly useful for the interpretation
of the non-relativistic limit, that is the Pauli equation. This type of trans-
formation had already been studied previously by Newton and Wigner while
they were studying properties of the position operator; they found that states
localized in position cannot be formed solely from positive energy states or
solely from negative energy states in Dirac-Pauli representation. Starting
from reasonable invariance requirements, they discovered that states split
into pure positive-energy and pure negative-energy states could be found,
and that they are unique. The studies of Foldy and Wouthuysen generalized
those of Newton and Wigner to the case of particles in electromagnetic fields
[13].

Here we analyse their work, and consider the case of gravitational fields
as well.

Starting from the Dirac equation in Hamiltonian form, we have

ih%?ﬁ =Hvy , where Y = (z) . (1.29)

We can now perform a unitary transformation by setting ' = U = €™ |
where U is a unitary operator; this transformation implies:

2 1.0\ _ 77—1; w 2 -1 ’_ —1,
i, (U0) = U Vil +zh<atU W =HU

and, rearranging it into Hamiltonian form,

-1

0 oU
h—y = (UHU™' —ihU "=HY . 1.30
ih st (H i at)w M (1.30)

The Hamiltonian can be split into operators that commute (”even oper-
ators”) and anticommute (”odd operators”) with the operator £:

H=BM+EI+0, [BM =0, [8E]=0, {,0}=0, (131

where H is hermitian and we assume M, £ and O to be hermitian as well.
From now on, we will use the common notation for the 3 and o' matrices
[14], so we have
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B=9", a'=7"",i=1,2,3,

where {y?}._, are the Dirac matrices. Therefore,

0 __ O ]I a O O'a
Y= I 0 y V= —o“ 0 )

where o are the Pauli matrices.

1.3.1 Free Dirac particle.

In the case of free Dirac particles, we have
E=0,0=ap = H=pm+a -p, (1.32)

where m is the particle mass; we can set

S= —%ﬁa -pd(p) (1.33)

so that 6 becomes a function to be determined in order for H' to be free from
odd operators. S commutes with the Hamiltonian because it is not explicitly
time-dependent,therefore the operator €™ does as well, because it is defined
by its power expansion as

; (4
ezS — E Z_gqn ’
n!
n=0

since each term of the sum commutes with the Hamiltonian because S does.
The transformation of the Hamiltonian is

H = e He ™ = 25N (1.34)
and, by performing the power expansion of ¢/?°, and using (1.33) and trivial
identities of & and 8 matrices, we can easily obtain

™% = cos (%9) + (ﬁap' p) sin (%9) . (1.35)

By using this result in (1.34) we obtain

o ()= (55 ) (7)o v -
s (5) oo () 57 s () = ()]

(1.36)
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From this equation, by putting the second parenthesis equal to 0, we easily
obtain

O(p) = %arctan (%) . (1.37)

With this # we obtained the odd operators-free Hamiltonian

H = B/m? +p® = BE, . (1.38)

The solutions of (1.30) are such that upper components represent positive
energies and lower components represent negative energies. We can split 1)’
as follows:

_1+p 1-p5

Y=g X where, o = 0Py Y= Ey o (139)
Now (1.30) can be split explicitly into
i0
PE =3¢, (1.40)
i0
—BEX =X - (1.41)

Thus, we separated the positive energy and the negative energy terms.

1.3.2 Exact Foldy-Wouthuysen transformation.

First of all, we can notice that the operator O? is even because of (1.31),
therefore we have

BO?* = ~0BO = O*8 . (1.42)
We now define the operator S in a similar way to (1.31) as
S = —@%9 , (1.43)

where C' and 6 are function of ©O?, and C is defined unambiguously by the
relations

C?=0%,[3,0]=0, Vi=1. (1.44)
(1.44) defines exactly the square root of the operator O%:

C=Vo?. (1.45)

We observe that the operator S, and therefore the operator U, are not ex-
plicitly time-dependent, so we can use the relation H' = UHU L.

For example, to understand what the square root of an operator is we
consider the free particle case:
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O=a-p, O*=17, C=Iy/p2=1Ilp| .
The operator U can be broken down via a series expansion into
(@)
Uzcos@+%sin9 . (1.46)

A sufficient, but not necessary, condition to have an exact transformation

is [6]

£,0] =0 (1.47)
(we have omitted the identity symbol multiplied by £ ), and this implies
€, 80] = [€,B]0 + B[€,0] =0, (1.48)

having used (1.31) and (1.47). Using (1.46) and (1.48) we can derive the

transformed Hamiltonian:

H =UHU ! = (cos@%—?smé’) H (COSG— %sin@) =

2
= (Bm+ O) (Cosé’— %Sinﬁ) +&=
=(fm+ O) <cos26— %sin%) +& =

= [ (mcos20 4+ Csin26) + O (cos 20 — %sin?@) +£&. (1.49)

From this result we can put the parenthesis multiplied by O to be equal to
0 in order to obtain an even Hamiltonian:

tan 260 = g , (1.50)
m

and using trivial goniometric relations

where € =vVm2+C2=+vVm?+ 02 . (1.51)

C
tanfy = +
an v extm

Therefore, we found two values of 6 that make the Hamiltonian even, 6,
realises the F-W transformation, and by substituting in (1.49) we obtain

H=pe+E , e=vm2+02. (1.52)
Through a substitution of the values of 6 in (1.46) we find
+
gt EEmELO (1.53)
2e (e +m)

that fully agrees with what can be found in the free particle case. We also
notice (this will be useful a bit later) that U~ = U™,



1.3. FOLDY-WOUTHUYSEN TRANSFORMATION. 21

1.3.3 General case.

In the general case, the operator U is time-dependent [6], so it is not possible
to remove odd operators to all orders. So, we will perform a power expansion.
To do this, first we need to calculate some commutators that appear during
calculations:

0N ;o1 0 o
U(E—z—)U =& Z& [US za}U . (1.54)

To calculate the commutators we will use these formulas:
i)[A7',B] = A7'[B,A] A7, (1.55)
where the proof is

AT B, AJAT = AT (BA-AB)A' = A7'B-BA' = [A7',B] ;

i)ABA = - ({4*, B} — [A,[A, B]]) , (1.56)

N | —

where the proof is

({A2 B} —[A,[A, B])) = (A2B+BA2 —[A,AB — BA]) =
= % (A?B + BA*— A’B + ABA + ABA — BA®) = ABA

iii) [A4, B] = —{A ,[A? }}——[ A B]], AT (1.57)
where the proof is
VRNV n——[ [A,B]],471] =
= i {A™" A’B— BA*} — 1 [A, AB — BA], A7 =
= %1 (AB— A7'BA*+ A°BA™' — BA) —
_Zi [A2B — ABA— ABA+ BA*, A7 =

1
= Z(AB — A'BA* + A°BA™' — BA— A’BA™' 4+ AB + AB — BA+
+AB — BA—BA+ AT'BA*) =[A, B] .
If the commutator of two operators is small compared to their product,

1.e.

A, Bll < |ABJ (1.58)
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we can use (1.55) and (1.56) to evaluate [A, B] with any accuracy by per-
forming successive approximations.
Now we perform a transformation using (1.53), and through a substitution
in (1.30) we obtain
H =Be+ &+ 0O, (1.59)

where the operators £ and O are simply given by

5/_i2+6+_m< _2-2) _etm
ot 2e (e +m) ot) \/2¢(e+m)
BO 0 B0
/2 (e +m) (8—za> 2¢ (e +m) (1.60)
and
o__ P9 (5_2-2) _etm
\/2¢€ (e +m) ot 2e (e +m)
e+m 0 B8O
_\/2e(e+m) (5—z§) 2¢ (e +m) (1.61)

Using (1.56) in (1.60), the two anticommutators and the time derivative
cancel each other out, therefore we have

A= Em et g e 0
\/2€(e+m) 2¢ ot

- o= (5)(3) () ()

for the first term and

M2
A= PO POPO O g o 0

= 108 = (grm) (6 a) - (6-3) ()

for the second term. By combining together the terms with the temporal
derivative we obtain

e+m O? e2+m2—|—2me—|—(927ﬂ

2¢ +2e(6+m)_ 2e (e +m)

As explicitly shown in the previous manipulations, the terms with time
derivatives are cancelled, and (1.60) becomes

1 e+m (5—@'2)
V2¢ (e +m)’ ot

4

€E+m

=& :
\V/2€ (e +m)

_|_
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zefi — (5 - %)” . (1.62)

At this point we perform a second transformation using the following oper-
ator:

1

5O
1

2 (e +m)’

! - Qf ! Z / 1 7/ /8 /
U =exp(is) , S 45{(9,6} 4[6,(’)} : (1.63)
and we want to perform a power expansion from this. To this end, we use
the relation [14]

-2
¢SHe ™ = H+i[S, H] + = [S,[S, H]] + ...+

2!
+% 1S,0S, .. [SH]..]+... . (1.64)
This relation is verified as follows: by considering
F(\) = S He N (1.65)

and expanding it to a Taylor series at A = 0, we obtain

F()) = i% (215>H | (1.66)

1=0

and by direct calculation we have

g—}; = ieMSHe ™ — i HSe™ ™ = e[S, H] e
O’ F _ 5 ixs —iAS _ 2 iAS —iAS _ -2 iAS —iAS
e le S[S,H]e — e[S, H| Se =i [S,[S, H]| e
up until
g;\}: = "™ [S,[S,...[S, H]]...]e™™

and so on. By putting these results in (1.66) and calculating F(1), we ob-
tain (1.64). If we use H = H’ and (1.63), and limiting ourselves to major
corrections, we obtain

H' ~ Be+ E + 4115 {(’)’2, %} . (1.67)

If you want to achieve higher accuracy, you should repeat the transformation
using (1.63) several times.

Thanks to this procedure, we obtained the Hamiltonian in F-W represen-
tation in the general case to any order of accuracy.
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1.3.4 Strong external fields.

In the case of strong external fields, we need to generalize the method devel-
oped in the previous section [7]. The natural generalization of (1.53) is

g BeABMoO L Bt SM O
V(e + BM — 0)? \ (Be+ BM — 0)?
e=VMZ+O?, (1.68)

This operator is used to perform the F-W transformation in the general case.
The calculations are analogous to those in the previous section, so if we define

T = \/(ﬂe+/@/\/l—(’))2 and Fzé'—iﬁ%, (1.69)

then the transformed Hamiltonian is

H = Bet € + ([T, [T, (Be + F)]] + 810, [0, M]) -

2T
—[0,[0,Fl| = [(e + M), [(e + M), F]] = [(e + M) , [M, O]] -
—B1{0,[(e+ M) ,F]}+6{(6+M),[O,f]}>% (1.70)
and it can be presented as usual in the form of
W =B+E+0  [E,8=0,{30}=0, (1.71)

having explicitly separated even and odd terms. The even and the odd terms
are defined by

€= S (M 4 BHD) — e | O/ = L (M — BH'D) |
therefore we have
L+ GH) — fe= L (Bet €+ O+ 5 (B + €+ O) ) — fe =
= S (Be+E + O e+ BEB + O'B) — fe =
:56—1-5'4—%((’)/—(’)’)—56:5’
and
1

§(H’—5H’B)=%(66+5’+O’—B<ﬁe+8’+0’)6)=

%(ﬁe%—é”%—@’—e,@—ﬁé”ﬁ—ﬁ@’ﬁ):%(O’%—O’):O’ ,
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having used the relations in (1.71).
The second transformation is performed according to the previous section
and the result, approximated to first terms, is

1 1
HFW 2564‘5/4—1{0/2,;} . (1.72)

The formula obtained is very similar to (1.67) and, in an analogous way,
further corrections can be calculated by repeating the transformation as ex-
plained in the previous section.

(1.72) describes the transformation in the general case. In special cases it
can be strongly simplified [7]: for example, if [M, O] = 0, then (1.70) takes
a simpler form and again we obtain results derived in previous sections.



26

CHAPTER 1. MATHEMATICAL TOOLS.



Chapter 2

Spin and Gravitational Field.

In this chapter we apply the techniques developed in the previous one in order
to describe particles with spin 1/2 in a general gravitational field. First, we
use the tetrad formalism to describe a general metric, then we derive the
Dirac Hamiltonian in a curved manifold [2] [15]. Then, we use the F-W
transformation to obtain the precession operators equations of motion. We
use the same notation as in chapter 1, where space-time indices are Greek
letters from the middle of the alphabet (u,v...), tetrad indices (which are
the same as Minkowski indices) are Latin letters from the first half of the
alphabet (a, b, c...), spatial indices are Greek letters from the first half of the
alphabet (a, 8,7 ...), and finally we mark particular values of tetrad indices,
being them spacial or zero, with top hats (a, b.. ).

2.1 Dirac equation.

Let 2#(7) describe the position of the particle in space-time, where 7 is the
proper time and S% = —S5% the spin tensor. The 4-velocity of the particle is

Ui(r) = da:;T(T)

the tetrad e} and its inverse e, we have U*(7) = e

and it is normalized as usual, that is g, U"U" = ¢*. Using

o d2(7)

i

and nabU“Ub =,

where 1, = diag(c?, —1,—1,—1).
There are several different ways to describe a general metric; we use the
following parametrisation for the line element [16]

ds* = V2Adt? — 6, ,WEW} (da” — K7edt) (da® — Kocdt) . (2.1)

Parametrisation (2.1) involves functions V, K* and W§¢, so 1+ 349 = 13
functions in total, more than the 10 free functions in a general metric in 4

27
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dimensions. We notice that this choice of parametrisation is not the most
general, because, as we stated in the previous chapter, a general choice of
tetrads involves 16 parameters. The line element (2.1) is invariant for ar-
bitrary local rotations, that is W,B — LO‘I/V7 , where Lg € SO(3), indeed

LO‘L“’5Cw = 033 We can eliminate this freedom by choosing a gauge. A
useful choice of gauge is the Schwinger gauge, that is ¢¥ = 0, a = 1,2, 3.

Confronting (2.1) with (1.5) and using the gauge ﬁxmg, we recognize the
tetrad

0 0 é & 0
e, =V5, , e =Wg (6] —cK"S) , a=1,2,3, (2.2)
and its inverse, which satisfies elej, = 07, is
e A A (2.3)
€ =77 \% T 0ac , €q = 03Wy . .
These inverses satisfy an analogous condition of gauge, that is €2 = 0. We

also introduced the inverse of W“ that is Wf and satisfies W"W; = 52,.
The velocity of a particle in the orthonormal frame is U* = e ,U", but it

will be convenient to describe the 4-velocity using the spacial components v,

therefore U® = (7,72}5‘), where v = ————. By using (2.3), we obtain
1—0v2/c?
dt
U° = dT—eU“—eOUO+eU“—%, (2.4)
a dz® arra arr0 arrB «a QAT ~yn o3
U*=— —eU:eU+eU——5cK7'y+5WA7v:
dr v A
’y (03 (63 3
-7 <cK + VWS vﬁ) . (2.5)
If we define
Fg=Vwg (2.6)

and combine (2.4) with (2.5), we obtain

dz®

— FuP £ K™ . 2.
o f +c (2.7)

The Dirac equation in curved space-time that we obtained in chapter 1
reads
(ihy*Vy —me) ¥ =0, (2.8)

where

Vi=e'V, , V,=0,+ %AN + 20" Dy (2.9)
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For completeness, we included the coupling of the electric charge ¢ to the
4-potential A, of the electromagnetic field.

Now we have to calculate the components of the spin connection using
(2.2) and (2.3), but first we have to extrapolate a formula that gives the
coefficients of the spin connection as a function of tetrads. To do this, we
begin calculating Christoffel symbols as functions of tetrads:

S Lo o ab (e
FTH - ég (goun- T 9orp _gT,Uaa-> - Eeaebrr] ’ ((egeand) o
1

c d c_d ab v, o c d c d
+ (6(767770d) w o (eTeunCd) 70) - 577 Ned€4Cp (60'77' 6H + eaeﬂﬁ +

1
c d c d c d c d o ab vce d vse d
+60’M e+ €Crin —€rio eu - eTe;NO') - 577 Ned (ea(sbe;u‘l' +€a5b677u +

1
v o d c v o d_c v o d c v o c. d _ v _a
€€ €CGrT TE4CHECH 1 —€C, €606 —C, €y eTeN,U) =5 (eaeu,7+

v _a v _oa c v _oa c v _oa Cc v _oa c _
€€ TE,€  €uclsir TELE T ErcCpyy —ELET €Yl g —ELE eTCeu,U)

1 1 1
= 56Z (62’7 +6?”“) + 56260(16/10 (6277' _eim ) + §€Z€UQGTC (65,—’;1 _efua) .

(2.10)
Now we use (2.10) in (1.13):

1
~ . TV T o T UV c c T VvV _ocC d
Whab = eyaebFTﬂ — €,Cra,u = =€uay e, (e“,T +eT,M) + §eyaebece €ud (emT —

2

1 1
d T UV _ocC d d T o T c c
_67—70) + 561/(1656(;6 €rd (60'7[,6 _euw) - eberam - §naceb (e“a’r +67—7u) +

1
T _ocC d d T _oc d d T
570 € pa (ed,r —elo ) + 5 lac€ €7 exa (€51 —€fho ) — € eram =

1 1
= 562 (euaa‘r _erm,u) + §€Z€Z€ud (egrr _eivo') + 562 (eTbm _euba-r) . (211)

(2.11) [17] gives us an explicit formula to calculate spin connection as
functions of the vierbein field. We now use (2.2) and (2.3) and, after lengthy
algebra, we obtain

~ 02 A c .
Whad = VWafaﬂVeﬁ — VQ(dB)eﬁ (2.12)
and
~ . C 0 5
Weag = VQ[dB]eu + (Céﬁ’y + Cd;y/; + C’Y/S’&> € s (2.13)
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where we introduced the following objects:
1.4 . .
Qap = naawg (—Wé7 + KOWy + WJ&;KE) : (2.14)
c

Cl = WEWEW, . Capy = 135C.5 5 (2.15)

In this context, the dot 77 means, as usual, the derivative with respect to
the coordinate time t. We also recognise in Cdg = —C B’é the anholonomity

coefficients for the spacial triad W.

2.1.1 Hermiticity of the Hamiltonian.

The Dirac equation can be obtained, as usual, from an action principle using
the action integral

~ [dev=g 1=

o) (07" Do ¥ — DU~ W) — me¥¥ ,  (2.16)

but the Schrodinger form of the derived Dirac equation involves a non-
hermitian Hamiltonian [18]. We can demonstrate this starting from the Dirac
equation and its hermitian conjugate:

(iPy*V, —me) U =0 , ¥ <ih7“%u + mc) =0 .

By multiplying the first equation by W from the left, the second equation by
U from the right, and using (2.9) and the related hermitian conjugate, we
obtain

_ _ A _
0 = Wiliy" (0,V) — gA,¥y" U — Z\pwaab@ﬂabqf — mel U+

_ _ B _
+ (@L\I/) ihy" U + q A, VAP + Z‘Iw”a“bdzuab\ll + mc¥V¥ =
= 0, (e@’y"\lf) =0,

where e = det e/ = /|g| (the constants have been omitted).
Now, we can integrate this relation over space and, omitting boundary
terms (emerging by an application of Gauss’s theorem), we obtain

Vg|dz* Uy = %/\/ |g|ldz® Wi =0 . (2.17)

This relation defines an inner product for spinor fields:

(U, Uy) = / V]glda? Uiyt (2.18)
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We observe that, for spinor fields in flat spaces, (2.18) becomes the usual inner
product, where v* = 4" [1]. To verify the hermiticity of the Hamiltonian
we have to know if (U, HV) = (HV¥, ¥) or not.

By using (2.17), the Dirac equations i0,¥ = H¥ | —id,¥" = UTH' and

v, = €l 4, we obtain

0= / V11 (091) 107 + Wiyt 0.9) + ((01/1g]) win ' w+
+ /gl (91) q/)] dr® = 0 =i[(HW,¥) — (W, H¥)] +

(v o (i (Vislo)) v])

and this explicitly proves that, in general, the Hamiltonian is not hermitian.
We have used 7'7" = ¢, taken from (1.18).
To solve this problem, we introduce a rescaled wave function

Y= ( \g\eg)é v, (2.19)

and we observe that by substituting (2.19) in (2.18) we recover the Minkowskian
inner product for spinor fields. From this non-unitary transformation, the
Dirac equation that emerges in the Schrodinger form involves an hermitian
Hamiltonian:

zﬁa—w =Hyp , H=pmV +qd + ° (m]rgozd + &df(i’BWg) +
ot 2
c he
+§(K-7T+7T-K)+Z(='E—T%)~ (2.20)

Here we used K = { K*} and the momentum operator w = {m,} , where m, =
—1h0y + qAs = pa + qA, takes account of the interaction with the electro-
magnetic field described by the 4-potential A, = (®, A,). We also have, as

usyal, B: 70 , o= {ozo‘} , 2= {Ed} with o = 7076‘ : EiA: mév?’ ,
¥? = 734! and ¥? = iy'4?%. Finally, we introduced T = —Vedﬂﬁcam and
= {Ed} ) Ed = Edﬁrygﬁﬁy-

(11

2.1.2 F-W transformation.

As we explained in the previous chapter, the physical content of the theory
emerges in the Foldy-Wouthuysen representation. In the previous chapter we
have reported this apparatus and derived the formulas to obtain the Dirac
Hamiltonian in the F-W representation in an arbitrary gravitational field.
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Now we apply these formulas to the current case [2] and, confronting (2.20)
with (1.31), we deduce

M =mc’V , (2.21)
h
E=qd+ < (K 4+ K)+ 4C 58 (2.22)
& & hc
0= 3 (ngﬁoz +a Fﬁ'ﬂ'ﬂ> - ZT% . (2.23)

We refer to (1.72) to find the F-W Hamiltonian, and to previous formulas
to calculate the various terms. After lengthy algebra we obtain

Hew = Higyy +Hiy (2.24)

where the two terms are

Hiy = 50" L (o, {n, Pz} 0 {m 7i0)) b

16
fimet 4. 1
+— €L {?, {m,fgfgaﬁv}} : (2.25)
( ) - C o ﬁc —a ﬁc 1 e @
Hiyy = (K T + TaK*) + — 1 —3a= +1—6{7—_,{Ea {We,]:ﬁ},{ﬂg, [e By
1
( — FOOsKC + K 85#) — 55 (072 - 550‘5‘3)} }}} . (220)

where

2
€ = \/m2c4V2 + Czda'y {775,]:&’8} {77'5,.?,(3} , T =2"+{e,mc*V} . (2.27)

Now we can derive the equation of motion of spin. After introducing the
polarization operator Il = (3, its equation of motion can be obtained by
calculating the commutator with the Hamiltonian, that is

71 §
where €31y and €2,y are the operators of the angular velocity of spin precess-
ing in the exterior gravitational field, and they are calculated as follows:

4

Q) = {% {me af”fﬁféagv}}

+C§2 {é’ {We, <26&Bﬁj—'28§}-§ + 5&5’ng>}} , (2.29)
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o N[l e apy (Lre o 55 7€
(2):?{7—_,{{7&,;@},{7((, (E cal (E./—'.;Y—fﬁ/ach—FK 85;,?)—

_ 1 ¢ (s0B=a _ sbamp Cea
S (5 i) _) + 52 (2.30)

We can now use these general results to derive the semiclassical expres-
sions obtained by neglecting powers of & higher than 1; equations (2.28),
(2.29) and (2.30) lead to the following equations, which describe the motion
of the average spin s:

ds
== Q0+ Q) xs, (2:31)
& c? 5 1T o &ERT 7T ¢ &b 9
b = g Fams (G0 = Ve ey Y ) 23
0 —fma_© YQ oy O Fir Fme . (2.33)
2~ 9 e (€ + mc?V) (89) neET

In the semiclassical limit we have

€ = \/m204V2 + 025%.7:%3‘.??7@7?5 : (2.34)

We can now use these results in (2.24) to obtain the F-W Hamiltonian in
terms of precession angular velocities:

c h h
HFW:56,4‘§(K‘P+P'K)+§H'Q(1)+52'9(2)~ (2.35)

By using this Hamiltonian, we can derive the velocity operators:

dz® i o o 0€
ar = w Ut = P

2 Ao
+ ek = 5%5;‘55@37@ +eKY . (2.36)
By comparing (2.36) with (2.7), we directly obtain:

2
ﬁ%ﬁfwﬁ = v . (2.37)
A8 2 'U2
From (2.37) we trivially obtain 576F§‘]:§7ra7r5 = (€) —, and by substituting
c
this identity in (2.34) we obtain

2

() = m*c* V2 + (¢)° v_2 = ¢ =ymc*V (2.38)
c
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1
where «y is the Lorentz factor v+ = ————=. By using (2.38), we can do
2

v
-2
some manipulation to obtain useful results so as to simplify the expressions;
in particular, we can use

¢ v ¢ B_ 16 v Yabs
€+metV 147 e o (€ + mc?V) a T84T = v oc (2:39)




Chapter 3

Cosmological applications.

In this chapter, our purpose is to consider specific cosmologies and to apply
the methods developed in the previous chapters. We will then study the
physical implications that emerge from the interaction between gravitational
field and spin particles.

3.1 Melvin space-time.

The Melvin space-time is a solution of the Einstein-Maxwell equations that
describes a universe filled with a cylindrical magnetic field [8] [19] [20]. Let’s
consider a static magnetic field the lines of which are perpendicular to a

certain radial direction; this magnetic field falls as fast as — far away from

r
the symmetry axis. This magnetic field can be obtained by considering a four-
Byr?
potential A,, whose only non-vanishing component is A, = ST fo( 5 where
r
f(r) is a polynomial quadratic in r. In this section we describe this metric,
we solve the geodesics equations and we solve the equation of motion of spin
operators. Finally we describe the transition to the Melvin Cosmology [10],
where the metric coefficients depend on a temporal coordinate, and describe
the motion of polarisation operators.

Let’s consider the Melvin space-time described by the line element

ds? = F2(r)dt® — F2(r)dr? — fzr(i)dng — F2(r)d2? (3.1)
where
firy=1+ lBSTQ , (3.2)

4
35
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and By is a constant. Here we have set ¢ = 1 for notation simplicity. For the
sake of clarity, we will use 1,2,3,4 or t,r, ¢, 2z interchangeably to represent
indices. By using

f2(r) 0 0 0
0 —f%r) 0 0 q
G = 2 an
' L
0 0 —f3(r)
1 0 0 O
0 -1 0 0
0o 0 0 -1
in (1.5), it is easy to obtain eg = f(?“),e(i) = f(r),eg = fzﬂ ),eg = f(r),
r
therefore
f(r)y 0 0 0
0 f(r) O 0
el = r (3.4)
p 0 0 w5 O
0 0 0 f(r)
and its inverse )
T om0 o
(- fr) 3.5
€q 0 0 f(rr) 0 (3.5)
1
0 0 0 55

Now we compare these expressions with the parametrisation (2.2) in the
Schwinger gauge in order to obtain the metric coefficients expressed with the
parametrisation used in the previous chapter:

el = 1) =W} (67 - K°80) =Wl = Wl = () =V ;

egz#zwg(ag—f(%g)zwg =Wy ==y

= () = W3 (8 = K°8)) = Wi = Wi = () =V ;
e;:o:Wg(ag—Kﬁ(sg’):Wg = Wi=0;
e;:ozwg((sg_mg):wg = Wi=0
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e =0=W5 (6] - K°05) =W} = Wi=o0 ;
e =0=W3 (6] - K78)) = ~WEK' ~ WEK® — WEK® =0 = K*=0 ;

el =0=wi (o] - K*0}) =W} = wi=o0 ;
3 =0=Ww? 5§—K553):W§ - Wi=0 ;

ftr) 0 0 V 0 0
Wﬁa = 0 f(r) 0 =(0 ¢ O (3.6)
0 0 f(r) 0O 0 V
and
K*=0,aa=1,2,3 . (3.7)

3.1.1 Calculation of angular velocity operators.

In order to continue our calculations let’s refer to formulas (2.12) + (2.15).
We first calculate Q&B:

Qs = 165} (WQ + KOW] + W385K6> —0. (3.8)

Really, the first term between brackets vanishes because W; is not dependant
on ¢, and the second and the third terms vanish because K¢ = 0,Ve = 1,2, 3.
Now it is easy to calculate the components of the spin connection. From
(3.8) we can directly obtain:

X 1 ;1 A N ;
Buao = VA0V el = = Q(apyel = = (Wao. Vel + Wiosvel+

z 0 1 T 0
+Wd8ZV62> = SWioVe (3.9)
which, explicitly, is

1

VW}; OV)V =W (0,V) =

for p =0 = Qyap =

o (3.10)
0, ifa=¢,z;

for p=p = @p50=0, f#=1,23. (3.11)

- {W; @0.V) =L,V =0, (V) , ifa=r,
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In order to proceed, we calculate the anholonimity coefficients:

) 1 ) )
€, = WAWSOW] = SWAWS (asw7 = o7 =

= L waws (a,w7 — awg) —wews (aw3) —wews (o.w3)] =

N)I»—t MI%—‘

— o [WaW5 (W) = 0.W)) + WiWS (9,W] ) + WEWE (9,7) —
—wews (a,w]) = wewg (007 =
= WL W (0.07) + wiawy (@.w7) (3.12)

which, explicitly, is:
fory=7 = C;,=0 (3.13)

because Wg‘ is diagonal;

- ; 3 V—rv
A ¢ _ 1 e o\ _ ¢
for =6 = Co; = WL (0.wg) = winw b =
0 o 0
(= T o) (.14
0 0 0

0 0 4

2V2
=1 0 0 0 |]. (3.15)
—50z 00

Here we used ’ to indicate the derivative with respect to r. By using 7.5 =
—5&5, we lower the 4 index and obtain

= _ _¢c¢ . 2
Capr =0, Capy = Ca,ﬁ ; Caps = Caﬁ . (3.16)
Now we use (3.15) and (3.16) to calculate (2.13):

which, explicitly, is
for p=0 = ©y5=0; (3.18)
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forp=r = a}r&ﬁ = (Cdﬁf +Cdf3 + Cﬁé&> V=

00 0
=00 0] ; (3.19)
00 0

0 / . V;?;V’ 0
= | B5- 0 0] ; (3.20)
0 0 0

00 -¥

=0 0 o0 : (3.21)
V/
Vo o

Starting from what we obtained, we want to calculate all the terms of the
Hamiltonian (2.20), therefore we have:

1 0 0

Fi=vwi=10 2 o], (3.22)
0 0 1

S4=0, (3.23)

T = —Vedmcm =-V (e’:"gécf& + 67:2"3(3722(5 + e‘%écéﬁ+
e+ T+ 0 ) =0 (3.24)
By using these results as a replacement in (2.21) + (2.23), we obtain:
M=mV | (3.25)
E=qo, (3.26)
0= % (WT(IT + VT27r¢oz¢ +ma® +ao'm + V72a¢7r¢ + a'zﬂz) =

2

=a'm, + —almy + o', . (3.27)
r
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Now we want to calculate the equation of motion of spin, so we have to
calculate the operators of the angular velocity of spin precession (2.29) and
(2.30); we have:

& m [ 1 684 e 6
(1) = 5 {7—,, {7T€7€ BV.FB.F&&&V}} +

8

m 1 &BF e 1 1 ary €
=3 il o taeamy ) e

0% =0, (3.29)

1 {El {7e, (297 Fo0, 5 + 6% 5T }} _

having relied on the fact that the only derivatives different from 0 are those
with respect to r, and on the equations (3.23) and (3.24). To proceed with
the calculations for (3.28) we separately work out the two internal anticom-
mutators:

{71'6, eé‘BfFE&V} = {WT, E&Bff"g&nV} + {7%, edé’:}"gaﬂ/} +

&bt = agr Ve azf

n {Wz,e 8 ]-"B&V} - {%,e ? T&V} TV L (3.30)

L2
{7?6, 260‘”(‘37«]:5} = {W¢, 2€°‘T¢8TT} ) (3.31)

Now we can calculate the three components of the operator 2(;):
0y =0, (3.32)
é m [ 1 ,

Q(l) = 5 7—_, {7TZ, % } s (333)

. om (1 & 1(1 WV'r — V2
S )

We observe that the energy € assumes the same form as in (2.34), since
we have

{Wﬁ,fg} = 2.7:§7r5 ,

because F? is the only non constant element, but in this case it is associated
with 7, and they do commute. So we have
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€ = \/m2V2 + 5'75.7:§‘f(?ﬂa7r5
and in particular (2.37) holds. Now we work out each term to determine the
angular velocity operators:

1 1
T =267+ {e,mV} = 2¢? + 2¢mV = 2¢” (1 + —) _ 9220 :
Y

Y
1 4 — 1 / _ VIT('Z_ r VT
Vi = (v = v T

v om, V1 om,
Vie—e—— = —— = .
n=m 1472 Vitrye ' (3.39)

fooovvay o vve o Vivem
717 r T T r T

;»Q‘{)

. _QV’V2 Y 7T¢
N ro14+~vye?’
1 VVIr — V2 1 2VV'r — V2 2VVIr = V2my
¢’ M) 2 r2 - 274 r2 o (=8 r2 e’
: V'Y WV — V2
= Qg =-m R T Tl
ro 14ye? r2 €
. V’V 1 7T¢ QVV,T — V2 7T¢ .
o 14y r? ¢
VVIir —=V24+29VVir—~AV2 1
A S e et A A it T¢ (3.36)
72 14+~ €

Now we can use (2.37) to replace the momenta 7, with the velocities v,, and
we obtain:

/3
ﬁ ? )
_ 8T8 _ 5V s
v‘f’_ﬁ}—ée’_ﬁ'r e’
Vs = ﬁfgﬁ—? - 71—_,2 s
€ €
and by substituting in (3.35) and (3. 36) we obtain:
1
—_— 3.37
6 Vi1i4+y (3:37)
5 Vir =V +29Vr -~V 1
(1) - ﬁ e 1 T ’}/Ué (3.38)

So (3.37) and (3.38) are the only angular velocity operators different from 0,
and we will use this to solve the equation of motion of spin operators.
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3.1.2 Semiclassical approximation.

It is interesting to observe that if we were to use the semiclassical formulas
introduced in the previous chapter, we would obtain the same result. In this
section we will prove this correspondence to be true: starting from (2.32)
and (2.33) we can work out the angular velocity operators, and from (2.34)
we obtain the energy, that can be expressed using the v factor as shown in
(2.38). In this semiclassical limit we have:

QY =0, (3.39)

for the same reason as in the exact case, and

& I s GERXT Y aBiryre
Q(l) = 2]:;},71'5 (—6 XVC?X + mE WWBE)EV> =

1 2 GéX y 1
(Bt Bonr For) vl 4 L (s
V!
- 1 fyeamv . (3.40)

Now we separately work out the two terms appearing in (3.40):

o} 2
+Fimy + Fim.)

L e i 1V GeXT 7P 1 aegrrpz
1) — T VC — o Tee VC — o€ XVC =

=———Ty — JE

1V? (Gd%vv —rV’ B E&q;fvv — TV’) B

€T 2rV/2 2rV/2
1 e V! o V!
—7, arzyy QR : 3.41
e (6 v ¢ 2V> (3.41)
1 vV 1V vVl yooaas V!
2) —— arr - areg * ~7, arz ’
) e’ﬂl—l—’y V+e’rﬁ¢1+’y€ V e’ﬂl—l—”ye V

_1V2 ol

wo Vo1 v sV
Ty 6047“(;5_ 4+ _ﬂ_Z_Earz_ ]
e€r "1+vy Vi € "1+7y V
By putting these results together, and keeping in mind the definition of the
Levi-Civita symbols, we obtain:

(3.42)

Q) =0, (3.43)

~ / ! /
€ € "1+ V
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1 \%4 ~V! 1 Vv’
e L S . 3.44
e (v (1+7)V) AtV (344)
2 __lV_27T V—rV’+V—rV’ lV_QWLK_
W= ey ¢ 2rv 2rvV e r ¢1+7V_
1 2 o / -9 /
_ __V_%V V' i+ 4V =2V (3.45)
e r (1+~)rV

(3.43) is equal to the corresponding exact term (3.32), and if we rewrite (3.44)
and (3.45) in terms of the velocities we obtain

0F = 3.46
S T (3.46)

. V—rV'+ 4V = 2yrV!
A 3.47
(1) Vg (1_|_7)7,v ( )

So, the angular velocities calculated in the semiclassical approximation re-
produce the exact operators as anticipated, the only difference being the
matrix that appears only in the operators (3.37) and (3.38).

3.1.3 Geodesics equations: direct approach.

The equations of motion of the polarization operator (2.28) are

dIl
E = Q(l) X X+ Q(Q) x I = Q(I) X 2, (348)
because Q) = 0. By rewriting (3.39) using the component notation, we

have

dIe

_ &by N _afp N LaBd N LGB .
g ¢ Qaty = Ty + )% + €8s =

= 271018 + €010 + €000 T + €5Q0): X5 + Q) T+

+€a¢ZQ(1)¢;25 = EO@TQ(D(&E;+€aer(1)22f—|—6a'z¢Q(1)22é+6a¢zﬂ(1)$25 3 (349)

having used (3.32). By making (4.39) explicit:

dIr
= Q AZ% - Q(l)gz

— =Y (3.50)

é

dI1?
W == Q(l)ng» 5 (351)
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dII?
—Q

having used the antisymmetry property of € and (3.32) again. In operators
(3.37) and (3.38) the velocities of a particle appear explicitly, so we need to
find an expression for the velocities of a particle moving in a Melvin universe
by solving the geodesics equations [9]:

d?xH dz? dx°
H =0. 3.53
dr? t e dr dr ( )

First of all, we work out the Christoffel symbols:

1
Flzja - Eglip (gpuao _I'gpaw —Guosp ) )

which, explicitly, are

1 1
Fga = _QOp (gpma +gpoau _guaap) = 5900 (901/70 +900w —G9v550 ) =

2
0 20V 0 0
1 1 2V V7 0 0 0
— 2_W (90V>a "’900"1/) — 2_W 0 0 0 0 s (354)
0 0 0 0
1 1 1p L 4
Fuo = 59 (gpuacr +gpmu _gump) = 59 (gluaa +glaw —Gvos1 ) -
1
= _2_W (911/70 +916,0 —Gvos1 ) -
—2VV’ 0 0 0
1 0 —2VV’ 0 0
== o mzwvv | (3.55)
0 0 0 2VV!
2= Ll bt —trs) — L2 (s 00 ) —
vo 29 gpl/70' gpml/ gump - 29 9ovys0 TY9200 —Guoi2 ) =
0 0 0 0
V2 V2 (o 0 —QTVQ_VQIQVV/ 0
= _2_72 <g2V70' +920'7V) = _2_742 0 _2rv2_v212vvl 0 0 >
0 0 0 0
(3.56)

1 1
F?ja = §g3p (gpma +gp0'ﬂ/ _gump) = 5933 (931/70 +93050 —Gvo»3 ) =
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0 0 0 0
1 1 0 0 0o —2vVv’
- _Q_W (931/70 +g30w> - _2_W 0 0 0 0 (357)
0 —=2VV" 0 0

Thus, the geodesics equations are:

d*t do dz®  d*t dx® dx°
f -0 = 0= — 410 = — 40 =
oF ¢ dr? L dr dr  dr? % dr dr

o dztdz” 0 de?dz” o da®dx”  d*t _V'dtdr

ro & & ar or arov _4v o, et e
e T dr T ar ar e  Vdrdr
d*t V' dt dr
— +2———=0 3.58
= d72+ Vdrdr ’ ( )
d?r dz¥ dz®  d*r dx® dx° dz! dx°
or H =0 dr? Nz dr dt dr? % dr dr o ar dr

+I'

L da?det | diPdat dPr V’(dt)2 V’(dr)2

i dr  dr dr |V \dr ar
r2V' —rV [(de 2V (d2\?
t—r—(=] —=|=] =
Vo dr VvV \dr

Pr VAtV (dr\? 2V =V (de\® V' [dz\®
= —+—(—) +=(+=] +—— (=) —= (=) =0,
dr? 'V \dr V \dr Vs dr Vo \dr
(3.59)
d*¢ dxz? dx®  d*¢ dx® da° dxt dx°
forp=2 = 0=— +1I? = b —— I, —
oK = dr? e dr dr  dr? 07 dr dr Y dr dr

o de*dx®  _, dxPdx”  dPo 2V—rV’ﬁ@

rz — == &
Ty T e ar T ae rVoodrdr
&p  V —rV'drd
2 —— = 3.60
T ettt e (3.60)
2 v o 2 0 o 1 p

g s ar T de U dr e dr dr
o detdz 5 diddx®  d*z _V'dzdr
—— e RS
dr dr ¥ dr dr o dr? T Vidrdr
d*z V'dz dr
— +2—=———=0. .61
~ d7'2+ V drdr 0 (3:61)
In order to solve these equations, we first solve (3.58), (3.60) and (3.61),
then we use the results obtained to solve (3.59). From (3.58) we have:
V' d(lnV d(InV)d d(InV
Vi dV) | dV)dr d(nv)

+I'

V dr dr dr dr
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d*t d(InV) dt dt Co
— — 9"/ — = 21 .62
dr? i ar g GerlzhVi=gn. (362
SO 0
t
0_ = _ X0
=== (3.63)
Analogously, for (3.61) we have
dz C
3 3
v dr V2 (3:64)
From (3.60) we have
7.2
2V—?“V’ _2<£>/Z _Qd(lnﬁ) B d<1nW) N
rv.oo ro dr dr
7,2 ,],.2
N d(niz) g d(n) N
drdr  dr
2p 4 (m v_) dp  do 2] GV
~ dr? dr dr ~ dr Ca exp [ " V2} r2 (3.65)
SO ,
dp  CV
U?=—= : 3.66
dr r2 ( )
Substituting (3.63), (3.64) and (3.66) in (3.59) we obtain:
d*r  C2V' V' [dr 7V =V G5V
PR *7(%) Ty s 0=
:&JFM @2+d G L CQ/T V/df+
i ar \ar) Tar|Tava T By
21 21 Pr  dnV (dr\® dA
2 43 " - — = — =0 3.67
+2r2+4v4] MR (dr)+dr - (367)
02 ) L Vel CQ 02
where 4 = =g 4 03 [ i S+ e
By using

dinV (dr\* _dVdr . dA_ dAdr
dr dr)  dr dr dr  dr dr’
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in (3.67), we obtain

dr? + dr dr + dr

d2r  dlnV dr dA(dr)_l
= -0 =

dr
L dr2+2dan dr 2+2dA_O:>
dr dr dr dr dr
d?" ? —2InV Cl
therefore

dr C C? 1 cz [ v 1 C?21

1 ¥, & 2 S (2 _ I3
Vewr T\ v /0 T GE Ty (309

The velocities can be obtained using the chain rule, and therefore are

de  V? dy V? dz V?
ARt it o R i (3.70)

By using the tetrads (3.4), we can obtain the tetrad velocities:

These are the velocities to be substituted in (3.46) and (3.47).

3.1.4 Geodesics equations: Killing approach.

In this section we will solve the geodesics equations in a more elegant way.
We make use of Killing vector fields. As we demonstrated in appendix B,
if the metric is independent of one coordinate, then a trivial Killing vector
field is the generator of translations along that coordinate. In the case of the
line element (3.2), the metric is independent of the coordinates t, ¢ and z,
so three Killing vector fields are

&' =(1,0,0,0) , 5(‘; =(0,0,1,0) , & =(0,0,0,1) . (3.72)

As we have shown in appendix B, we can build constants of motion from
these Killing vector fields; in particular we have

ngM:D()a fZUu:D27 ggU,u:D37
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and from these relations we obtain

Dy

Uy=Dy = U’= R (3.73)
2
D
Uy=Dy = Uzz—% R (374)
D
Us=D; = U®= _V_g . (3.75)

We observe that these three components have exactly the same structure as
in (3.63), (3.64) and (3.66). The component U' can be found by imposing a
normalization condition, that is

D? 2 V2D3 D2
UMUu:1:>V_g_V2<U1)— T22—W:1. (3.76)

By solving (3.76), we find that U! has the same structure as in (3.69), the
only difference being that in (3.69) four integration constants appear but
only three are really independent, because no condition of normalization was
imposed.

3.1.5 Ricci tensor in Melvin space-time.

Now that we have calculated the components of the affine connection, it
is interesting to verify the coherence of the emerging geometry with the
assumption (3.2) of the metric. Here we will calculate the Ricci tensor and
show that, by imposing the scalar curvature to be 0, we will rediscover the
structure of the Melvin solution. To work out the Ricci tensor we have:

Ry, =10, —T¢  +T0 1%, -1 0, (3.77)
and by using (3.54) =+ (3.57) we can work out each component of the tensor:

_ TP P P A Ao
Ry = FOO,p - FOp,o + FOOF)\p - FOpPO)\ =

V! 14
=0, () + 3 (% Th o Th 4 T8) - (T80 + T, Dt

V' VA2 (VN (VY =V
i) =a (v« () + () + ()

+ (%)2 — (%)2 + (%)2 =0, (%) + % ; (3.78)
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Y p P A Ao
Ry = F11,,0 - Flp,l + F11FAp - Flprl)\ -

V/
=0, (7) - [F(I)O,l + Fh,l + F%zg + F?gg} + I} [F?O FTL 4 T2, + F;{,g] _

Vl V/

S [P P+ T T30 4T =0, (1) - (o (37 ) +
o (V) o (Vo yo (VY] L LV Y Vo VI

"\V "\ v "\V VIV 'V rV %
% 2+ % 2+ V-V’ 2+ v\ ? o (Yo (Y,

1% 1% rV 1% T\ "\Vv
(Y 2+v'_ 1% 2_3 VT L (VY 2+2V’_
4 V.o \V 4 r2 \V v

v\ 3V 4%

o (V)3 57

_ e p p A AP
Roy =1 , = 15,5 + oIy, = I'5, Iy, =

—rV + 2V’
— o () T T

- [Fé\org,\ + T g + Tl + F5\3F§,\} =

5 —rV + 2V’ +—rV—|—7’2V’ K’+K’+V—TV’+K’ B
" Vs Vs T S

B [V — V' —rV + 2V’ N —rV +r2V'V — rV’]

rV %8 Vs rV

5 —rV + 2V’ N SK —rV 4+ 2V’ N —rV 4+ V'V =V’
' Vs TRTE Vs v

—rV 4+ r2V’ B 2—TV +7r2V'V —rV!

—2

Vs Vs rV
5, (—TV‘;TZV/> N 4%’ —T’V‘;TQV/ B —V‘;H/’ ; (3.80)
Rs3 = F§3,p - ng,s + F§3F§\\p - ngfg/\ =
= -0, (%) + T35 [[ 4+ Ty + T, + T3] —

- [ngrgo + Féprgl + F%pF§2 + ngrgii} =
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o (VY Vv Vv VT VN VY
T 1% vV

% VIV Vv rV %
V! V! 2 V! V! 2 V! V!
ar(v) (V) T’V+ (V) a’r(v) rv R007

(3.81)
Roy =T, —Tg,1 + Fglrﬁp - Féprfl))\ =

= — [[hT5 + ThIo, + T, + THhIgs] =0 (3.82)
Ry =T%,, — 1,2+ F82F§p - FSpFQA =

= — [T\ + ToxT01 + Do + T5,005] = 0 ; (3.83)
Roz =T%,— 10,3+ F83F§p - F())\prg)\ =

= — [[5T50 + T3l + 500 + T5,153] = 05 (3.84)

Ry = FTQ,p - Ffljpﬂ + FKI)QFip - Fi\pl—‘g)\ =
= F%z [ng + Fiz + F§2 + F§2] -
— [PRoloy + T Toy + T3, + T35, =0 (3.85)
Rz = Fll)&p - Flljp,:s + F€3F§p - Fi\prg)\ =
=T [T03 + i3 + D55 + T3] —

- [Fi\org,\ + TS, + LT3, + Fi\grgx} =0; (3.86)
Ros = F§3,p - ng,:s + F§3F§p - F%prg)\ =
= - [Fé\OFgA + T 5, + TT5, + Fgarg,\} =0. (3.87)

We observe that the Ricci tensor is diagonal, as expected. In order to work
out the scalar curvature, we need to raise one of the indices:

Ry =g"R

pv

so each component different from 0 becomes:

1 V// V/Q V/
0 — Op — 00 —_ _ —_— =
Ho =97 R = g7 Fo = 75 (v e +7“V>
V// V/2 V/
- —— — 3.88
ViV e (3.88)

1/ v 3V V7
Ry =g By = "' R =~ (—7 T W) -
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V// BV/ V/2
- ﬁ - ISVE + W y (3.89)
V2 TQV// T‘V, 7,2‘//2
R§:g2pRp2:g22R22:—ﬁ( Vs + T > =
V” V/ V/2
- —W - T’VS -+ W 5 (390)
1 V// V/2 V/
R3: 3pR — 33R S I o —
3 =g 1,3 =g fiz3 V2 v + e v
V// VIQ V/
= % - W + e (3.91)
The scalar curvature is then
V// V/2 v/ V// SV/ V/2 V//
= ILL = - — — —_— RSN ——
B=R=w-ytasty sty s
V/ V/Q V// V/2 V/ _ 2v// 2v/ 3 92
I R R I R T (3:92)

The trace of the energy-momentum tensor of the electromagnetic field is 0
[9]. Coherently with this constraint we impose R = 0 , so we have

V/
V'—— =0, (3.93)
r
and by solving this equation we obtain:
! A 2
Vi=Ar = VZET + B, (3.94)

where A and B are integration constants. (3.94) is in perfect agreement with
(3.2), as expected.

3.1.6 Equations of spin operators.

Now we have all the ingredients necessary to solve equations (3.50) + (3.52);
first we observe that both 9(1) 5 and Qq): contain a § matrix, and that if
we multiply this matrix by >, 2 g or >.; we obtain II;, I1 g or Il respectively.
By renaming the angular velocities with the same notations without 3, the
set of differential equations can be written as

d H'j 0 —Q1)z Q(l)g) 115
Sl ={ 2w 0 0 )W) (3.95)
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Using the spacial Minkowski metric diag (—1,—1,—1) to raise the hatted
indices, system (3.95) becomes

7 0O ¢ 7

g (I 0 = Q) (I
- | = | Qf 0 0 | . (3.96)

1 9} 0 0 1

(1)
(3.96) is a linear system of differential equations with coefficients constant
in time ¢, so we can solve it easily with common methods of mathematical
analysis; we first evaluate the eigenvalues of the matrix of coefficients by
solving the secular equation det (A — AI) = 0:

-A -0 Q) N
2 3 22
Q0 0 =

. A2 3
= A=0, A=+ /O + 9% . (3.97)

Now we work out the corresponding eigenvectors:
2 ¢ £
0 =0 Q) /T
forA\=0 = an 0 0 ml =0 =
-, 0 0 I

—QF T19 4+ Q0 T = 0 0
Mo+, b

= Q" =0 , an eigenvector is | =2 | =u . (3.98)
7 . )
—Q " =0 !

The other two eigenvalues are complex conjugates, so we need to find an
eigenvector corresponding to Ay and then split it into its real and imaginary

parts:
. 592 3
for Ay = u/Q(l) + Q(f) =
- 92 22 2 b )
W+ 8 20) g
2 %2 22 ¢ | =

= Q(l) i Q(l) + 9(1) A 0 gf 0 =

¢ : @2 22
—Q(l) 0 z\/Q(l) + 9(1)
(i\/Q% 4 Q211 — Q2 119 + Q7 T1F = 0

o I — 9 mll =

= §QF 07 + iy / Q‘Z’f + Q211 = 0 , an eigenvector is

(1)A )A (1)
@ 177 : @2 22772
|~ Q0 I + iy / Q) + QT =0
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1 0

% 1 2

wented | = o] 44| YO0 | = v +iw . (3.99)
o 0 o

. (82 | 022 2 | 22
RYALERAG! Q) TR0

The solution to the system is therefore

HT'
¢ | = sy exp [0t] u + 55 (v cos [wt] — w sin [wt]) + s3 (v sin [wit] +
Hé
S5 cos [wt] + s3sin [wt]
2% A 2
+w cos [wt]) = | 51 a, ~ S2w S [wt] + s3—> cos [wi] | | (3.100)
% %

51+ Sp—2 sin [wt] — s3— cos [wi]

where s1, so and s3 are integration constants; by rewriting (3.100) using ss cos [wt]|+
sgsin [wt] = s cos [wt + ¢o] and analogously s3 cos [wt]—sg sin [wt] = ssin [wt + ¢,
we obtain

s cos [wt + ¢

Hf: Qtﬁ 0%
| = 31% + 52 sin [wt + o] | (3.101)
I s

Q
$1— s—2 sin [wt + o]
where w = 1/ Qd’f) + Qflz , s and ¢y are integration constants derived from s,
and s3. We should keep in mind that multiplication for the identity matrix
I has been omitted.

3.1.7 Melvin cosmology.

(3.1) describes what is called the ” Melvin fluztube”, which is a region of
space with cylindrical symmetry where a magnetic field is parallel to the walls
of the cylinder. Through analytic continuation, (3.1) describes the domain
wall for the anisotropic Melvin cosmology [10]. Here we show how to perform
this analytic continuation. Let’s rescale the angular coordinate ¢ € [0; 27|
using ¢ = Byy, where we assume y € (—00; 4+00). The Melvin solution takes
on the form of

2,2
Bgr

f2(r)

ds® = f2(r)dt* — f2(r)dr* — f2(r)dz* — dy* . (3.102)
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The wall is spatially homogeneous and time-translations invariant; we also
notice that it is invariant for boosts in the tz planes. The anisotropy is due
to the inequality g,, # ¢... Now, in order to obtain the Melvin cosmology we
perform the substitutions » = 1", t = ix and, in order to keep the 4-potential
real, By = —iFEy. So, (3.101) becomes

ds® = P(TVAT? — fX(T)da® — f2(T)d2> - ﬁig ay (3.103)
where . P
A, = #(T) () =1+ Y (3.104)

Melvin cosmology (3.103) has homogeneous but anisotropic flat spatial slices
and a spatially uniform electric field pointing to the y direction. We also
notice that the boost in ¢z planes has become a rotational symmetry on yz
planes.

After this introduction we study the spin precession in the case of the
Melvin cosmology, then we confront the results with those obtained for the
standard Melvin metric.

By using metric (3.103) we can easily obtain

FT) 0 0 0
0 f(T) 0 0
e = Bor , (3.105)
I3 0 0 f(OT) 0
0 0 0 f(T
and its inverse .
™
= 1 3.106
u 0 o M1 g (3.106)
1
0 0 0 i)

Through lengthy calculations, analogous to those performed for the Melvin
metric, it is easy to obtain

HT) 0 0 7y 00
Wg‘ = 0 % 0 , its inverse Wf =1 0 % 0 ,
0 0 f(1) 0 0 %
(3.107)
K*=0,4=1,2,3 and f(T)=V. (3.108)

Starting from definition (2.14) we obtain
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Qs = nasWh (Wi + KOW] + WO K) = nasWIW]

knowing that the K’s all vanish as shown in (3.108). So we explicitly eval-
uate

Qsp = nainW; + %ngwg + naSWgW(g = ndiVVngf + naéngW;‘i‘

_Vv 0 0
. 5 14 .
HnaWiWs =1 0 -%(Z) o (3.109)
0 0 -

Now we can evaluate each term appearing in the expressions of angular ve-
locity operators separately. In particular, we have

1 0 0

Fg=VW5=10 gz 0] ; (3.110)
0 0 1

Za =507 =0, (3.111)

because Q is symmetric and the Levi Civita symbol is antisymmetric;
o) STx/€ o) 5
Cgé = W&Wﬁﬁ[(; WZ] =0 = C@Bﬁ = 77&8('7@3 =0, (3.112)

because W depends only on the temporal variable T', while in the defini-
tion of the anholonimity coefficients only derivatives with respect to spacial
coordinates appear; )

T=—VeCop =0, (3.113)

as a consequence of (3.112).
Now we can use these results to explicitly evaluate the angular velocity
operators. By substituting the previous results into (2.29) we directly obtain

=0, (3.114)

because of (3.113) and because the functions involved in these calculations
only depend on T, while in (2.29) only spacial derivatives are considered.
Now we want to work out (2.30) for the Melvin cosmology:

0% = é {% {{wg,fg} , {wc,e@ﬁﬁfg}}} , (3.115)

because of (3.108) and (3.111). The anticommutators are trivial to evaluate
because 7, is a differential operator involving only spacial derivatives, while
all the functions in the expression for {}(y) are time-dependent only.
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It is useful to observe that because of the trivial anticommutators, anal-
ogously to what happens in the Melvin space-time, the energy takes on the
same form as in (2.34). In particular, (2.37) holds. After these considera-
tions, (3.115) becomes

. 2 A .
&y = 7—_60‘57.7:E7r6}"§7r4 : (3.116)
where
1
T =26?+{,mV} =2 (€ + mV) = YRl :
Y

because of (2.38). From (2.37) we obtain an expression for the momenta giv-
ing them in terms of the velocities. So, using the velocities, (3.116) becomes

o _ U apype, phpC, o 0 apy, o i

Y aiy ik a4 i &34 ik
=10 - (e Mvivﬁfg’fg +e Q'ngvﬁ]:z]fg +e 37vgvﬁfgf§> =
= % (edi%ivifgf; + eé‘igvivgfgfg’ + edéivgviflifil—l—
+€dégvﬁ1}3f§f§ + 6&311)31}1]:11./;‘11 + Eagévgvgfgfg) =
8 aid 5 435 5
- (12010, P25 + P0g0; F2FZ ) (3.117)
If we write the three components explicitly we have:
~ ry PO
9%2) =115 70302]322]:@2 ; (3.118)
Q) =0 ; (3.119)
~ f}/ A e
Q) = T invéfgfg : (3.120)

In order to find an expression for the velocities, we need to solve the geodesics
equations. We observe that metric (3.103) does not depend on the spacial
variables z,y and z, so, by using the results demonstrated in appendix B, we
immediately obtain

U1 = 01 s U2 = Cg s U3 = 03 , (3121)

where C1,Cy and Cj are constants. Using metric (3.103) we immediately

obtain c e o
1 _ 1 2 _ 2 3 _ 3
U' = _W , U = _EgTQ , U’ = —W . (3.122)
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The velocity corresponding to the temporal coordinate can be easily obtained
by imposing a normalisation condition, that is
ool

2
UtU, =1 = V*(U") :1+W+E3T2 7

(3.123)

dt
From this condition we obtain that U° = — is nothing but the v factor

divided by V. So, by using the chain rule we gbtain
1_dfl' CI 2_@_ szg S_dZ 03

i = == = — = -—— 3.124
L Ty R T N S
using the tetrads (3.105) we obtain
dt v dt yE T’ dt v
and lowering the indices we finally obtain
dr ) dy  C,V? dz (s
A= — = — A= — = = 0 = — . 3125
B T R o S A TR (3.125)
By using
50 2V -V
F3F; = T

we finally obtain
i CyCy 2VV'T — V32
Q) = — 3.126
O 1) BT (3.126)

and

5 GOy 2vV'T -V
@7 y(1+q)  ET?
We are interested in solving the equations for spin operators near the early

universe T' — 0, therefore we must find an asymptotic expression [21] for the
~ factor:

(3.127)

= 7y (14+7) 2 ¢
7130 E,T 7 1507 150 E2T?

By using these asymptotic expressions in (3.126) and (3.127) we obtain

~ —%EO (2VV'T -V?) ~ —“E, (3.128)

T—0 (Y 7—0 Cy

1
Q)
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and

Oy~ g, QVV'T —V?) ~ —QEO, (3.129)

T—0 Oy T—0 (4

as a consequence of V o 1. So we have obtained that the angular velocity
_>

operators are constant in the early universe. This is interesting because it is
in complete agreement with what we found for the standard Melvin metric,
where the angular velocity operators did depend on the radial coordinate
only, so they were constant in time. So the solution

3.2 Double Kasner space-time.

The double Kasner space-time is a generalisation of the standard Kasner
solution of Einstein vacuum field equations [22] [11]. The standard Kasner
metric is described in some details in appendix A, and it is shown that it can
be found as a vacuum solution starting from a Bianchi I-type metric. The
double Kasner metric generalises the standard Kasner metric by introducing
a dependence from a spacial coordinate for the metric coefficients. It can
be shown [11] that if we perform a non-linear superposition of the space-like
Kasner metric and the time-like Kasner metric (both described in appendix
A) we obtain the double Kasner metric. In this section we study this metric
in depth, solve the geodesics equations asymptotically near the origin of
time t — 0, and solve the equations of motion of average spin. We therefore
obtain an exhaustive description of spin motion in the early universe in this
space-time.

Let’s consider the double Kasner space-time described by the line element

ds® = 217 dt* — g?dx* — gidy* — g3dz* | (3.130)

where
gi=el"tri 1 =1,2,3. (3.131)

Here p; are constants satisfying

pr+pe+tps=pi+ps+ps=1, (3.132)
GO+e+a=a, @G+e+a=4, (3.133)
Qo (P2 +ps) = q2 (P2 — 1) + a3 (ps — p1) - (3.134)

Analogously to the study of the Melvin metric, here we will consider ¢ = 1
and interchangeably use 1,2, 3,4 or ¢, z, y, z respectively to represent indices.
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Using the metric

210 0 0 0
0 —e2nrg2n 0 0
G = 0 0 — 2927 42p2 0 (3.135)
0 0 0 — 2037 42ps
and the Schwinger gauge we obtain the tetrads
ehr 0 0 0
a 0 en*th 0 0
w=1 9 0 o2 p 0 (3.136)
0 0 0 eB3rLPs
and their inverses
e T 0 0 0
0 e ¥ ™™ 0 0
b
el 0 0 JR 0 . (3.137)
0 0 0 e BrLTPs

Now we compare these expressions with (2.2) to obtain the coefficients of
parametrization (2.1) in the Schwinger gauge:

0 _ qor _ .
eg=el" =V,

e} = eM*ht = Wé (515 — K%?) = I/Vli = I/Vl1 = eN*ht
eg = eB*h? = Wg (55 — Kﬂtsg) =W2 = W22 = eB*th2
el = emrrs = B (5§ - Kﬂag) —WE = WP = ewp
e;:ozwg((sg_wag):w; = Wl=0;
e;:ozwg(ag_mg):wg = Wi=0;
eb=0=Ww} (55—1{558) :—(K1WE+K2W§+K3W1> = K'=0;
e%:ozwg(af—f(ﬂé?)zwf = W2=0;
63:0:W§<5§—Kﬂ(5§):w§ = W2=0;
2=0=W2 (55—}(553) :—<K1W3+K2W§+K3W§> = K2=0;
ei’:ozwg@?—f(ﬁ(s?)zwf’ = Wi=0;
eg:ozwg(ag_mg)zwg - Wi=0;

Q)
=)
I
e}

I
3
/N
>,
[=he
|

=
>
=]
——
I

0) = (Kle’ W 4 K3W§) = K%=0.



60 CHAPTER 3. COSMOLOGICAL APPLICATIONS.

So, we obtained

1T ¢P1 0 0
Wy = 0 12T P2 0 , (3.138)
0 0 eI3T¢P3
1ts inverse
e NP1 0 0
wo = 0 e RrEP2 0 (3.139)
0 0 e~ BEETP3
and
K=0,a=1,23. (3.140)

3.2.1 Double Kasner solution as a vacuum solution.

Appendix A contains the derivation of the Kasner solution from the Einstein
equations in vacuum, and it is analysed both in timelike and spacelike forms.
We expect the double Kasner metric, as a superposition of these two forms,
to satisfy the vacuum equations as well, and this is what we demonstrate in
this section.

First, we work out the coefficients of the affine connection

1
F/pu/ = §gp)\ (gu)\ﬂ/ +gu/\7,u _gmn)\) 5

and by calculating each component explicitly we find:

1 1,
ng - 590)\ (gqu +gu)\m —Guvs ) = 56 240 (g,uOW +gl/07u —Guv»0 ) =
0 240290 0 0
6—211033 2q062q0x 2p1€2q133t2p1 -1 0 0 B
2 0 0 2poe2a2e2p2—1 0 -
O 0 0 2p362Q3$t2p3_1
0 qo 0 0
2(q1—qo0)z42p1—1
Qo pi1€ t 0 0 .
- O O p262(‘h_q0)$t2p2_1 O ’ (3141)
0 0 0 p3€2(q3—qo)xt2p3—1
1 6_2111$t—2171
F;ILV = §gl>\ (guAW _’_gV)\yu —Guvsx ) = _T (g,ulw +gylyu —Guvs1 ) -
_2q062qow _2p1€2q1$t2p1—1 0 0
e—2qwt—2p1 _2p1€2qwct2p171 _2q1€2q1zt2p171 0 O
2 0 0 2o 2220 0

0 0 0 2q3e2a372Ps
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qOGQ(QOffh)CEt*?m I% O O
_ & i 0 0 .
- 0 0 _q262(Q2*Q1)$t2(p2*1)1) 0 )
0 0 0 —ge2(a3—a)7¢2(Ps—p1)
(3.142)
9 1 oy e~ 292%4=2p2
F/u/ = 59 (g,u)\;u +gV)\7M _gul/w\) = _T (gu%u +gy27u) =
0 0 —2poe2arg?rz—l ()
e~ 292 4—2p2 0 0 _2q262qzxt2p2 0
- 2 —2ppeerz=l _9p, e2a2742p2 0 o]~
0 0 0 0
0 0 % 0
_ [0 0 @ O
= ,% o 0 0f° (3.143)
0O 0 0 0
1 e 243t 4—2p3
Fiu - 593,\ (g,U)\?l/ +gl/)\7u _g/un)\) - _T (g,u371/ +gl/37u) =
0 0 0 —2p362q3zt2p3_1
B 6—2(13$t—2p3 0 0 0 _2q362q3xt2p3 _
B 2 0 0 0 0 -
_2p362q3xt2p371 _2q362q3xt2p3 0 0
0O 0 0 %
0 0 0 ¢
=0 0 0 03 (3.144)
Bogs 00

To calculate the components of the Ricci tensor we use (3.77), so, by making
extensive use of (3.132) + (3.134), each component reads explicitly:

_ 1P P o A A
Roo = Foo,p - FOp,o + FOOF)\p - FOpPOA =
_ 10 1 0 1 2 3 1 A 0 1o 1 1
= F00,0 + FOO,l - F00,0 — Lo — F02,0 - F03,0 + ool — FOpFOO - FOpFOI_

—ngng - ngfg3 = 2q0 (g0 — qu) 20T 4 % + B + @WL

t t
+q062(q0—ql)xt—2p1 (C_ID + q]_ + q2 + QS) _ qgeQ(qo_ql)xt—ZPI_
2 2 2
) za— p p p:
_ <q362(QO q1) t 2p1 + t_21> — t_22 — t—‘; =0 ; (3145)

_ TP p P A A
Ry = Fn,p - F1p,1 + F11F>\p - F1pF1,\ =
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_ 10 1 0 1 2 3 0 A 1 A 0 T 2 1o
= F11,0"‘1111,1 _F10,1_F11,1_F12,1 _F13,1 +F11F0,\+F11F1,\_P1pF10_F1pF12_

_F%prﬁ - F?prfs = (2p; — 1) pre2@—w0eg2n=2 4 e2a—ao)ry2pi =1 <%+

b b L 00) 242D —
+72 + ?3) +aqu(qo+q+a+a) — (g + pre? @ =?) —

— (e T gf) — gy — g5 =0 ; (3.146)
Rog =19, ,— 15,5+ F/2)2F§p - Fé\prgx =
= I‘(52,0 + 1_%2,1 + F32FS,\ + F%zri\)\ - ngrgo - Fépr& - ngFSQ - ngrgz’) =
— (2py — 1) poe2@a=w)zg2pa=2 _ 9,2.2a-a)2i2ba=p1) | py) Haa=a0)y2pa=1 <&+

t

+% + %) _ q2e2(f12741)$t2(p2*p1) <QO + g+ g+ q3> _ pgeQ(CI2*‘IO)Zt2P2*2_’_

_,_q%e?(quql)wt?(prm)_(p§e2(quqo)rt2p272 _ q§€2(quq1)xt2(prp1)) —=0; (3.147)
Ryy =T%4; , — 5,5 + 5,3, — 3,15, =
= Fg?,,o + Fé?),l + ngré,\ + Fé?,ri\x - ngrgo - leaprgl - ngrg2 - ngrgz’) =
= (2p3 — 1)p3€2(q3—qo)xt2p3—2 _ queﬂqs—ql)xt?(ps—pl) +p362(q3—%)xt2p3—1 <%+
—l—% + %) _ q362(q3—q1)wt2(p3—p1) (Go+aq1+ @ +q3) — p§e2(q3—qo)xt2p3—2+
+q?2)62(q37q1)zt2(p37p1)_(p§e2(qsfqo)rt2pr2 _ q§€2(q37q1)wt2(p37p1)) =0; (3.148)
Ry = Fgl,p - ng,l + Fglrﬁp - Féprlfx =
= 1ﬂ81rj\\o +F(1)1F:\\1 - ngrfo - F(l)prlljl - P(Q)pFll)Q - ngf‘f3 = 4o (% + % + %) +

b1

—l-? (0 + a1+ g+ q3) — 90tpl - (%tpl + pthI> — thpz — p3tQ3 =0; (3.149)
Ry =T, — 10,2+ F82F§p - FS,;FS,\ =

= T3, — T9, 1% — T5, 15, — 5,1, — 5,15, =0; (3.150)
Ro3 =105, — 10,3+ ng’,F/A\p - FSpFQA =

=Tgsls — ngrgo - F(l)prgl - F?)pP§2 - ngP§3 =0; (3.151)
Riy =T, = T7,, + T3, — 7,19, =

=T3,I%, — 9,5 — T}, — T35 — T} =0; (3.152)

_ TP P P A Ao
Riz =113, — 1,5 + I3y, = 17,13, =
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= F?3F§3 - F(l]prgo - F%prgl - F%prg2 - F?prgii =0 ) (3153)
Ro3 = FgB,p - ng,?; + Fl2)31_‘§p - Fg\prgk =
= I Gy — T3 T — T35 %, — 5 ;=0 (3.154)
We have thus obtained R,, = 0, as expected, so we have demonstrated

explicitly that (3.130) is a solution of the vacuum Einstein field equations.

3.2.2 Calculation of angular velocity operators.

Now, our goal is to find an expression for the angular velocity operators, so
that we can study the equation of motion of spin operators in this particular
space-time. As we did in section 3.1.1, we have to work out the terms ap-
pearing in the Hamiltonian (2.20). First of all, we calculate the components
of spin connection

1 | ;
~ _ B 0
I de OV e, — VQ(@B)eﬁ
and
5 =to (e vC. 40 )
“uap = 77 Z[ah]Cu apy T Llayp T Yapa ) Eu

In order to perform these calculations we have to work out Q, R
Qus = s W? (W; + KOW] + Wj85K€> = s WIW, =

= nd%WBIWfY + Ud&WEW; + TIMWEW; = %iWB}Wf + U&QWEWQQ‘i‘

. (% 0 0
HWiWE = 0 -2 0 | . (3.155)
0o 0 -m

t

We observe that the matrix Q, is diagonal and therefore symmetric; this
will be useful later. The coefficients of the spin connection read explicitly:

for =0 = @yap = € OTWEDg (e97) 07 = W2D,e"" = goe®* WL =

(3.156)

qoe(%ﬂn)xt*m . ifa=ux,
0, ifa=uy,z;

for =1 = Giap =~ Q(uarel = —¢ WQapyel = e INQ ) =
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e e -
for p =2 = @y = —e_‘IOIQ(dB)GQ = —e_‘IOIQ(dé)eg — _G(Q2_q0)xthQ(dé) _
for p=3 = Wy = —e—qon(dB)eé =—e qOIQ(dg)eg = _e(qa—qo)xtpgg(dg) _

To calculate the spacial set of spin connection coefficients we first calculate
the anholonimity coefficients:

y € j 1 STas€ o) ¥
€, = WAW50s W] = SWaWS (osw7 —om7) =
1 T € 0 0 € 0 z € 0
== [W& WS (90, — 0.W]) — WEWSOW, — deéaewg} -
1 A A :
— = |wewe yyY allE: _
= [deﬁ 0 W + WEWLO,W] + WEWE0, W)
—WEWEO,W — WUWEO, W, — Wgwga:,;wj} -

= WE W30, W2 + W W5, W) (3.160)

]

so explicitly we obtain:

it y=2 = C;:”B =0, because W is diagonal ; (3.161)
" X 1
it 4= g I W WY W = gee = (WEWY — WEWY) =
it 4= = Cl = WEWHOW] = g 175 (WaWﬁ WBWQ>
0 e~ (@ta)zi—(p1+p2) ()
— %eqz’xtm —e—(atg2)zp—(p1+p2) 0 0l =
0 0 0
0 Lenrg=h ()
_ _%26—(112275—;01 0 0 : (3162)
0 0 0

if 5=2 = C,=W; W;]aggwj — gyetTPs (Wgwf _ W§W5> _

B

DN —
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0 0 e (atas)zy—(p1+ps)
= Dewrpr 0 0 0 -
—e—(@m+a)zy—(p1tps) () 0
0 0 Denrgnm
= 0 0 0 : (3.163)
—LemnTgr () 0

As we did in (3.16), we lower the indices using the spacial Minkowski metric
diag (—1,—1,—1), so we have:

Caga =04 Capg=—Cly, Cap=—Cip. (3.164)

Now we can calculate the spacial set of the spin connection; we use (2.13)
and, remembering that Q is symmetric, the skew-symmetric part of Q is 0,
so we have

Suap = (Capy + Cagp + Caga) €1 (3.165)

therefore explicitly we have
if p=0 = Wuz=0; (3.166)
+Cmd> = —enTm ( +CP )
0 0
00 (3.167)
0 0
i 1 =2 = Gyap = (Copy + Cang+ Cpg ) € = €78 (Cagy + Cagt

_ T 2 B a ) _
FCypa) =~ (€24 €Ly + Oy ) =

0 —qel2—m)zgp2—r )
goe 20T p2—p1 0 0] ; (3.168)
0 0 0

if = 3 = @3543 = <Cdﬁ'y + Ca'yﬁ + C’yﬁa) 63 — 13TP3 <Cdﬁ:§ + Cdgﬁ—i_
T 3 B &
FCyaa) =~ (€3 €+ Cfy) =

0 0 —ggelss—a)zgps—p
= 0 0 0 . (3.169)
q36(l13—Q1)thp3—pl 0 0
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So we have worked out the coefficients of the spin connection.

Now, we want to calculate the terms appearing in the Hamiltonian in
order to work out the angular velocity operators in the F-W representation.
Starting from (2.20), we consider each term separately:

Za = €45,Q7 =0, (3.170)

because Q is symmetric and € is skew-symmetric.

el@o—q1)z4—p1 0 0
Fg=VWg = 0 eldo—az)zy=p2 0 ; (3.171)
0 0 e(20—a3)z4—p3

— _VBIC . — VGBI YR &by i aBzpz \ _
T = —VeHC 5 = —Ve i, — Verbie s = v (e50C7 1 5z ) =

=V (9CY, + ICY, + PG, + ECE ) =0 (3.172)

Then the even and odd terms of the Hamiltonian read
M=mV; (3.173)
E=0; (3.174)

1 . . 1 3 . R X
0= 5 (pﬁ}"ga“ + aaf§p5> =5 (pzfgfax + " Fip, + py]-'gay + ay]:gpy+

+pzf'§a2 + aéfgpz) = e(qo—QI)xt—Plaipx + e(QO—qz)It—pzaﬂpy+
_i_e(tqus)xtfpsaépz + (pxe(q(rm)wtfm) o (3.175)

We observe that p, is a differential operator depending on d,, so in (3.175)
we move it from the left to the right of F using the well known Leibniz rule.

3.2.3 Semiclassical approach.

The dependence of the terms necessary to work out the angular velocity
operators on the coordinates ¢ and x is rather involved, and this makes the
calculations quite complicated. To better understand the physical content
of this model, it is preferable to study the semiclassical approximation first.
The exact formulation will potentially be studied at a later date.

To proceed we refer to (2.32) and (2.33) together with (2.39), that in the
case of the double Kasner space-time are reduced to

& L s Qe Y aBytire
Q(l) = g}_ﬁp(s (—6 XVCgX + me 7I/VB((?J/') , (3176)
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& Y &BA 57
Qe = g4 e mQ(g‘s)fW’ : (3.177)

We calculate Q?l) first; we evaluate the two terms between brackets sepa-
rately:

&R oY Gy, ey GeEY N
€ VC€>2— e*VCL — € VC@ e*“VC., =

_ agiyspY  AERT 0N GEGT0Y GBI Y GEEY Y _GgEY oY
€ VCW e*VC, — € VC@ € VC@7 e*VC —€ VCW—

— 2V Cl, — 295V, |

zZr

TV ady —qrep—p1 . qox _ T a@y (go—q1)zi—p1
e e t el™ = e t .
1+ o 1Ty

S AT
T+4° 8%

By combining these two terms we obtain

& 15 Gig g0 Y a2 qox Y a4 ,(qo—q1)z p—
Q(l) = Z}“&p(s (_26 940 Cgﬁ—Qe 90 Cgf+q01+7€ Yeldo—a)zy p1> _

In particular, each component is

1y =0; (3.178)

989 (g0 —a)z p—p1 > _

1

N 1 .
O = =Fps | —2e%7C2,
i N G 1+~

1 1
= —Fip.qee®e M — _,]:gpz_’Y goe 0TI =
€ € I+~

€

) : (3.179)

1
— —a—a1—g3)z;—(p1+p3) _
¢ J2 (Q2 01

s 1 . Y saa
R — 9107 28y o(qo—aq)zp=—p1 | —
L= g W( eyt a e e

1 1
— _gfélpyqzefmxe*qwt*pl + g}‘gpyl - f)/qoe(lJofth)It*m _

— 56(2%—(]1—qz)rt—(PH—Pz)py <_q2 + qo

) . (3.180)

I+~
Starting from (2.37) we have

Px

0 = Fiu = cwmigpi,

Dy g (g2—q0)z 4p2
? = ./—‘;Zjvg = e t Uy s
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D= 2 a—
— el@3—q0)z4p3
— =Fv; el Jegpay,

E/
By substituting these expressions in (3.154) and (3.155) we obtain

Qfy =0, (3.181)

Q:?l) = e((IOffh)xt*pl,Uﬁ (q2 — Qo

), (3.182)

147

Q?].) = e(qofql)ivt*plvg (_q2 + Q[)

). (3.183)

147

Now we evaluate Q‘(S‘Q); starting from (3.152) we have

Q?2) = B z 7%%66&&9% - %U@U@E&Zﬁggg - —%vgv@e&é:’Qgg .
In particular, each component is
& g Y T b2 P3\ .
Q(Q) - _1 + ,yvi'?véQ@ﬂ + 1+ ,}/U,@UQQ% — ] T V'Ugﬂ)z (7 - ?> ; (3184)
g .0 _ . (P3P
by = 7 vs0: Qs — T vv: Qs 1+7%”(t ),(3m®
Z Y b1 b2
Q(g) = —7 UQU@Q% + —1 n ,yUyUmQyAg i VyUs (7 7) (3 186)
So system (2.31) becomes
P
ds” -
d;tg =QVs* — Qs
dd_i I (3.187)
5% - K.
=0%sY — QYs"
[ dt i °

where we have raised the spacial indices using the spacial metric 7,; =
= diag (—1,—1,—1). (3.187) represents the equations of motion of the av-
erage spin s. Now we have to solve the geodesics equations in order to find
expressions for the velocities, so that we can approach the solution of system
(3.162).



3.2. DOUBLE KASNER SPACE-TIME. 69

3.2.4 Geodesics equation.

Metric (3.135) is independent of the two coordinates y and z, so, as we
demonstrate in appendix B, it is easy to find the two corresponding velocities:

v, =Cy = —e2P2PY = Oy = ¥ = —Che 2925722 (3.188)
v, =C3 = —2B%3y* = Oy = v° = —(Cye 2B% 23 (3.189)
Normalisation condition v*v, = 1 becomes
290 dt \’ 21242 dx\’ 2 9goxy—2 2 2qsry—2
e~ e B e = 14+ Ce "B P2 4 Cle BT 7P3 | (3.190)
T T

By using (3.188) and (3.189), the geodesics equations (3.53) for ¢ and x are
reduced to

d?t da¥ dz®  d*t dt dz°

f — — FO _ FO it
orn=0= 0=t ey Tam e T

LT dx dz’ o dy dz° o dzdx®  d’t dt dx

“irdr | ¥drdr | Vdrdr  dr | Ndrdr

2
pre? @ wlrgzt (—Zx) + pyCle2ata)ey=2p—1y
T

+p3Cie 2@ty =2ns=1 — (3.191)

d%x da¥ dx®  dx dxt dx° dx dx®

forp=1= 0= L T ol T ol e
or i a2 T g ar T ae T g T e

dy dx° dzdz®  dx  2p; dt dx o (dE\?
41! p et @4 2Ago—gqi)zy=2p1 [ 2 ) _
s dr U gr dr dr |t drdr | D° ir

_q203672(q2+qo)wt*2(p2+p1) — q3C2e72 (g3+q0)z4—2(p3+p1) — ) | (3.192)

dt

Starting from (3.190) we can obtain an expression for e that we substitute
T

n (3.192), producing

A’z 2p, dt dx dz\?
2qwy2py | 27 2P0 TP T — =
‘ dr? * t drdr @+ a) (dT)

= [~qo + (g2 — qo) C3e 22"t 72 4 (g3 — qo) Cie 287 23] (3.193)

The system of differential equations for the geodesics is not solvable analyti-
cally, so we follow [11] to rewrite the left term of (3.193) parametrically; the

authors define function
dx

F = 2P platqo)z ’
dr

(3.194)
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therefore the system of differential equations for the geodesics becomes

dt 1
= [1+ Cie 2007202  Cle 8747208 4 o 20721 2]2 - (3.195)
-
d_l‘ — o (@ta)ry—2p1 p (3.196)
dr ’
dy dz
—= = Coe 2PT T2 D = Oy BT 3.197
dr 2¢ T dr 3¢ ’ ( )
ar (q0—q1)z 2 ,—2q2x1—2p2 2 ,—2q3z1—2p3
EI@ [—qo—l—(qg—qo) 026 t —|—(q3—qo)C’3€ t } .
(3.198)
The velocities are obtained using the chain rule:
dr  dxdr dy dydr dz dzdr
e _ gy Y I e e 3.199
VTt Tdrar U T at drar U T dt drat (3-199)

It is quite interesting to observe that if the ¢;’s all vanish, therefore F'is a
constant and the system of differential equations is reduced to the system of
the standard Kasner universe. This will be the pivotal consideration for the
asymptotic analysis [21] of geodesics equations we will perform here: in the
standard Kasner geometry, as we show in appendix A, the universe undergoes
a contraction along one spacial direction and an expansion along the other
two. This is a consequence of the fact that one of the p;’s is negative, for
example p; in appendix A, while the other two are positive. The consequence
of this consideration is that oL tends to 0 as t — 0, while d_y and il have

T T T
values different from 0 as ¢t — 0. So our ansatz is

dz
N
dT t—0

This results in an hypothesis for the trend of F' as ¢t — 0, namely

em(@toln=Inp () = F o~ elmtoegnte o> (3.200)
t—0 t—0
So, with the asymptotic trend of F' we can solve asymptotically the set of

differential equations. By substituting the asymptotic representation of F' in
(3.195) we obtain

it _
dr

1
e 90T [1 + 0226—2q2$t—2p2 + Cge—qut—?m + 62q1$t2p1+26] 2
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In appendix A we show, by using the Lifshitz-Khalatnikov parametrization
[23], that |p1],|pa| < |ps|. Therefore, within the four terms inside the bracket
the dominating one as t — 0 is Cie 2B3%¢~ %3 So (3.195) asymptotically

becomes @
- ~ 036—(QO+!I3)It—P3 ) (3‘201)
-

Now we can solve (3.198), which is necessary to solve (3.196); by multiplying
d
(3.198) by d_7t— and using the chain rule, we obtain

dF
ar ~ Cs(q3 — qo) e e LN
= Fx~ me(%o—m—%)xtl—m YD~ D, (3‘202)
L —ps t—0

so that F' is approximately constant for ¢ — 0. We observe that this result
verifies the ansatz (3.200), and in particular we found that e = —2p; > 0.
Integration constant D may be fixed according to (3.200), therefore D =
el@to)® By substituting (3.202) in (3.196) we find

dz 9

— t_ P1

dr ’
and the corresponding velocity is

VT~ ie(tIerqo)l"tPS*Qm ) (3.203)

Cs

The other two velocities read explicitly

dy O dz
y — 27 — 22 (90+a3—292)4p3—2p2 2 22 _ olao—as)zy—ps 3.204
dt ~ Cs T (3.204)
Using tetrads (3.136) we obtain the tetrad velocities
vE = ie(l]?,-&-m-i-qo)xtm—m , v = %e(qoﬁ-qs—qz)xtm—m ’ V¢ = 0T (3'205)
Cg CS

So far we have obtained an asymptotic expression for the tetrad velocities in
the vicinity of the singularity ¢ — 0. Looking back at what we did in chapter
two, we also obtain an explicit expression for the v factor

; 5 dt
y=U"= U’ = eqoxd— = (e BIP | (3.206)
T

Finally, we observe that in obtaining (3.202) we have implicitly assumed
p3 # 1; this is reasonable, because in the standard Kasner space-time p3 = 1
implies p; = po = 0, and the Kasner metric would be a reformulation of the
flat space-time, as shown in appendix A.

Now we use (3.205) and (3.206) to study the equations of motion of
average spin in the proximity of the singularity.
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3.2.5 Equations of motion of spin.

In the previous section we have obtained asymptotic expressions for the ve-
locities of a particle moving in a double Kasner universe. In this section we
use these expressions to obtain asymptotic expressions near t — 0 for the
angular velocities of a spinning particle in this universe. We consider (3.181)
+ (3.186) and substitute results (3.205) and (3.206) in them; first we observe
that

O,
14~ t=0

as a consequence of (3.206) and of the positivity of p;. The angular velocities
then read

) =0 (3.207)
U~ _—el@0—a)zy—p1 0 _ ~
W 5 € e (g2 = qo) v 0 (3.208)
because —p; is positive;
5 C
z ~ ( - ):C - _2 ( —+q3— )$ — o _
Q(l) -~ el0—a)zy4—p1 036 WHaB=R)TPIP (g0 — g,) =

Cy

2q0+q3—q1—q2)T1p3—p2—
(CIO_(]Q) e(200+a3—q1—g2)xyp3—p2—p1 ,

and by evaluating explicitly the exponent we have

uQ—l—u—u—l—l—u_uQ—i—u—l

Dy — Py = = >0
Py = P2 u? +u+1 wru+1"
and therefore
Qy ~, 05 (3.209)
0L~ %e(%-i-%—%)l"tm—pzeqw P2 —DPs\ _
= az (p2 _ p3) e(2d0+43—q2)z 43 —p2—1 ,
and by evaluating explicitly the exponent we have
1_u2+u—u—1—u2—u—1 U —2 <0
b3 = b2 N uz+u+1 w4 u+1 ’

SO Q”fz) survives in the vicinity of the singularity;

OV~ Le(Q3+q1+qo)$tp3—p16qoﬂc (p3 _ pl) _bs—n (43 +a1+2q0)xyp3—p1—1

2) 150 Cg t 03 ’
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and by evaluating explicitly the exponent we have

1_u2+u+u—u2—u—1_ u—1 =0
Ps—p1 N uZ+u+1 w4 u+1 ’
if we assume u # 1 for now, so that we have
Q.
Q(Q) o 0; (3.210)

@50 Oy Cs ¢

& _ 1
— (p1 — p2) (2004243491 —g2)x42ps—p2—p1—1

2 )
&

and by evaluating explicitly the exponent we have

0% %e(qm—qs—@)xt;ﬂ:ﬂ—m ie(QS‘f‘QI"‘QO)ItPB_pl <p — p2) _

W+ 2u—u—14+u—uw?>—-u—-1 ul4u—2
= >0,
w2 +u+1 w2 +u+1
remembering that u # 1, coherently with the previous assumption, so that
we have

2p3 —p2—p1 — 1=

Qb ~ 0. (3.211)

—0
We observe that the only component of angular velocity surviving in the
vicinity of singularity ¢ — 0 is Q. System (3.162) is therefore simplified as

(ds®
dt. t—0 .
ds? X
% t:{) _52 (p2 _ pg) e(2qo+q3—q1)1‘tp3—p2—1sz ) (3'212)
% tNO % (p2 _ p3) e(200+a3—q1)zyps—p2—1 9
\ — 3

C
By setting A = 52 (py — p3) eP0FB=9)% the asymptotic solution of the sys-

3
tem is straightforward:

VN o
s° ~ s
t—0

o AtP3—P2
5% ~ scos (p3 0 + ¢) : (3.213)

N AtpP3—P2
5% ~ spsin ( + qb)
\ t—0 P3 — P2

where so and ¢ are integration constants representing an amplitude and a
phase respectively. We observe that the exponent of ¢ in (3.213) is explicitly
given by
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u? —1
w+u+1 ~
in continuity with hypothesis v # 1 used before. This implies that the
singularity is integrable, because in limit ¢ — 0 the average spin s tends to a
fixed direction in a regular way, despite the angular velocity diverging near
t— 0.

P3— P2 = 0,

3.2.6 Equations of motion of spin: p = (-1/3,2/3,2/3).

Now let’s consider the case we excluded before, that is u = 1; this implies
that the p;’s assume the values

1 2 2
p1=—§,p2=§,p3=§.

We want to solve the equations of motion of spin in this particular case, so we
evaluate the components of the angular velocity; as in the previous general
case, the components of €2;) are asymptotically equal to 0, as easily seen
from their expressions evaluated previously. The components of €2y read
explicitly

Cy
S0 G

because p, and ps3 are equal,

Qs (ps — ps) eGroras—wrmara=l — o (3.214)

; P3s — D1 i 1
OF o~ B P (e tait2q0)zyps—pi—1 (g3+q1+2q0)x . 3.215
@50 ¢y © s | (3.215)
5 Cy C!
2 (2g90+2¢3+q1—q2)z42p3—p2—p1—1 _ 2 (2g0+2q3+q1—q2)
)~ (p1 —p2)e t = ——e¢ )
@ 450 C2 C2

(3.216)
In this particular case we have obtained that the angular velocity is constant
(in time). System (3.162) then becomes

(ds® 1 . C X
o = (@tat2)z 2 T2 (2q0+2g3+q1—q2)x §
7t Cge s7 4+ C§€ S
ds* & (2g0+2g3+q1—q2)x T
o 2 z & , 3.217
dt cz° ’ ( )
ds” — _ie(QB+Q1+2qo)wsf
L dt Cs
and can be written in matrix form as
& _QF y 2
g (5 0 0% Q) (s
7 S?f = sz) 0 0 s?f ) (3.218)
Ch Q0 0 57
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System (3.218) is analogous to (3.96), solved for the Melvin space-time, for

the substitutions Qfl) e Qé) and Q‘(ﬁl) Q?Q) for the matrix elements, and
the substitution 3 <+ s for the functions of the differential equations. The
solution of (3.218) is then obtained formally in the same way we obtained
(3.101), so we can use (3.101) and apply the aforementioned substitutions:

) s1 cos [wt + @]
s ) %)
S oF
Sy — 81— sin [wt + @]

w

where w = 4/ Q?g) + Q'g) and s1, sy and ¢ are integration constants. Even in
this case, the average spin vector tends in a regular way to a fixed direction,

but differently from the general case the precession velocity does not diverge.

3.2.7 Cosmic jets.

In [24] the authors study some examples of ”cosmic jets”, as in particles
accelerated to the speed of light by gravitational fields. In particular, they
study examples of ”Kasner-like” space-times, where one direction collapses
while the other two expand, the same thing that happens in the standard
Kasner universe. In [11] the authors take the double-Kasner space-time into
consideration, but in solving the geodesics equations they consider only par-
ticular cases for parameters p;’s. In section (3.2.4) we have generalized their
work, finding an asymptotic solution for geodesics equations leaving the Kas-
ner parameters free.

Our results are in complete agreement with the results reached by the
authors, and the asymptotic analysis could be easily extended in an analogous
way to the limit ¢ — oo, which is of no interest to us. Moreover, our result is
also in agreement with the solution for the standard Kasner space-time [24]

, [31-

3.2.8 Double Kasner space-time from Einstein equa-
tions.

In a previous section we demonstrated that metric (3.135) satisfying (3.132)
+ (3.134) is a solution of the Einstein equations in vacuum. In this section
we want to demonstrate that the double Kasner metric emerges naturally by
solving the Einstein equations in vacuum using as few assumptions as possi-
ble. This is analogous to what we did in appendix A, where we demonstrated
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that starting from a Bianchi-I universe we obtain the Kasner space-time by

solving the Einstein equations.
We start from a diagonal line element whose coefficients depend only on

the variables = and t¢:
ds® = a*(t,x)dt* — [b*(t,x)da® + A (t, x)dy” + d*(t, 2)d2?] ; (3.220)

we can perform a time rescaling so that the coefficient a of dt? depends only
on the spacial coordinate x [9]. The new time coordinate ¢ represents what
is called cosmological time. If we leave the name t unchanged, line element
(3.220) becomes

ds* = a*(z)dt* — [b*(t,z)da® + 3 (t, x)dy* + d*(t, x)d="] . (3.221)

Now we want to solve the Einstein field equations in vacuum R,, = 0, and
in order to do this we first calculate the coefficients of affine connection F;\W.
Denoting the derivative with respect to time ¢ with a dot -, and the derivative
with respect to space x with an apostrophe ’, we have explicitly:

0 2ad 0 0
1 1 |2 206 0 0
o _ L 00 — = — -
Fle = 29 (g‘u()’y + Gvo,u guV,(]) 2a2 0 0 2cc 0
0 0 0 2dd
02 0 0
a  bb
o %9 9
15520 (3.222)
00 0 %4
—2aa’  —2bb 0 0
] Ll —20b —200' 0 0
Pl o— 2l B ) [ p— -
o =59 v+ 9w =gw1) = =g |07 07 g g
0 0 0 2dd
adl b
Tioo oo
I 0 : (3.223)
0 0 —% 0
0o 0 0 -%“
0 0 —2cc 0
1 1 0 0 —2¢ 0
2 1 99 =—— -
I, = 29 (Gu2,w + Guap) 2¢2 | —2¢cé¢ —2cd 0 0
0 0 0 0
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00 €0
~1%0 F 8 : (3.224)
00 0 0
0 0 0 —2dd
1 1 0 0 0 —2dd
3 _ - 33 - =
FW—QQ (9u3,u+gv37u) 242 0 . 0 0 0
—2dd —2dd" 0 0
00 0 é%
000 <
=000 8 (3.225)
d d
4 40 0

Now, using (3.222) =+ (3.225), we can evaluate the components of the Ricci
tensor and explicitly obtain:

2 " 1/ 7 12 o .
R P p A App 07 ad’ 2ad’ b b ¢ ¢

A A
Ry = F?l,p_rfp,l+F€1Fp)\_F1pF§>\ = ?+___+___+C___+_+

P i va v 0 wa @ B E e

2w d e e T T @ @ 2 R e @&

Moo b Vd Va Ve v

a2 a c d+ca2+@+a+bc+bd’

s 22 7 12 v -] 22 . ]
I p A Npp CC ¢t oced e 2cc’t’ ccb & ced
B R e R R R R

cdd  cdb ¢ cdd N ? ? N ?
ab? b3 b2 db? a? b2 a? b2

dd d® dd’ d? 2dd'V ddb ddc d?
_ A A _
Rag = T, + T3 p0 ~T3, 1% 22 e Ty T2
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Cdda ddV  ddd  d* A 4P d?

= R R C R R T

_dd dd" ddV¥ ddb ddé dd'd ddc

a? b2 b3 + ba? = ca? ab? ch?

_ A A _
Roo =T, ~ToputTalon—Tolh =33ty otz gtz
+a’6+a’é+a’d+a’b+6b’+éc’+ ‘B db db Vb o dd B
ab  ac ad ab = b? bec  bd ab ab b? c? a2

_ ¢ _d dé dd b bd

c d ac ad bc  bd’
Rog =Ty, + F8211,/0\,\ - Féprg)\ =0;
Ros = T3, + ThsIy — Tg,I5, =0 ;
Rig =17, ,+ F/1)2F;\)\ - Fi\prg,\ =0;
Ry3 = Fll)3,p + I"l’gf‘;}/\ - Fi\prg,\ =0;

Ry3 =T , + rggr;A — rgprgg =0.

The Einstein equations in vacuum R, = 0 therefore become

7 . 7 13/ /.0 1
R G S A
b b bd a o d Vd W bd
—z<b - z>—;+z+z—a—§—mv (3.227)
c (. ¢ d c(, dd dd Y
< AT T I 22
a2<c+b+d> bQ(C+a+d i (3.228)
d (- db deé d da d¢ dV
L I BT I T Rl 22
a2<+b+c) 62(+a+c b), (3.229)

L _wc_ad b . (3.230)

o |
Q.
Q
o
=)
ISH
S
o
jwyl
ISH

In (3.226) + (3.229) the parts involving derivatives with respect to ¢ and
those involving derivatives with respect to x are explicitly separated, so it is
natural to look for solutions involving factorized functions. This means that
if we consider a function of z and ¢, f(¢,x), it is true that

f(t,x) = fi(t) - fu() . (3.231)
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This implies

flx) _ B0L) B S ORE) L)

f(th) ft(t)fx(x) ft(t) f(t,l‘) ft(t)fm(x) fx(‘r) . .
We can use (3.232) to factorise b(t, x), ¢(t,z) and d(¢,x). It is easy to verify
that in (3.226) + (3.229) the terms on the left depend only on coordinate t,
and the terms on the right depend only on coordinate z. This means that we
can consider the right and the left terms separately and put the equal to a
common constant. For the sake of simplicity, and without losing generality,
we can put this constant equal to 0. In appendix C we show that this choice
is sufficient and necessary in order to obtain double Kasner metric. To solve
the system we start considering the left terms of (3.227) + (3.229), which
after the factorisation become

b bié | bidy
—_— = u2
b, + byr + byd, 0, (3.233)

& b Cdy

—+—+—=0 3.234

Ct + tht + Ctdt ’ ( )

d.t dtb't dtét

—+—+—=0. 3.235

dt + btdt + Ctdt ( )
This set of equations is analogous to set (A.6) + (A.8) solved in appendix
A, so we omit the calculations that have already been shown there. The

solution is therefore
bt(t) = b()tpl 5 Ct(t) = C[)th s dt(t) = dotp3 s

with py +po+ps=pl+p5+ps=1. (3.236)

For the temporal factor of functions b, ¢, and d, we have found exactly the
Kasner solution as we expected.

To find the remaining spacial factors, we start by considering the right
term of (3.226):

" /BN, ! s

0.
a;  azb,  azc,  a,dy
?
By adding and subtracting —- , the equation becomes
al‘
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and by using Leibniz’s rule we obtain
aN d (d V. ¢ d
() (i)
o
If we divide by —= and use the logarithmic derivative, we obtain

a/.',v
a/ / b !/
In—=) =1 z
(i) = (i)

that is easily integrated to

Ab,
= . 3.237
Ay AypCyply ( )

/
a.Z‘

In a completely analogous way, from the right terms of (3.228) and (3.229)
we obtain

c Ch
=2 = a 3.238
Cp  ApCrpdy ( )
and
d Db
£ = T 3.239
d, ayc.d, ( )

Now we want to show that is a constant, and in order to do this we

consider the right term of (3.227):

Using the previous relation and (3.237) + (3.239), we obtain

Ab, ' Ccb, ' Db, \' (A2+C*+D*0p?
- - - —
Ay Coply Ay Coply Ay Cody a?c2d?
b ((A+C+D)b,
Ay Cry
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finally, we obtain

yooascrip o, (i2m )l
=z = z A 3.240
b, A+ C+D acd | L (3.240)

Ay Crdy

It is obvious that metric (3.221) is invariant for permutations of the coordi-
nates r <> y <> z, so it is reasonable to assume that functions b,, ¢, and d,
all have the same functional form. This implies that the last term in (3.240)

must be equal to 0. This is true if and only if is constant. So, we

amcx x

have demonstrated that

is constant, and we also found the equation

a.’EC.T X
for b,. By using these results in (3.237) + (3.240), we obtain

a, = qa; = a, = Ae®® (3.241)
V. = qb, = b, = Be"'® (3.242)
c= gy = ¢y = Ce®® (3.243)
d, = qsd, = d, = De®® (3.244)

It is easy to verify that the parameters ¢ satisfy the relations of the double
Kasner metric; in fact, by substituting the explicit expressions for a, b, ¢ and
d into the left term of (3.226), we obtain

W(@o-—n+@+e)=0= @o-—a+apt+teu=0. (3.245)

We would have obtained the same result if we had used (3.228) or (3.229).
Starting from (3.227) we obtain

G+ ¢+ 65— q (g +a+qs) =0,
and by using (3.245) we obtain
G —ai+¢;+a5=0. (3.246)
Finally, starting from (3.230) we obtain a relation that links the parameters
pi and g;:
Pag2 + P3gs — P2Go — P3qo — P1g2 — P19z = 0 =

= qo (P2 +P3) = a2 (P2 — p1) + a3 (p3 — 1) - (3.247)
Putting all these results in (3.221) and reparametrizing the coordinates
so that we can absorb all the constants, we obtain

ds* = 207 dt* — (11?17 da” + 2P dy? + 1P e*BdZ) (3.248)

which is in complete accordance with (3.130). So, we have obtained the dou-
ble Kasner metric in a totally general way by solving the Einstein equations.
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Conclusions.

In the first chapter I have studied the mathematical tools necessary to de-
scribe fermions in a general manifold. First I have discussed the tetrads
[4], used to define an alternative formalism to describe general relativity, and
subsequently I have described the Foldy-Wouthuysen transformation and the
advantages that derive from in this representation [5].

In the second chapter I have applied the previous mathematical tools to
give an exhaustive description of fermions in a general gravitational field [2].
In particular I have described the way spin couples with the gravitational
field, reaching the equations of motion of the spin operator in a general
background.

In the third chapter I have applied the formalism developed in the pre-
vious chapters in order to analyse two particular anisotropic cosmological
models. First, I described in depth the Melvin space —time [8] and I showed
that it is possible to find the Melvin solution by solving the Einstein field
equations starting from simple assumptions. Then, I derived the expressions
for the angular velocity operators of fermions (3.32) , (3.37) and (3.38). To
obtain the final expressions for the operators, I had to evaluate the velocities
of a particle in the Melvin space-time and to do this I solved the geodesics
equations. I solved these equations both by direct calculation, and by using
Killing vector fields and I found results in complete agreement. With the
final expressions for angular velocity operators I solved the equation of mo-
tion of the polarisation operator and I found that the operator precedes in
a regular way near the early universe. Finally I described the transition to
the Melvin Cosmology [10] and evaluated the polarisation operator in this
cosmology finding complete agreement with Melvin space-time near the early
universe. It is quite interesting to observe that the results obtained are in
complete agreement with the semiclassical ones, derived in this chapter.

I have then applied the same mathematical apparatus to another cosmo-
logical model, the double Kasner space — time [11]. T have asymptotically
solved the geodesics equations near the early universe for general values of
the parameters involved in metric (3.130). I then asymptotically solved the
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semiclassical equations of average spin near the early universe and I have
found complete agreement with previous results [3] for the standard Kasner
model. I found that near the singularity ¢ — 0 the average spin precedes
in a regular way despite the divergence of the angular velocity. Finally I
showed that the double Kasner space-time can be obtained as a vacuum so-
lution of the Einstein field equations by using a diagonal, anisotropic and
inhomogeneous metric.

The results obtained provide an exhaustive description of the spin-gravitational
field coupling in these cosmological models. The study of anisotropic models
might be important because the fundamental Friedmann—Lemaitre-Robertson—Walker
describes the isotropic and homogeneous universe, but the effects of anisotropy
and inhomogeneity may be essential to describe some phenomena near the
early universe such as structure formations or baryon anti-baryon asymme-
tries. In particular a description of spin precession near the early universe
may be used to describe the helicity flip of massive Dirac neutrinos: neutri-
nos with left chirality may change their helicity because of the interaction
with the gravitational field, so right-handed neutrinos could be produced.
These are sterile particles that interact gravitationally only; this could be an
interesting characteristic to study, because these sterile neutrinos may be a
contribution to dark matter [3].



Appendix A

Kasner space-time.

In [22] and in previous articles, E. Kasner demonstrates some theorems about
the Cosmological equations, which are Einstein equations in vacuum. In
particular, he shows that a solution of the Einstein equations in vacuum
where potentials involve only one variable is

ds® = ¢t72dt* — 2} (dat + dal + da3) (A.1)
and this can be further reduced to
ds® = t*"dt* — t*2dxt — " da; — t***da;

where as+as+as=14ay, and a2 +a2+a?=(14+a)” . (A2)

In a reference frame that uses cosmological time a; = 0, and the Kasner line
element becomes

ds* = dt* — t*"'da? — t***dx; — t*P*da;

where  p; +po+p3=1=p] +p;+p;. (A.3)

In many textbooks, such as in [9], the Kasner solution is introduced as
an assumption and it is then verified that it satisfies the Einstein equations.
Here we generalize this process by showing how to obtain the Kasner metric
starting from a Bianchi-I type cosmology [9]

ds* = dt* — (a(t)*dz® 4 b(t)*dy* + c(t)*dz?) . (A.4)

In other words, we demonstrate that the vacuum solution of the Einstein
field equations that represents a Bianchi-I cosmology is the Kasner metric.
It is easy to demonstrate that the Einstein equations in vacuum are

i b ¢

— _I_ — + - = O s A5

a b c (A.5)
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ab ac a

Tk T A.
ab+ac+a 0, (A-6)
ab  be b

= A.
ab+bc+b 0, (A7)
ac by fy. (A.8)

ac bc ¢
(A.6) may be written as

a a® afa b ¢ d [a ad
S S BT [ Z [z ZZ (Inabe) =
a a2+a<a+b+c> O:dt(a)—i_adt(nac) 0=

d a d a A
= — (ln 5) + pr (Inabc) =0 = - = where A = const. . (A.9)

Analogously, we obtain
b B ¢

C
b = @ and E = % where B, C = const. . (Al())

Now we demonstrate that abc is linearly dependent on ¢:
d? d /. ; ) . - . . - .
T (abc) = pr <abc + abe + abc) = dbc + abc + abé + 2abe + 2abe + 2abe |

and by dividing by abc we obtain (A.6) + (A.7) + (A.8). So,

d2
o : B
Thanks to this linearity we can set abc = vt and, by using — =p; , — = po
v v
and — = p3 , we can obtain
v
a 2 b 2 e 2 '
By using (A.12) in (A.5) we obtain
P+ P2+ ps=pi+ s+ 03, (A.13)

and substituting (A.12) in (A.6) + (A.7) + (A.8) we obtain

(pr+p2+p3)(pr+p2+p3s—1)=0.
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The first solution p; + ps + p3 = 0, that combined with (A.13) gives p; =
p2 = p3 = 0, reproduces the Minkowski space-time; so, we keep the other
solution, p; + p2 + p3 = 1. By putting all these results together we find the
Kasner solution:

a(t) = apt? | b(t) = bot?? | c(t) = cot™

with py+po+p3=pi+p3+p;=1. (A.14)

In order to study the properties of the Kasner indices, it is often useful
to introduce the Lifshitz — Khalatnikov parametrization [23]:

u u+1 u(u+1)

- = — = ——=  ué€|l;400) ,
ltutr2 PP T 15urw P irurw [ )

(A.15)
where we have assumed, without loss of generality, p; < py < p3. It is easy
to obtain

p1 =

1 2 2
_§§p1§070§p2§§7§§p3§17 (A.16)

therefore two exponents are positive and one is negative. This means, in
physical terms, that the universe undergoes an expansion along two directions
and a contraction along the third.

(A.3) represents the standard Kasner solution in timelike form; it can be
written in spacelike form as

ds? = 2 dt* — da? — 3P dad — 27 da? (A.17)

It follows that the double-Kasner metric studied in chapter 3 is a nonlinear
superposition of the timelike and the spacelike forms of the Kasner metric.

Now we will show that if one of the three parameters p; is equal to 1,
then metric (A.3) is nothing more than a different parametrization of the
Minkowski metric. If we consider the limit u — oo, we obtain

pr=p=0, ps=1 = ds* =dt* — da? — dy* — t3dz* . (A.18)
Let’s consider the Minkowski line element with signature —2:
ds* = dr* — da® — dy* — d&* ; (A.19)
now we change variables by setting

T=tcoshz, £ =tsinhz .

By differentiating the two expressions we obtain
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dt = dt cosh z + tsinh zdz , d§ = dtsinh z + t cosh zdz
and substituting in (A.19) we obtain
ds® = dt* cosh® z+t? sinh? zd2?+2t cosh z sinh zdtdz — da* — dy? — dt* sinh® z—
—t? cosh? z — 2t cosh z sinh zdtdz = dt? (cosh2 z — sinh? z) — da® — dy*—
—t?dz* (cosh® z — sinh? 2) = dt* — da® — dy® — t*d2” | (A.20)
that is exactly (A.18).



Appendix B

Killing vector fields.

First we have to remember a couple of definitions [12]:

Def. B.1 (Isometry) : let X and Y be two metric spaces with distances
respectively dx and dy, an application f : X — Y is called an isometry if it
preserves the distance, that is

dx (w1,72) = dy (f (z1), f (z2)) - (B.1)

Def. B.2 (Killing vector field) : a Killing vector field V is a field with
respect to which the metric is invariant, that is

where Ly denotes the Lie derivative along V. (B.2) can be rewritten as
Vi Vi = Viuw) =0, (B.3)

and (B.3) is the Killing equation.

Killing vector fields are the generators of infinitesimal isometries, and
here we will show how. Starting from condition (B.1) it follows that

G () = g, (2") = g (2)

that is the isometry condition for the metric. We have

a p a lo
45* = g (0)drda” = ), (¢)dade’™ = gl (@) S0 dutdat
and by using the isometry condition we obtain
ox'? 07
G () = gpa(wl)@ D (B.4)
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If we consider the infinitesimal transformations
ot — 2™ =gt 4+ e¢" + O (¢€8) where |e| <1, (B.5)

we can study (B.4) at the first order in e. We have

ox'P ocP 9
oo~ T G+ O()
agpo( )

() = gy () + L2LE10()

and by substituting the latter expressions into (B.4) we obtain at first order

(o) = (314 5e5(@)) (32 + Gz ) (o () + )

X Mo
= Doy B )+ B D gy =0, B

that is (B.2) in a coordinate basis. We have demonstrated that Killing vector
fields are the generators of infinitesimal isometries; this is particularly useful
when the metric does not depend on one of the coordinates, in which case a
Killing vector field is simply the generator of translations for that coordinate.

Now we show that the scalar u/¢, is a constant of motion along the
geodesics:

d D D D WD
O ) = D) = o o D D e <0,

D\
(B.7)
D
where — is the covariant derivative along the geodesic. In the first equality

of (B.7) we have used the fact that u”, is a scalar, in the third equality we
have used the geodesic definition and in the last equality we have used the
antisymmetry of £, , which is a consequence of (B.3).

This consideration is particularly useful because it simplifies the solution
of the geodesic equations in the case of Killing vectors obtained from the
independence of the metric of some coordinates.



Appendix C

Observations upon the double
Kasner metric.

In section 3.2.8 we demonstrated that it is possible to obtain the double
Kasner metric by solving the Einstein field equations in vacuum assuming
metric (3.220) as a starting point. As we were solving system (3.226) +
(3.230) we obtained a solution for the metric coefficients factorised in a space-
dependent only term and a time-dependent only term. This factorisation
implied that each equation in the set (3.226) + (3.229) was split in a pair
of equations, one with time derivatives only, one with space derivatives only.
Each equation of the pairs involves an arbitrary constant that we put equal
to 0 for the sake of simplicity. In this appendix we discuss the necessariness
of putting this constant equal to 0 in order to find a solution which is in
accordance with the Kasner metric.

Let’s start from (A.6), that is the temporal part of (3.227). We consider
the case of a non-zero constant K:

d (a d a

a
(C.1) is a linear differential equation with respect to the function —, so

a
we can find a solution by using standard formulas of mathematical analysis:

é _ e—f%(lnabc)du |:A+/K6f ddT(lnabc)deu:| : (C2)
a
where A is an integration constant. (C.2) becomes then
a 1
—=— [A%—K/abcdu} . (C.3)
a abc
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If we had started from (A.7) and (A.8) we would have obtained analogous
equations with different constants. The set of three equations analogous to
(C.3) is a set of integro-differential equations, and it is not easy to solve
it analytically. To proceed with calculations we use the hypothesis that
abc is a linear function of ¢, so we can put abc = vt. This hypothesis is
reasonable because it is verified in the standard Kasner case as shown in
(A.11). Therefore (C.3) becomes

L [AJFK/abcdu} = é+i@t2 = é+§t (C.4)

abc vt vt 2 vt

and the other two analogous equations are

b1 B 1Lv, B L

- B+ L = 4P ="4= )

; abc[ + /abcdu] i 215 i 2t, (C.5)
¢ ¢ 1Mv, C M

(C.4), (C.5) and (C.6) are differential equation that can be easily solved
through separation of variables, and they lead to

A K
lncL——lnt—i—Zt2 = a=tveil (C.7)
v
and analogously
B L
b=tvei (C.8)
c=tveil (C.9)

The power-like parts of a, b and ¢ is analogous to what we derived in Ap-
pendix A, and in particular (A.14) holds. The exponential parts of a, b and
¢ are not in agreement with the hypothesis abc = vt unless the constants K,
L and M are all equal to 0. So we obtained that a necessary and sufficient
condition in order to reproduce a result in accordance with the Kasner metric
is that the constants emerging from the factorisation of (3.226) =+ (3.229) are
all equal to 0.

Another formulation for these observations starts from considering (C.4)
+ (C.6) without the assumption of abc = vt:

abc = A+ K/abcdu : (C.10)

abe = B+L/abcdu ) (C.11)



93
abc = C + M/abcdu . (C.12)

If we consider (C.10) + (C.11) 4 (C.12) we obtain
(abc) = U + V/abddu : (C.13)

where U=A+B+CandV =K+ L+ M. If V=0 we obtain that abc is
a linear function of ¢ and in particular it is necessary that K = L =M =0
to obtain expressions reproducing the Kasner solution.
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