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Abstract

I traguardi sperimentali raggiunti negli ultimi decenni nell'ambito della �sica degli atomi
ultrafreddi hanno reso possibile la realizzazione in laboratorio di sistemi quantistici con
potenziali che decadono con la distanza tramite una legge di potenza.

In questo ambito di ricerca si inserisce il modello di Kitaev bidimensionale su un
reticolo quadrato che descrive un sistema di fermioni spinless. Questo sistema �sico
è caratterizzato da un'Hamiltoniana avente un termine di pairing di tipo p-wave che
decade con la distanza secondo una legge di potenza. Il potenziale a lungo raggio con-
ferisce propietà peculiari, assenti per sistemi descritti da Hamiltoniane locali, come ad
esempio delle funzioni di correlazione che possiedono due regimi, il primo in cui tendono
a zero tramite un andamento ibrido, ovvero in modo esponenziale a corte distanze ed
in modo algebrico a lunghe distanze, ed il secondo in cui tendono a zero seguendo un
andamento puramente algebrico. Inoltre, se il termine di pairing è su�cientemente forte,
sono possibili la violazione della legge dell'area dell'entropia di von Neumann anche per
fasi non critiche.

In questo lavoro di tesi abbiamo caratterizzato le fasi del modello di Kitaev bidi-
mensionale che, essendo descritto da un'Hamiltoniana fermionica quadratica, è diago-
nalizzabile in maniera esatta. Lo studio delle diverse fasi del sistema è avvenuto tramite
l'analisi dello spettro energetico, delle funzioni di correlazione e dello scaling dell'entropia
di von Neumann. Questi strumenti di indagine sono stati ottenuti sia tramite risultati
analitci sia tramite simulazioni numeriche. Le proprietà ottenute utilizzando questo ap-
proccio sono state riassunte in un diagramma di fase posto nell'ultimo capitolo di questo
elaborato.
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Introduction

Quantum many body systems can be often described in terms of local Hamiltonians.
However some interesting situations exist, like those arising in the contexts of atomic,
molecular and optical physics (see [1]- [4]), in which the description by means of local
interactions is only an approximation, and not always a good one. For example recent
developments in the �eld of trapped ions (see [5]- [7]) make possible to create long-range
interactions decaying as a power-law with the distance ` like 1/`α, with α which can be
continuously tuned in the range of values 0 <∼ α <∼ 3. These experimental achievements
give rise to a renewed theoretical interest in the �eld of long-range interactions which
represent a prominent source of new physics and novel phases of matter.

In one spatial dimension solid results exist about the behaviour of physical properties
of systems described by local Hamiltonians. For example the correlations have an expo-
nentially decay in non critical regions (see [30]) or the entanglement entropy for ground
states generally follows an area law in gapped regions (see [23]). These properties cease
to be valid for systems with long-range interactions.

Another promising research �eld is that of topological phases of matter (see [22]).
The quantum theory predicts a multitude of di�erent phases like those of superconduc-
tors, ferromagnets, antiferromagnets, Bose-Einstein condensates and many others. All
these situations can be described in terms of the Landau phenomenological theory of
phase transitions based on the existence of local order parameters and on the concept of
symmetry breaking. Instead a topological phase is a state of matter whose physics is not
captured by local order parameters but which is linked to topology and to topological
invariants, i.e. global quantities insensible to smooth changes of the parameters of the
Hamiltonian unless a phase transition appears.

The Kitaev model (see [15]), describing a one dimensional p-wave superconductor
made by spinless fermions, has a topological gapped phase characterised by the appear-
ance of degenerate low-energy lying states separated from other states through an energy
gap. These states can be, depending on boundary conditions, edge states, i.e. quasi-
particles described by eigenfunctions mainly localised at the boundaries of the system,
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decaying exponentially from the edges of the chain. These edge states, being robust
against decoherence, have attracted lot of interest because they could be successfully
employed in the �eld of quantum information theory as qubits.

The one dimensional long-range generalisation of the Kitaev model (see [16]) repre-
sents a bridge between topological phases and long-range physics. This model is described
by a Hamiltonian with a long-range p-wave pairing depending on the distance ` as 1/`α,
for some power α. The long-range nature of the Hamiltonian enriches this system with
peculiar properties. For example correlation functions have a hybrid exponential power-
law behaviour becoming purely power law when the power α assumes su�ciently small
values. Also the entanglement entropy behaves in an exotic way. In fact, for su�ciently
strong pairing potentials, it can violates the area law also in the gapped phase. More-
over this model, for α < 1, is found to break the conformal symmetry along one critical
line. The topological properties of the Kitaev chain are not destroyed by the long-range
pairing. In fact this system still exhibits, in the case of an open chain, zero mode edge
states degenerate with the ground state.

In more than one spatial dimension general statements about physical properties like
those concerning the area law for the entanglement entropy can be proved only for few
special cases. We will be interested in fermionic 2d models and in this context a rigorous
proof concerning the area law can be given only for free systems (see [55]).

2d systems have attracted immense attention (see [8]) since the �rst proposal to
explain quantum Hall e�ect, whose quantized transport properties were explained in
terms of chiral edge states, by means of topological condensed matter physics. Taking
into account the previous considerations one expects that 2d systems with long-range
interactions can be suited grounds in which new physics may arise.

This master degree thesis inserts itself in this contest. We will analyse a generalization
of the Kitaev model with the long-range pairing on a two dimensional square lattice. This
system is described by a superconducting Hamiltonian of a 2d system with a long-range
pairing term that couples fermions at di�erent lattice sites R1 and R2 and that decays
algebraically with the distance ` = |R1 −R2| as 1/`α. This model is quadratic in terms
of fermionic operators and, thus, it is exactly resoluble.

The outline of this work is the following. In Chapter 1 we introduce the main tools
necessary in order to understand di�erent phases of quantum many body systems, i.e.
correlation functions and the entanglement entropy. In particular we underline gen-
eral results concerning the behaviour of two-point correlation functions for short-range
systems, which are not valid for the long-range case, and we describe the concept of en-
tanglement entropy. We focus our attention on the von Neumann entanglement entropy
and we explain how this physical quantity can be computed in the �eld of quantum
many-boy physics. Finally we take into consideration the concept of area law for the
entanglement entropy.

In Chapter 2 we consider the Kitaev model. We diagonalise its fermionic Hamiltonian
and, taking into consideration boundary conditions and energy spectrum, we explain how
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the concept of Majorana edge state emerges in the context of condensed matter physics.
Furthermore we study the Kitaev model with a long-range pairing which represents
the fundamental building block of our 2d generalisation. In order to give a complete
description of this model we analyse the correlation functions, the entanglement entropy
and the edge states.

In Chapter 3 we make a brief discussion about the general pairing potential of a
Hamiltonian obtained through a mean �eld approximation of the BCS theory. This
analysis will be essential in order to take into consideration the proper pairing term of a
two dimensional superconducting p wave model. Then we introduce the short-range 2d
version of the Kitaev model with a real pairing potential. We characterise this system
through the analysis of the energy spectrum, the codimension and through the scaling
of the entanglement entropy. In particular we study the regions of the phase diagram
which violate the area law and the regions which preserve the area law.

In Chapter 4 we �nally study our generalisation of the long-range version of the Kitaev
model on a 2d square lattice. We introduce and diagonalise the quadratic Hamiltonian
of this system which has a real long-range pairing potential. We describe the gapped
and the gapless phases emerging from the knowledge of the energy spectrum. By means
of numerical simulations we take into consideration correlation functions and anomalous
correlators on di�erent paths of the square lattice. Finally we consider the scaling of the
von Neumann entropy with the size of the system. The di�erent phases of this model,
founded both analytically and numerically, are summarized in a phase diagram presented
at the end of this work.
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Chapter 1

Entanglement and correlators

This preliminary chapter introduces tools like the two point correlation function and the
entanglement entropy which are necessary to characterize di�erent phases of quantum
many body systems.

1.1 Correlation functions

Correlation functions are powerful tools useful to understand di�erent thermodynamic
aspects of quantum many body systems. For example they are used to study the be-
haviour of systems coupled to an external �eld (e.g. a magnetic �eld) especially when
the external perturbation can be treated in the so called linear response theory (see [20]).

Correlation functions play also a crucial role in spin physics in which they measure
the order of a state. A simple Hamiltonian describing a system made by a set of spins ~Si
placed at each site i of a d dimensional lattice is given by the Heisenberg Hamiltonian

H = −J
2

∑
〈i,j〉

~Si · ~Sj, (1.1)

where J is a positive coupling constant and 〈i, j〉 means that only next neighbour spins
are coupled together.

For the model described by (1.1) one expects (see [28]) an ordered phase at low
temperature (the majority of spins are aligned in the same direction) and a disordered
phase at high temperature. The two phases are linked by a critical temperature Tc. A
phase transition can be detected by an order parameter, i.e. a quantity which has a
vanishing thermal average in one phase and a non-zero average in other phases. The
suitable order parameter to describe the previous spin system is the thermal average of
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the the local spin vector ~Si which has, as stated before, the following behaviour〈
~Si

〉
=

{
0, T > Tc
~S0 6= 0, T < Tc

. (1.2)

The degree of relative alignment between two spins is expressed by the two-point corre-
lation function

G(2)
(
~i,~j
)

=
〈
~Si · ~Sj

〉
. (1.3)

If the system is translational and rotational invariant the correlation function (1.3) de-
pends only on the absolute value of the distance r = |~i−~j| between two spins. In order to
study the �uctuations of spins around their mean value ~S0 below Tc is useful to introduce
the two-point connected correlation function

G(2)
c (r) =

〈(
~Si − ~S0

)
·
(
~Sj − ~S0

)〉
=
〈
~Si · ~Sj

〉
− |~S0|2. (1.4)

For T > Tc we the system is in a disordered state with a zero spin mean value and
G

(2)
c (r) coincides with G(2) (r).
For T 6= Tc the correlation length ξ measures the extent of the region in which spins

are correlated. From quantum �eld theory methods (see [28]) the asymptotic behaviour
of the correlation length of the system described by (1.1) has an exponential decay with
the distance when T 6= Tc and a power law decay for T = Tc. The emergence of a power
law behaviour of the two-point connected correlation function means that at a critical
point there are strong �uctuations of the order parameter on all distance scales. The
behaviour of the two point correlation function can be summarized as

G(2)
c (r) =

1

rd−2+η
f

(
r

ξ

)
, r � a, (1.5)

where a is the lattice spacing and η is called the anomalous dimension. The scaling

function f
(
r
ξ

)
has the asymptotic behaviours

f (x) =

{
e−x for x� 1

1 for x ≈ 1.
(1.6)

Denoting with t = (T − Tc) /T the relative displacement from the critical temperature
we can express the divergence of the correlation length near Tc as

ξ (T ) =

{
ξ+t
−ν , T > Tc

ξ− (−t)−ν , T < Tc
(1.7)

9



The previous numbers ν and η are examples of critical exponents and they are equal for
a large number of systems which behave in the same way when they are close to a critical
point. Systems with the same critical exponents, spatial dimensions and symmetry of
the Hamiltonian are collected together in the so called universal classes.

In critical models, because of the divergence of the correlation length, there are �uc-
tuations on all possible length scales and the models become scale invariant. In one
spatial dimension this fact allows a description in terms of the conformal �eld theory
which characterizes continuum models with the conformal symmetry (including transla-
tions, rotations and scaling). The conformal symmetry, for two dimensional classical and
Lorentz invariant theories, allows to classify all phase transitions and it is a fundamental
tool to compute critical exponents. In this context each universality class is labelled
by a central charge c that roughly speaking quantify the "number of critical degrees of
freedom of the system". For example the Ising universality class has c = 1/2 and the
free boson has c = 1 (see [37]).

In the following we will be interested in the relationship between range of interactions
and the behaviour of the two-point correlation functions.

The result (1.5) for gapped phases characterizes a great number of physical models.
Indeed a general result exists in the ground state of spin and fermionic systems with
short-range interactions (see [30]) which states that the two-point correlation function
has an exponential decay in the gapped phase.

As a paradigmatic example we consider a fermionic model described by the following
Dirac action

S =

∫
d2xψ̄ (γµ∂µ +m)ψ (1.8)

where the euclidean γ matrices are given by

γ0 =

(
0 1
1 0

)
γ3 =

(
1 0
0 −1

)
, (1.9)

ψ(r) represents the spinorial �eld

ψ(r) =

(
ψ1(r)
ψ2(r)

)
(1.10)

with anticommutation relations

{ψ1(r), ψ2(r′)} = 2δr,r′ (1.11)

{ψ2(r), ψ2(r′)} = 2δr,r′ (1.12)

and ψ̄ ≡ ψγ0.
The previous action is used to describe the Ising model (see [28]) near the critical

temperature Tc. The mass term m goes to zero when the temperature reach the critical
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value Tc. Then, because of the absence of dimensional parameters, the system becomes
scale invariant and it is possible to apply the results from conformal �eld theory.

The equation of motion of the previous action is(
γ0 ∂

∂t
+ γ3 ∂

∂r
+m

)
ψ = 0. (1.13)

By introducing the complex coordinates z = x + ıy and z̄ = x − ıy we can express the
derivative operators as

∂z =
1

2
(∂x − ı∂t) (1.14)

∂z̄ =
1

2
(∂x + ı∂t) .

and we can de�ne two new fermionic operators as

Ψ (z, z̄) =
ψ1 + ıψ2√

2
, Ψ̄ (z, z̄) =

ψ1 − ıψ2√
2

. (1.15)

By using the previous ingredients the action becomes

S =

∫
d2z

[
Ψ∂z̄Ψ + Ψ̄∂zΨ̄ + ımΨ̄Ψ

]
. (1.16)

The equations of motion are now given by

∂z̄Ψ =
ım

2
Ψ̄, ∂zΨ̄ = − ım

2
Ψ. (1.17)

If the mass term goes to zero Ψ becomes a purely analytic �eld while Ψ̄ a purely anti-
analytic one.

Two points correlation functions can be easily computed (see [28]) and they have the
following form〈

Ψ̄ (z, z̄) Ψ (0, 0)
〉

= −ım
∫

d2p

(2π)2

e
ı
2

(pz̄+p̄z)

p2 +m2
= −ı m

2π
K0 (mr) (1.18)

〈Ψ (z, z̄) Ψ (0, 0)〉 = −ı
∫

d2p

(2π)2

p̄e
ı
2

(pz̄+p̄z)

p2 +m2
= −m

2π

z̄

z
K1 (mr) (1.19)〈

Ψ̄ (z, z̄) Ψ̄ (0, 0)
〉

= −m
2π

z

z̄
K1 (mr) (1.20)

where r =
√
z̄z and Ki are the modi�ed Bessel functions (see [26]). Asymptotically the

modi�ed Bessel functions have the following behaviour

Ki(x) ≈
√

π

2x
e−x. (1.21)

We can see that for T 6= Tc the two-point correlation functions have an exponential decay
as expected.
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1.2 Entanglement

Suppose we have two systems described by two well known quantum states and let them
to enter into temporary physical interaction through known forces. If they are separated
again after a time of mutual in�uence we cannot describe them with two distinct quantum
states as before the interaction. We say that the two quantum states become "entangled".
Using Schrödinger words (see [40]) "I would not call that one but rather the characteristic
trait of quantum mechanics, the one that enforces its entire departure from classical lines
of thought". In 1935 Einstein Podolsky and Rosen published a famous article (see [41])
in which they wanted to demonstrate that quantum mechanics is not a complete theory
of Nature.

To be more precise a theory is complete if "every element of the physical reality must
have a counterpart in the physical theory". Instead an element of reality might satisfy
the following requirement "if, without in any way disturbing a system, we can predict
with certainty (i.e. with probability equal to unity) the value of a physical quantity, then
there exist an element of physical reality corresponding to this physical quantity".

In quantum mechanics the knowledge of a physical quantity might preclude the knowl-
edge of another one. This happens when two or more quantities are described by non
commuting operators (uncertainty principle). EPR, starting with the assumption that
quantum mechanics is a complete theory of Nature, have concluded that two non com-
muting operators can have a simultaneous reality. This conclusion clearly represents a
paradox.

EPR with their article hope to force a return to a more classical view of the World
(without the limits imposed by the Heisenberg uncertainty principle). In 1935 and for
the subsequent thirty years was impossible to test experimentally the validity of EPR
argument against the quantum view of the World. This problem has inspired many
possible solutions to the paradox. For example Einstein proposed, in a private communi-
cation with Bohm (see [43]), that the formulation of the many-body problem in quantum
mechanics may break down when particles are far enough apart.

If quantum mechanics is not a complete theory we have to search an alternative view
in which the uncertainty principle is the result of a partial knowledge of the degrees of
freedom necessary to describe the system. The unknown degrees of freedom are called
(local) hidden variables.

John Stewart Bell (see [44]) proved that a classical theory based on hidden variables
must follow a constrain, i.e. the famous Bell' inequality .

Experimental tests con�rm that actually Bell's inequality is violated and that the
microscopic World doesn't act in a common sense way.

The violation of Bell's inequality leads to a profound review of the base assumptions
of the quantum theory. The point of view of most physicists is that quantum mechanics
is a non-local theory.
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Figure 1.1: Real space bipartition of a system in two parts A and B. Figure taken from
ref. [19].

1.2.1 Schmidt decomposition and von Neumann entropy

Now we want to describe how to measure the entanglement in a quantitative way.
For a long time entanglement was a research topic mostly developed in quantum

optics and for systems with few degrees of freedom. We will be focused on its recent
applications in quantum many body theory (see [12], [19]).

Suppose we have a system described by the pure quantum state |ψ〉. By splitting the
system in two parts, as in Fig.1.1, we want to know how they are coupled in |ψ〉. By
denoting with A the �rst system and with B the second one we can expand |ψ〉 in terms
of the orthonormal basis of the two Hilbert spaces |ψAm〉 and |ψBm〉

|ψ〉 =
∑
m,n

Am,n |ψAm〉 |ψBn 〉 , (1.22)

where Am,n is in general a complex valued rectangular matrix which, thanks to the
so called singular-value-decomposition method (see Appendix B), can be put in the
following form

A = UDVT , (1.23)

where U is square and unitary, D is diagonal and VT is rectangular with orthonormal
rows. Then (1.22) becomes

|ψ〉 =
∑
m,n,k

Um,nDn,nV
T
n,k |ψAm〉 |ψBk 〉 . (1.24)

If we de�ne new orthonormal sets for the two parts

|φAn 〉 ≡
∑
m

Um,n |ψAm〉 , |φBn 〉 ≡
∑
k

Vn,k |ψBk 〉 , λn ≡ Dn,n (1.25)
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we get the so called Schmidt decomposition

|ψ〉 =
∑
n

λn |φAn 〉 |φBn 〉 . (1.26)

The above sum is limited by the smallest Hilbert space. The most important feature of
(A.38) is that the λn describe the entanglement properties of one of the two subsystems.
For example if λn = 1 and λj = 0 for n 6= j the total state |ψ〉 is a product of two states
and in this case there is no entanglement. Instead if λj = λ, ∀j we get a maximally
entangled state.

In ordinary calculations instead of computing the Schmidt decomposition is more
convenient to investigate the entanglement through the density matrix of the total system
ρ = |ψ〉 〈ψ| and through reduced density matrices of the subsystems de�ned as

ρA = TrB (ρ) , ρB = TrA (ρ) . (1.27)

Assuming that |ψ〉 has the Schmidt form (A.38) we can write

ρ = |ψ〉 〈ψ| =
∑
n,n′

λnλ
∗
n′ |φAn 〉 |φBn 〉 〈φAn′| 〈φBn′| . (1.28)

Taking the trace respect to the set of states |φαn〉 we obtain

ρα =
∑
n

|λn|2 |φαn〉 〈φαn| , α = A,B. (1.29)

The square eigenvalues of the Schmidt decomposition are now given by ωn = |λn|2.
The eigenvectors |φαn〉 of the reduced density matrices are the same of the Schmidt
decomposition. Furthermore we can observe that, being ρα hermitean and with non
negative eigenvalues, we can write the reduced density matrices as

ρα =
1

Z e
−Hα , α = A,B. (1.30)

In order to give a measure of the entanglement entropy we introduce the von Neumann
entanglement entropy de�ned as

Sα = −Tr (ρα log2 ρα) = −
∑
n

ωn log2 ωn. (1.31)

The von Neumann entropy has the same value for both parts, i.e. SA = SB = S thanks
to the independence of |λn| from the side index α.

Furthermore Sα is zero (log2 1 = 0) for product states and equal to S = log2M for
maximally entangled states (ωn = 1/M).
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In the classical view concepts of entropy quantify the lack of information about the
exact microstate of a system among all the possible con�gurations compatible with a
given macrostate. In quantum mechanics positive entropies may arise without any lack
of information. For example consider a non degenerate ground state of a quantum
many body system at zero temperature described by the pure state ρ = |ψ〉 〈ψ|. The
entanglement entropy of this state is zero. Instead two subregions of the initial system
are not in general described by a pure state and the entanglement entropy can be di�erent
from zero. Even if we exactly know the global state of the system it is still possible to
�nd a non vanishing entropy. This example underlines the genuine quantum nature of
the von Neumann entanglement entropy and its departure from classical concepts.

1.2.2 Area law for the entanglement entropy

In the studies of critical phenomena the microscopic properties of a quantum many body
system are less important than the macroscopic ones. In this perspective we are interested
in the scaling of the entanglement entropy. Typically the concept of entropy is linked
to an extensive quantity which follows a volume scaling, i.e. it grows linearly with the
volume of the system. This is also true for the entanglement entropy of thermal states.
Instead for ground states of systems with short-range interactions one typically �nds
an area law, or an area law with small logarithmic corrections. This means that if we
divide the system in two subregions we �nd that the entropy is linear with the boundary
area which divides the two distinct regions.

The emergence of an area law can be explained by an intuitive argument based on
the short range of the interactions. These interactions link a region with its exterior
only via the boundary surface. Then we can expect that their interior cannot play a
fundamental role when the system grows in size and only the elements of the boundary
surface can have a signi�cant role in the connection between the two subsystems.

In the following we will consider only fermionic systems.
Consider the fermionic quasi-free Hamiltonian, i.e. quadratic in fermionic operators fi
and f †i

H =
1

2

∑
i,j∈L

(
f †i Ai,jfj − fiAi,jf †j + fiBi,jfj − f †iBi,jf

†
j

)
, (1.32)

where L is a d dimensional lattice. To ensure the hermiticity of H is necessary that
AT = A and BT = −B hold. The Hamiltonian (1.32) describes a wide class of physical
systems. For example in d = 1 and for Ai,i = 2h, Ai,i+1 = J

2
we recover the isotropic

X-Y model (see [34]).
In d = 1 there are interesting results about the scaling behaviour of the entanglement

entropy for translation-invariant systems with short-range interactions.
Consider a block of continuous sites I = {1, · · · , n} described by the d = 1 version

of (1.32) with B = 0 (isotropic systems). In this case a general result (see [23]) holds
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for ground states. If the system is gapped then the entanglement entropy of the block
I saturates to a constant. In one spatial dimension this is equivalent to an area law
because the possible boundaries can be only a �nite and �xed number of points. Instead
if the system becomes critical the entanglement entropy of the block I scales as

S (ρI) = γ log2 (n) +O(1), (1.33)

where the prefactor γ is determined by the topology of the Fermi surface and is not to
be confused with the conformal charge.

Models characterised by B 6= 0 cannot be studied by using general mathematical
results. However for example the X-Y model belongs to this class of models and its
entanglement entropy follows again an area law in the gapped region (see [35]).

The situation is completely di�erent for system with long-range interactions. In
fact in this case exist gapped models (as we will see later) with the coupling strength
bounded by r

dist(j,k)
, where r is a constant and dist(j, k) the distance between the sites j

and k, for which exists some constant ν > 0 such that

S (ρI) = ν log2 (n) +O(1). (1.34)

Then long-range interactions may violate an area-law also in the gapped phase.
The gapless behaviour of the entanglement scaling in one spatial dimension models

can be compared with the results from the conformal �eld theory. As stated before
critical models can be collected in the so called universal classes characterized by a
central charge c. This constant appears in the computation of the entanglement entropy
which has the following behaviour (see [25], [27])

S (ρI) =
c

3
log2 (l/a) , (1.35)

where l is the length of the subsystem I and a is the lattice spacing. From (1.35) we can
argue that the entanglement entropy of systems belonging to a given universality class
has the same scaling behaviour.

In more than one spatial dimension the mathematical development of the entangle-
ment scaling theory is full of technicalities. For example the boundary surface I is a
highly non-trivial object. We want to understand if an area law exists in this general
context for fermionic systems.

For critical fermionic isotropic (with B = 0) models described by (1.32) on a cubic
lattice there is a general results (see [45]) which states that in this case the area law is
violated, i.e. the entanglement entropy scales with the boundary area times a logarithmic
correction.

In the third chapter we will see the entanglement scaling of a fermionic two dimen-
sional system on a square lattice described by an Hamiltonian of the form (1.32) with
B 6= 0.
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Chapter 2

The Kitaev chain

In this chapter we will introduce the one dimensional Kitaev model and its generalisation
with a long-range pairing decaying as a power law with distance (1/rα). These models,
under certain conditions depending on the parameters of the Hamiltonian, exhibit Ma-
jorana edge states, i.e. quasi-particle excitations which can be very useful in the �eld of
quantum information theory. We will explain analytical results concerning correlation
functions and we will see how the long-range pairing in�uences them. Furthermore, in
order to fully characterise di�erent phases of the long-range model, the entanglement
entropy scaling will be studied.

2.1 Kitaev chain with short-range pairing

The di�cult realization of a quantum computer has to deal with the fragility of quantum
states which have both classical and quantum errors. In order to explain this concept
using a one dimensional model let each quantum bit be represented as a site that can
be empty or occupied by an electron. The classical error, due to the electric charge
conservation, manifests itself when an electron jumps from a site to another (empty)
site. The quantum phase error emerges when the electronic structure and consequently
the energy of the system are changed leading to di�erent energy phase picked up during
time. This error is linked with the operator a†jaj (presence or absence of a particle in the
j-th site) which is sensible to the electronic structure of the system.

While the classical error can be easily avoided, the phase error is the major challenge
in the realization of a quantum computer. A possible solution to this problem could
be, as we will see later, the experimental realization of Majorana fermions (see [24]) in
a solid state system context. We can introduce two Majorana operators ("real" and
"imaginary" part of the creator and annihilator operators) as

c2j−1 = aj + a†j c2j =
aj − a†j

ı
j = 1, · · · , N (2.1)
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where N is the number of sites along the wire.
The operators (2.1) have the following properties

c†m = cm clcm + cmcl = 2δlm l,m = 1, · · · , 2N (2.2)

and the number operator can be written as

a†jaj =
1

2
(1 + ıc2j−1c2j) . (2.3)

Generally Majorana fermions arise in high energy physics contexts as particles. Now we
are searching for them as quasi-particle excitations. So how we can implement them in
a solid state system?

2.1.1 Energy spectrum and edge modes

Alexey Kitaev tried to answer to the previous question (see [15]) introducing a one
dimensional fermionic model made by sites that can be empty or occupied by spinless
fermions (i.e. electrons with a �xed spin direction). These electrons contribute to the
total energy through a short range hopping term and interact with each others in a
superconducting way. The Hamiltonian of the system is

H =
∑
j

(
−t
(
a†jaj+1 + h.c.

)
− µ

(
a†jaj −

1

2

)
+ (∆ajaj+1 + h.c)

)
(2.4)

where ∆ = |∆|eiθ is the short-range complex pairing, µ is the chemical potential and
t is the hopping coe�cient.

The system described by the Hamiltonian (2.4) is symmetric respect to µ → −µ.
Furthermore it has a Z2 symmetry which means that the following commutation relation
holds

[H,PF ] = 0, (2.5)

where PF is the fermionic parity operator

PF = (−1)
∑
j a
†
jaj . (2.6)

The complex phase appearing in the pairing term can be absorbed into a rede�nition of
the ladder operators

c2j−1 = eı
θ
2aj + e−ı

θ
2a†j (2.7)

c2j = −ıeı θ2aj + ıe−ı
θ
2a†j

18



c1 c2 c3 c4
. . .

c2L−1 c2L
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. . .
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b)

Figure 2.1: Two types of pairing. Figure taken from [15].

and the Hamiltonian becomes

H =
ı

2

∑
j

[−µc2j−1c2j + (t+ |∆|) c2jc2j+1 + (−t+ |∆|) c2j−1c2j+2] . (2.8)

Now we want to study two cases in which, tuning the parameters of the Hamiltonian, the
model can or cannot exhibit delocalized Majorana fermions. We choose open boundary
conditions which means for an interval of length N+1

cj = 0, c†j = 0 if

{
j > N

j < 0
. (2.9)

Under these conditions we can �nd two interesting range of parameters.
When |∆| = t = 0, µ < 0 we have

H = −µ ı
2

∑
j

c2j−1c2j. (2.10)

As it can be seen in Fig.2.1 (a), the ground state of this Hamiltonian is made up of
bonds between the Majorana fermions in sites 2j − 1 and 2j (i.e. inside the same
physical site).This situation forbids the appearance of unpaired Majorana fermions.

On the contrary when |∆| = t > 0 and µ = 0 the Hamiltonian (2.8) becomes

H = ıt
∑
j

c2jc2j+1. (2.11)

In this case the ground state is given in Fig.2.1 (b) and we can observe two Majorana
fermions living at the edge of the chain. In fact the operators c1 and cL remain unpaired
since they do not enter in the Hamiltonian.

In order to understand the regions of the phase diagram in which we can �nd the
previous phases characterized by the presence or absence of unpaired Majorana fermions
we have to know the energy spectrum of the system.

First of all we pass in the momentum space description through the Fourier transfor-
mation

cj =
1√
N

∑
q

eıqjcq (2.12)
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and we get 1

H =
∑
q>0

(−µ− 2t cos q)
(
c†qcq + c†−qc−q

)
+ ∆ sin q

(
−ıc†qc†−q + ıc−qcq

)
+ µN. (2.13)

The bulk properties of the system are insensible to boundary conditions. So we can
freely take periodic boundary conditions

cj+N = cj ⇒
1√
N

∑
q

eıq(j+N)cq =
1√
N

∑
q

eıqjcq. (2.14)

Except for a constant we have a quadratic form for each momentum q

Hq =
(
c†q c−q

)(−2t cos q − µ −ı∆∗ sin q
ı∆ sin q 2t cos q + µ

)(
cq
c†−q

)
(2.15)

We diagonalize this Hamiltonian by means of a Bogolyubov transformation. If we use the
identity U †U = 1 (U is a unitary operator) in (2.15) we can introduce the Bogolyubov
quasi-particle operators ηq and η

†
q de�ned as(

ηq
η†−q

)
= U †

(
cq
c†−q

)
(2.16)

where U can be expressed as

U =

(
cos θq ı sin θq
ı sin θq cos θq

)
, where tan (2ϑq) =

∆ sin q

2 cos q + µ
. (2.17)

Using the previous ingredients we �nally get

H =
∑
q

(
λ (q) η†qηq −

1

2

)
(2.18)

where λ (q) are the positive eigenvalues of the matrix in (2.15)

λ (q) = ±
√

(2t cos q + µ)2 + 4|∆|2 sin(q)2. (2.19)

From (2.19) is evident that the system is critical when µ = ±2t. These lines separate two
gapped regions. We expect that the two phases described by the Hamiltonians (2.10)
and (2.11) extend to connected domains in the parameter space where the spectrum is
gapped. Then is reasonable that the domain of the phase characterized by (2.10) is the
region 2|t| < |µ| and the second phase described by (2.11) occurs at 2|t| > |µ|.

1the detailed development of these calculations is presented in Appendix A.

20



To test our hypothesis is necessary to �nd boundary modes at the ends of the chain.
In this case we will choose open boundary conditions. If such boundary modes exist they
should have the following form (see [15])

b
′
=
∑
j

(
α
′

+x
j
+ + α

′

−x
j
−

)
c2j−1 (2.20)

b
′′

=
∑
j

(
α
′′

+x
j
+ + α

′′

−x
j
−

)
c2j−1 (2.21)

where x± =
−µ±

√
µ2 − 4t2 + 4|∆|2

2 (t+ |∆|) . (2.22)

Through this ansatz is possible to characterize two regions of the phase diagram

• If 2|t| < |µ|, we have |x+| > 1, |x−| < 1. Then only one of the α-coe�cients can be
zero depending on whether the mode is to be localized at the left or the right of
the chain. But in this case we cannot use appropriate open boundary conditions.
In fact, because of the �niteness of the open chain, we have to impose that the
ansatz must be zero at j = 0 and at j = N + 1, which means

α
′

+ + α
′

− = 0, α
′′

+x
−(L+1)
+ + α

′′

−x
−(L+1)
− = 0 (2.23)

but if one of the two coe�cients is zero also the other one must be zero. Then in
this case it is not possible to �nd Majorana edge modes.

• If 2|t| > |µ|, |∆| 6= 0 we have |x+|, |x−| < 1. Then b
′
is localized near j = 0, b

′′
is

localized near j = L and now we can impose the appropriate boundary conditions
(2.23). These solutions represent our unpaired Majorana fermions.

All above analysis is exact in the limit L → ∞. In fact if the chain remains
�nite the Majorana modes interact through an exponentially decreasing potential
depending on the size of the chain.

2.1.2 Correlation functions

Now we evaluate the asymptotic (large distance) behaviour of the two point correlation
function. The Kitaev model has short-range interactions and from the general theory we
expect that the two point correlator should have an exponential decay with R (distance).
In Appendix A there are detailed calculations concerning the two point correlation func-
tion of the 2D long-range version of the Kitaev model. There we will analyze only some
aspects that will be useful later.
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In the limit of an in�nite chain L→∞ the two point correlation function is given by〈
c†Rc0

〉
=
δR,0
2
− 1

2π

∫ 2π

0

eıkRG (k) dk (2.24)

=
δR,0
2

+ g1 (R) ,

where

g1 (R) = − 1

2π

∫ 2π

0

eıkRG (k) dk, G (k) =
2t cos k + µ

2λ(k)
, (2.25)

λ(k) =

√
(2t cos k + µ)2 + 4∆2 sin2 k.

The function g1 (R) can be computed through a complex plane integration. First of all
we can observe that G(z), where z = x + ıy, is an holomorphic function in the region
enclosed by the integration contour in Fig. 1.2. In fact it is easy to prove that eizRG(z)
satis�es the Cauchy-Riemann equations (see [47]) that can be put in the following form

∂

∂x

(
eizRG(z)

)
+ ı

∂

∂y

(
eizRG(z)

)
= 0. (2.26)

Then from the Cauchy Theorem we have∮
γ

eizRG(z)dz = 0, (2.27)

where γ is the contour in Fig.2.2. Then we have

g1(R) = − 1

2π
lim
M→∞

(∫
C0

+

∫
C2π

+

∫
L−

+

∫
L+

+

∫
C⊥

+

∫
C⊥′

)
eizRG(z)dz. (2.28)

The contribution from C⊥ and C⊥′ vanishes when M →∞.
G(z) contains a complex square root which has a branch point where it vanishes. The
brunch cut is placed on L− and on L+ and its ordinate starts from the solution of the
equation 2

(µ− cosh ξ1,2)2 − sinh ξ1,2 = 0, where ξ1 < ξ2. (2.29)

The square root has opposite values along the branch cut where z = π± + ıy. Then the
two contributions from L− and L+ give (see [31])

IL+ + IL− = − 1

2π

∫
L+
eizRG(z)dz − 1

2π

∫
L−
eizRG(z)dz

=
−eıπRe−ξ1R

π

∫ ξ2

0

e−yRG
(
π+ + ı (y + ξ)

)
dz (2.30)

2We will use ∆ = 1/2 and t = 1/2.
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Figure 2.2: Contour integration. Figure taken from [31].

where

G
(
π+ + ı (y + ξ)

)
=

µ− cosh (ξ1 + y)

2
√

(µ− cosh (y + ξ1,2))2 − sinh2 (ξ1,2 + y)
. (2.31)

We want to know the asymptotic behaviour of the previous integral. As R → ∞ the
integrand becomes exponentially small and it is signi�cantly di�erent from zero only
near the origin. Then we can replace ξ2 with in�nity obtaining a Laplace-type integral
(see [46]). The main contribution comes from the integral of G for y → 0, which behaves
near the origin as

G
(
π+ + ı (y + ξ)

)
≈ Υ (µ)√

y
(2.32)

and we obtain

IL+ + IL− ≈ Υ (µ)
e−ξ1R√
R
, (2.33)

where Υ (µ) is independent from the distance.
As expected we recover an exponential decreasing behaviour.

On C0 we have z = ε + ıy while on C2π the argument of the integrand is given by
z = 2π − ε+ ıy. The sum of these contributions leads to

IC0 + IC2π = − 1

2π

∫
C0

eızRG (z) dz − 1

2π

∫
C2π

eızRG (z) dz

= − ı

2π

∫ ∞
0

e−yRG (ε+ ıy) dy +
ı

2π

∫ ∞
0

e−yRG (2π − ε+ ıy) dy

=
1

π

∫ ∞
0

e−yR=m (G (ε+ ıy)) dy. (2.34)
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Taking the limit ε→ 0 we have

G (ıy) =
cosh y + µ√

(cosh y + µ)2 + (ı sinh y)2
=

cosh y + µ√
1 + µ2 + 2µ cosh y

y→0−−−→ 1 + µ√
(µ+ 1)2

(2.35)

Then =m (G (0)) = 0 and we �nally conclude that the two point correlation function has
an exponential decay behaviour in accordance with the general theory.

2.2 Kitaev chain with long-range pairing

We now introduce the main theme of this thesis: long-range interactions and their pe-
culiar properties.

Energy spectrum

We start generalizing the one dimensional Kitaev model adding a long range p-wave
pairing interaction which decays with the distance dl as

1
dαl
. This new system is described

by the following Hamiltonian (see [18])

H = −t
∑
j

(
a†jaj+1 + h.c.

)
− µ

∑
j

(
nj −

1

2

)
+

∆

2

∑
j,l

1

dαl

(
ajaj+l + a†j+la

†
j

)
(2.36)

where µ is the chemical potential, ∆ ∈ R is the pairing term and t is the hopping
parameter.

The distance dl assumes di�erent values depending on the boundary conditions used.
For a closed chain we set dl = l if l < L

2
and dl = L − l if l > L

2
. For an open chain we

set dl = l and we neglect terms exceeding the length of the chain L, i.e. terms like ajaj+l
with j > L. In this case we set dl = 0.

The Hamiltonian of the system preserves the fermionic parity so it is invariant under
this discrete Z2 symmetry. In the limit α → ∞ we recover the Kitaev model. Then in
this limit, by setting ∆ = 2t = 1, the phase diagram is characterized by two phases,
one for |µ| < 1 (ferromagnetc phase 3) and the other one for |µ| > 1 (paramagnetic
phase). We have used absolute values expressing the chemical potential because (2.36) is
symmetric under the transformation ai → (−1)iai which means that its phase diagram
is identical for µ > 0 and µ < 0. For any other α this symmetry is explicitly broken as
we will see later.

The presence of a long-range interaction in the Hamiltonian force the use of appropri-
ate boundary conditions. In fact if we consider terms like ajaj+L and aj+Laj+l+L we have

3This nomenclature comes from the phases of the X-Y spin model (see [34]).
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Figure 2.3: Minimum energies λ for L = 200. White lines correspond to gapeless regions.
The black zone for −1 < µ < 1, α ≥ 1 corresponds to the appearance of a single edge
mode degenerate with the ground state. There is an energy gap between these edge
modes and the rest of the spectrum. Figure taken from [21].

to take antiperiodic boundary conditions in order to avoid their mutual disappearance.
Therefore the discretized momentums have the form

kn =
2π

L

(
n+

1

2

)
with 0 ≤ n < L. (2.37)

Then, due to the translational invariance of the model, we can diagonalize the Hamil-
tonian using a Fourier transform and the Bogolyubov diagonalization obtaining the fol-
lowing spectrum

λ (kn) =
√

(cos (kn) + µ)2 + f 2
kn,α

(2.38)

where

fLkn,α =
L−1∑
l=1

sin (kl)

lα
. (2.39)

We can also evaluate the ground state |GS〉 which is annihilated by the Bogolyubov
quasi-particle operators ηk and η−k

ηk |GS〉 = η−k |GS〉 = 0 (2.40)
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and we obtain (all these calculations are explained in the Appendix A)

|GS〉 =

L/2−1∏
n=0

(
cos θkn − ı sin θkna†kna

†
−kn

)
|0〉 (2.41)

where

tan (2θkn) = −
fLkn,α

cos kn + µ
. (2.42)

Being the sum of squares, the energy spectrum can be zero only for k = 0, π and for
µ = ±1. In the limit L→∞, fLkn,α becomes a polylogarithmic function (see [26])

f∞kn,α =
∞∑
l=1

sin (kl)

lα
= − ı

2

[
Liα

(
eık
)
− Liα

(
e−ık

)]
. (2.43)

That special function diverges for k → 0 and for α < 1 as (see [31])

Liα
(
eık
)

= Γ (1− α) (−ık)α−1 +
∞∑
n=0

ζ (α− n)

n!
(ık)n . (2.44)

From these considerations we can argue that the critical line µ = 1 survives for every α
as for the short-range Kitaev chain instead for µ = −1 the model become gapped when
α < 1. The phase diagram for a chain of length L = 200 is shown in Fig. 2.3.

2.2.1 Entanglement entropy

The phase diagram is not fully characterized only by the energy of the system. Now
it is the moment to take a deeper view on the main properties of the model in terms
of other observables. First of all we evaluate the entanglement which characterizes the
critical properties of strongly correlated quantum many body systems. In particular we
will analyse the von Neumann entropy.

Suppose to divide a system of L sites into two parts. If we label with A the �rst
one (which has l sites that can be either empty or occupied) and with B the second one
(which has L− l sites) then the von Neumann entropy is de�ned as

Sl = −Trρl log2 ρl (2.45)

where ρl is the reduced density matrix of the subsystem A.
In one dimension and for short range interactions we expect two di�erent behaviours

of Sl as stated before. In gapped regions we expect that Sl saturates to a constant value.
Instead in critical regions we expect a logarithmic divergence.
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Figure 2.4: E�ective central charge ceff obtained by �tting the von Neumann entangle-
ment entropy for half a chain. Vertical red dotted lines represents the gapeless lines with
broken conformal symmetry . For α > 1 ceff is zero almost everywhere as expected for
short range systems. But for α < 2 and µ ≈ −1 ceff 6= 0 signaling a violation of the
area law. For α < 1 ceff 6= 0 in most of the gapped region. Figure taken from [18].

Instead we have seen that for long-range interactions the area law can be violated
also in the gapped phase.

In order to study a possible violation of the area law we introduce the e�ective
central charge ceff de�ned throughout all the phase diagram (see [18]) and related to
the entanglement scaling as

S

(
L

2

)
=
ceff

3
logL+ b. (2.46)

For the long-range extension of the Kitaev model we have reported the numerical �t of
the e�ective central charge in Fig.2.4. Surprisingly we can observe a violation of the
area law in an entire gapped region for α < 1. Furthermore ceff 6= 0 also near the
line µ = −1 for α < 2. Finally there is a neat increasing of the central charge along
µ = 1 from ceff = 1

2
for α > 3

2
to ceff = 1 when α = 0. To understand this peculiar

behaviour which manifests itself for su�ciently long-range interactions we consider the
energy density e (L). From the conformal �eld theory we expect that it scales as (see [27])

e (L) = e∞ − πvF c

6L2
(2.47)
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where c is the central charge and vF is the Fermi velocity de�ned as

vF =
d

dk
λα (k)|k=kc , where kc = critical momentum. (2.48)

The energy density is de�ned as

e0 (α,L) = −
∑
k

λα (k)

2L
(2.49)

Using the Euler-MacLaurin summation formula (see [26])

n∑
j=0

f (a+ jδ) =
1

δ

∫ b

a

f (x) dx+
1

2
(f (a) + f (b)) +

δ

12
(f ′ (b)− f ′ (a)) , (2.50)

where f (x) is de�ned on the interval [a, b] which is divided in n parts and δ = b−a
n
,

we can obtain the expected form of the energy density size-scaling (neglecting O(1/L2)
terms)

e0 (α,L) ≈ − 1

2π

∫ π

0

λα (x) dx− π

12L2
(λ′α (0)− λ′α (π)) . (2.51)

The derivative of λα (k) is

dλα (k)

dk
=

1

λα (k)

(
− sin k (cos k + µ) + fα (k)

dfα (k)

dk

)
. (2.52)

In the limit k → 0 and for any non-integer α we have

dλα (k)

dk
=

(− (µ+ 1) k +Bk2α−3 + Ckα +Dkα−1 + Ek2 + · · · )√
(µ+ 1)2 + Fk2α−2 +Gkα +Hk2 + · · ·

. (2.53)

If α > 3
2
(α 6= ±1,±2 · · · ) and for k → 0 we have dλα(k)

dk
→ 0. So the �nite-size scaling

of the energy density has the standard form

e (L) = e∞ − πvF c

6L2
(2.54)

with c = 1
2
as expected for the short-range Kitaev model.

Instead for α < 3
2
and k → 0 the quasi-particle velocity diverges. Furthermore for

α = 1 (this case was discarded in the previous expansions) we obtain (see [18])

λ′α=1 (0) = − π∆2

4 + π2∆2
(2.55)
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and

λ′α=1 (π) = −∆ (2.56)

so the relative central charge is ∆-dependent and has a non universal scaling behaviour
typical of a conformally invariant system. These considerations can be explained by
the fact that a su�ciently long-range pairing potential is able to break the conformal
symmetry.

2.2.2 Correlation functions

Now we want to consider the correlators and we will �nd that they also have a strange
behaviour compared to exponential decay in the gapped region as for the short-range
case.

The one-body correlation functions is given by
〈
a†Ra0

〉
. Starting from this object we

can �nd other correlation functions using Wick theorem (see [32]). In the limit L→∞
the one-body correlator becomes (see [18])〈

a†Ra0

〉
=
δR,0
2
− 1

2π

∫ 2π

0

eıkRGα (k) dk, where Gα (k) =
cos k + µ

2λα (k)
(2.57)

From now on we will focus only on the integral which appears in the previous expression
and we will call it g1 (α,R). Its main contributions can be evaluated using the Cauchy
integration technique. Introducing the complex variable z = k + ıy we will integrate
along the same contour used for the Kitaev chain case (see Fig.2.2)

g1 (α,R) = − 1

2π

(∫
C0

+

∫
C⊥

+

∫
C′⊥

+

∫
L−

+

∫
L+

)
eızRGα (z) dz (2.58)

The main contributions to this integral come from

• k → 0 which leads to a power law behaviour at long distance.

• k → π which leads to an exponential behaviour at short distances.

The only di�erence with the sort range version of the Kitaev chain is given by the
integrals on C0 and on C2π. We can obtain the asymptotic value of these integrals by
computing the y → 0 part of Gα (ıy) taking into account the series expansion of the
polylogarithm (2.44). The �nal behaviour of the two point correlation function can be
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Figure 2.5: Algebraic decay of the two point correlation function. Each point of this
plot represents the algebraic �t, obtained by varying the chemical potential µ and the
range of the interactions α, of the decay γ of the two point function g1 (R) = R−γ. The
equations of the two straight lines are 2α− 1 and α + 1. Figure taken from [18].

summarized in the following way (see [16])

g1 (α,R) = Aα,µ
(−1)Re−ξR√

R
+ Bα,µ



1

Rα+1
α > 2

1

R2α−1
1 < α < 2

1

R2−α α < 1

(2.59)

where Aα,µ and Bα,µ are prefactors depending on α and µ which can be computed
analytically. From the previous result we see that the one-body correlation functions
have a hybrid power law-exponential decay, instead of a purely exponential one which
is typical of short range systems. In Fig.2.5 we show the algebraic behaviour of the
correlation functions for di�erent values of the chemical potential.

2.2.3 Majorana edge states

Zero modes appear in phases with the so called topological order which is the appearance
of a degenerate ground state without the breaking of any local order parameter.
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Figure 2.6: (a) Localization of the square of the wave function |Ψ(j)|2 of the edge modes
for µ = 0.5 and di�erent α. We can see that it has the same algebraic-exponential
behaviour of the correlation functions. (b) Mass gap M(L → ∞) for di�erent µ and
varying α. When α ≈ 1 it asymptotically assume a �nite vale. Instead for α > 1 it goes
to zero. Figures taken from [18].

We have encountered an example of topological order during the study of the fermionic
double degenerate ground state of the Kitaev chain.

We can see in Fig.2.3 that outside the critical lines µ = ±1 there are zero modes
degenerate with the ground state. This fact is very important for possible applications
of Majorana modes in the realization of a quantum computer. In fact when the system
is in a gapped phase these modes are separated from the rest of the spectrum through
an energy gap which protect them from quantum decoherence.

A fermionic zero mode can be formally de�ned as an operator Ψ that (see [39])

• commute with the Hamiltonian: [Ψ, H] = 0

• anticommute with the parity operator: {PF ,Ψ} = 0

• has �nite normalization even in the limit L→∞: Ψ†Ψ = 1.

The second condition tells us that Ψ maps one of the two ground states (the system
has a Z2 symmetry which preserves the fermionic parity) into the other and that Ψ is
a fermionic operator (PFΨ = −ΨPF ). Instead the �rst and the third conditions require
that the Hilbert space sector with an even number of fermions has the same energy of
the odd one. As for the case of the Kitaev chain an edge zero mode has the additional
property of being localized at the edge of the chain.
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Numerical results concerning Majorana zero modes are obtained using open boundary
conditions. Majorana states, characterized by a zero energy, can be numerically found
in the gapped region and in the limit of in�nite chain L→∞ through the singular value
decomposition method (see Appendix B).

Fig.2.6 (a) shows the numerical �t of the square of the edge-mode wave function
|Ψ (j) |2, where j is the distance from the edge. As we can see the localization of the
wave function varies from hybrid (exponentially followed by algebraic) for α > 1 to purely
algebraic for α < 1. The algebraic decay for α > 1 is given by |Ψ (j) |2 ∼ j−2α and the
wave function is normalizable as required for an edge mode. The hybrid exponential-
algebraic behaviour of |Ψ (j) |2 is the same of the one-body correlation function.

Fig.2.6 (b) represents the edge modes mass gap M(L) as a function of the range of
interactions α and for di�erent values of the chemical potential. For α > 1 the mass gap
has a similar exponential-algebraic behaviour of the two point correlation function while
for α < 1 and in the limit L→∞ we can �nd massive edge modes.
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Chapter 3

Superconducting short-range 2d

models

In this chapter, in order to generalize the Kitaev model, we will take into considera-
tion the proper pairing potential of a general two dimensional superconductor made by
spinless fermions. Furthermore we will analyse the short-range 2d version of a spinless
p wave superconductor. Then we will study the phase diagram of this model derived
from the knowledge of the energy spectrum. Finally we will examine the scaling of the
entanglement entropy.

3.1 Superconducting pairing

A superconductor can be successfully described by the following microscopic Hamiltonian
(see [48])

H =
∑
k,s1,s2

(εs1,s2 (k)− µ) c†s1(k)cs2(k)

+
1

2

∑
k,k′,s1,s2,s3,s4

Vs1,s2,s3,s4(k,k
′)c†s1(−k)c†s2(k)cs3(k

′)cs4(−k′), (3.1)

where µ is the chemical potential, ε(k) is the single particle energy, V (k,k′) is the pairing
potential. This potential couples two electrons (holes) described by fermionic operators
c†s(k) (cs(k)) which create a particle (hole) in a state with momentum k and spin s.
These operators have standard fermionic anticommutation rules{

c†s(k), c†s′(k
′)
}

= {cs(k), cs′(k
′)} = 0,

{
c†s(k), cs′(k

′)
}

= δk,k′δs,s′ . (3.2)

33



The pairing potential satis�es, due to the fermionic anticommutation rules (3.2), the
following constraints

Vs1,s2,s3,s4(k,k
′) = −Vs2,s1,s3,s4(−k,k′) (3.3)

= −Vs1,s2,s4,s3(k,−k′)
= Vs4,s3,s2,s1(k,k

′).

It is no possible to solve such microscopic model, called the BCS model, in an exact way.
Using a mean �eld approximation which assumes a non zero expectation value on the
ground state for the Cooper pair 〈cs(k)cs(−k)〉 6= 0, we can simplify the Hamiltonian
(3.1) in the following way

H =
∑
k,s1,s2

(εs1,s2 (k)− µ) c†s1(k)cs2(k) (3.4)

+
1

2

∑
k,s1,s2

[
∆s1,s2(k)c†s1(k)c†s2(−k) + h.c.

]
,

where we have introduced the pairing potential

∆s1,s2(k) =
∑

k′,s3,s4

Vs′,s,s3,s4 (k,k′) 〈cs3 (k) cs4 (−k′)〉 . (3.5)

The pairing potential has the property

∆s1,s2 (k) = −∆s2,s1 (−k) . (3.6)

If we interpret
〈
c†s1(k)cs2(−k)

〉
as the wave function of a Cooper pair in the momentum

space we can divide it into an orbital part φ (k) and a spin part χs1,s2 obtaining

bs1,s2 (k) =
〈
c†s1(k)cs2(−k)

〉
= φ (k)χs1,s2 . (3.7)

The spin part must satisfy, due to the Fermi statistics, the following constraints:
Even Parity: φ (k) = φ (-k) ⇔ χs1,s2 = 1

2
(|↑↓〉 − |↓↑〉), spin singlet.

Odd Parity: φ (k) = −φ (-k) ⇔ χs1,s2 =


|↑↑〉

1√
2

(|↑↓〉+ |↓↑〉)
|↓↓〉

, spin triplet.

It is possible to express all the possible pairings between two fermions in a matrix
formalism

∆̂ (k) =

(
∆↑↑ (k) ∆↑↓ (k)
∆↓↑ (k) ∆↑↑ (k)

)
. (3.8)
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Then the gap functions must satisfy the following relations

∆s1,s2 (k) = −∆s1,s2 (−k) =

{
∆s1,s2 (−k) = −∆s2,s1 (k) even parity

−∆s1,s2 (−k) = ∆s2,s1 (k) odd parity,
(3.9)

or equivalently

∆̂ (k) = −∆̂T (−k) . (3.10)

We can parametrize the spin singlet case through a scalar function ψ (k) (see [50]) as

∆̂ (k) =

(
∆↑↑ (k) ∆↑↓ (k)
∆↓↑ (k) ∆↑↑ (k)

)
=

(
0 ψ (k)

−ψ (k) 0

)
= ıσyψ (k) , (3.11)

where ψ (k) = ψ (−k). Instead the spin triplet case can be represented through a three
components vector d(k) as

∆̂ (k) =

(
−dx(k) + ıdy(k) dz (k)

dz (k) dx (k) + ıdy(k)

)
= ı (d (k))σy, (3.12)

with d(k) = −d(−k).
Di�erent choices of ψ(k) and d (k) give di�erent models. Most of the physical systems

which exhibit a superconducting interaction can be described through a spin singlet
pairing. One of the few exceptions comes from a strong experimental evidence that
the p wave superconducting pairing can be used to describe 3He fermionic super�uid
(see [52]).

We are interested in the class of superconductors which show topological properties
like Majorana edge modes.

Loosely speaking a topological phase is an unconventional phase of matter that, as
underlined during the discussion of the long range version of the Kitaev model, is not
characterized by a local order parameter but it is linked to topology and to topological
invariants, i.e. quantities insensible to smooth changes in the Hamiltonian parameters
unless a phase transition appears.

Topology deals with shapes and their characterization. When two geometrical objects
can be deformed continuously into each others they belong to the same topological class.
For example an ellipsoid is topological equivalent to a sphere, in fact the former can be
continuously deformed into the latter.

Two gapped topological states belong to the same topological class if their Hamilto-
nians can be continuously deformed into each other without closing the gap. Di�erent
classes are labelled by topological invariants which are integer numbers called Chern
invariants (see [51]). Taking integer values, the Chern invariants cannot change through
small perturbations of the parameters describing the system.
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3.1.1 Short-range 2d model with complex pairing

A short-range version of the Kitaev model exists in two dimensions over a square lat-
tice and its continuum limit supports Majorana fermions. This model has a complex
anisotropic potential and it is described by the following Hamiltonian (see [22])

H =
∑
R

−t
(
c† (R) c (R + a2) + h.c.

)
− t
(
c† (R) c (R + a1) + h.c.

)
+
∑
R

(
∆c† (R + a1) c† (R) + h.c.

)
+
(
ı∆∗c† (R + a2) c† (R) + h.c.

)
(3.13)

− (µ− 4t)
∑
R

n(R)

where R identi�es sites of the lattice, t is the hopping term, µ is the chemical potential,
∆ is the pairing parameter a1 = (0, 1) is the vertical unit vector and a2 = (1, 0) is the
horizontal unit vector.

In the momentum space description through a Fourier transform we have

H =
1

2

∑
k

[(
c† (k) c (-k)

)( ε (k) 2ı∆ (sin kx + ı sin ky)
−2ı∆∗ (sin kx − ı sin ky) −ε (k)

)(
c (k)
c† (-k)

)]
(3.14)

where ε (k) = −2t (cos kx + cos ky)− (µ− 4t). This Hamiltonian is a special case of that
given in (3.4).

In the limit k→ 0 we obtain a kx + ıky structure of the pairing. This type of pairing
is common of the so called p + ip superconductors which have interesting topological
properties (see [49]).

Our task is to generalize the previous Hamiltonian in the case of a long-range pairing
proportional to the inverse of some power α of the distance which should be the same
of (3.1) in the limit α → ∞. As a �rst step toward this direction we have analysed a
case with a real pairing potential ∆ which represents a good starting point because, as
we can see in the next section, it generalises the short-range model founded in ref. [53]
which can be investigated through numerical techniques (see [14]) and these techniques
are valid only for real pairing amplitudes.
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3.2 2d fermionic system on a square lattice with short-

range pairing

A �rst generalization of a system made by spinless fermions in two and three dimensions
can be found in ref. [53]. In order to test our numerical techniques, which will be
presented in the next section, we will derive all the following numerical results for the
two dimensional case.

3.2.1 Phase diagram

A generic Hamiltonian of spinless fermions on a d dimensional cubic lattice has the
following form

H =
∑
〈ij〉

[
c†icj −∆(c†ic

†
j + cjci)

]
−
∑
i

µc†ici, (3.15)

where i, j are d-dimensional lattice vectors, 〈ij〉 means that only next neighbours are
considered in the sum, µ is the chemical potential and ∆ is the real paring parameter.

Being the system translational-invariant, is very useful to use a momentum descrip-
tion through the Fourier transform obtaining

H =
∑
k

−tkc†kck + ı∆k

(
c†kc
†
−k + c−kck

)
, (3.16)

where

tk =
µ

2
−

d∑
α=1

cos kα, ∆k = ∆
d∑

α=1

sin kα. (3.17)

Using the Bogolyubov transformation the Hamiltonian becomes

H =
∑
k

Λkf
†
kfk, Λk = 2

√
t2k + ∆2

k, (3.18)

where k ∈ Rd. The pairing potential in (3.17) is an odd function respect to momentum
variables and has the p-wave structure discussed before.

The class of models described by (3.15) have a gapeless region for −2d ≤ µ ≤ 2d
and a gapped region for |µ| > 2d. The scaling of the two point correlation function of
the ground state has, as expected from the general theory, a power-law behaviour in the
critical region and an exponential decreasing in the gapped region (see [53]).

Later it will be clear that the two point correlation function is not a su�cient tool to
fully describe the di�erent phases of the model and, following ref. [45] where it is shown
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that the violation of the area law in the free case is possible assuming the existence
of a Fermi surface, it is convenient to study the topological properties of the gapeless
excitation manifold Λk = 0 which is characterized by the density of states g(0) and by
the codimension d̄ (see [56]). The latter is de�ned as the dimension of the momentum
space minus the dimension of the manifold Λk = 0. For example lines in 3d momentum
space and points in 2d momentum space have codimension d̄ = 3− 1 = 2− 0 = 2. The
presence of a Fermi surface at zero energy is described by d̄ = 1 and g(0) > 0, while the
absence of a Fermi surface has d̄ ≥ 2, which means that Λk vanishes at single points for
d = 2, and g(0) = 0 or g(0) > 0 depending on the structure of Λk around its nodes.

In the following we will restrict our analysis to the 2d case.
Taking into account these de�nitions the system can have three di�erent phases 1

• Phase I: {∆ = 0, 0 ≤ µ ≤ 2} and {µ = 0, ∆ > 0}. The case ∆ = 0 corresponds to
a tight-binding metal with a �nite Fermi surface. The case µ = 0 is also a metal

1The phase diagram, as for the one dimensional Kitaev model, is symmetric with respect to the
chemical potential.
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Figure 3.1: Phase diagram of the model expressed in terms of the chemical potential µ
and the pairing parameter ∆. Di�erent phases are labelled through Roman numbers.
Furthermore some examples of the function Λk are presented in boxes. The black areas
correspond to the equation Λk = 0. Figure taken from [53]
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where kx = ky ± π represents the equation of the Fermi surface. In both range of
parameters g(0) > 0.

• Phase II: {∆ > 0, 0 < µ ≤ 2}. The pairing potential is di�erent from zero and the
system is in a p-wave superconducting phase. In this case Λk vanishes at points,
i.e. it represents a one dimensional manifold which means that d̄ = 2. This region
of the phase diagram has g(0) = 0.

• Phase III: a gapped region for µ > 2 which is linked to an insulating state with a
gap in the spectrum.

It is remarkable the fact that the gapless region, as we will see in the following section,
is characterized by two distinct phases with di�erent scaling properties of the entropy.

3.2.2 Scaling of the block entropy

In this section we will consider the scaling of the block entropy, i.e. the scaling of the
von Neumann entropy of a subsystem made by a cubic block of fermions. This physical
quantity will be also analysed in our long-range 2d generalisation. We have derived the
same �gures of ref. [53] by using our code valid for a spinless fermion system with long-
range pairing on a square lattice. We have used a lattice made by 90 sites per side and,
in order to study the short-range case, we have set the power of the long-range pairing
potential equal to α = 150 (the short range case corresponds to α→∞ as explained in
the next section). Our plots agree with those derived in ref. [53] both for ∆ = 0 and for
∆ 6= 0.

In Appendix D there is a detailed description of the procedure followed in order to
numerically implement this scaling procedure for a 2d system.

The entanglement scaling can be analytically treated in d > 1 only for the free fermion
case (∆ = 0) and for ∆ 6= 0 it can be analysed only through numerical simulations.

In Fig.3.2 we have represented2 the rescaled block entropy SB/B, where B is the
area of the boundary region considered, of the phase I as a function of the perimeter of
the block B. This plot is represented in a semi-log scale and the linearity of SB/B in
this scale means a violation of the area law. As we can see the phase I violates the area
law, in fact SB/B does not saturates to a constant value. This result agrees with the
general behaviour of short-range systems with a �nite Fermi surface (see [45]). The free
fermion case has a separable ground state in the gapped region, leading to a vanishing
entanglement entropy, and it gives logarithmic corrections to the area law in the gapless
region following the behaviour

SB ≈
C(µ)

3
Bd−1 log(B) (3.19)

2The results in Fig.3.2 are obtained using a system with L = 90 sites per side and we can appreciate
the perfect agreement with Fig. 2 of ref. [53].
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Figure 3.2: (a): Scaling of the block entropy for ∆ = 0 (free case) and for a 2 d system
with 90 sites per side. This plot is made in a semi-log scale on the x axis. In this scale
the linear behaviour of SB/B corresponds to the violation of the area law.(b): Scaling
of the block entropy for µ = 0 and di�erent values of the pairing potential. Again is
evident the violation of the area law.

where d = 2 in our case and C(µ) is a constant depending on the chemical potential.
The C(µ) constant can be computed for the free fermionic case (see [55]), characterised
by the existence of a Fermi surface, and has the following form

C(µ) =
1

4(2π)d−1

∫
∂Ω

∫
∂Γ(µ)

|nx · np|dSxdSp, (3.20)

where Ω is the normalized (to 1) volume of the block of fermions considered, nx is the
normal vector to the region Ω, np is the normal vector to the Fermi surface, dSx is
the measure element of the real space region considered, dSp is the measure element
of the momentum space region and Γ(µ) = {k|λ(k) ≤ λ(kf )} is the volume enclosed
by the Fermi surface. In Fig.3.3 we have reported the results found in ref. [53] about
the comparison between numerical and analytical results concerning the µ dependence
of C(λ) in d = 2 and in d = 3. As we can see there is a perfect agreement between
numerical and analytical predictions. The superconducting phase II has a peculiar and
not intuitive behaviour. Although the system is critical and correlation functions follow
a power law behaviour, the block size entropy follows an area law. In fact as soon as the
pairing ∆ assumes non vanishing values the fraction SB/B saturates to a constant values
and logarithmic corrections are absent. This can be seen in Fig.3.4 (b). Furthermore
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in Fig.3.4 (a) we can appreciate the fact that the entanglement entropy has the same
behaviour outside and inside the critical boundary µ = 4.

During the previous numerical analysis we have seen that the link between the be-
haviour of correlation functions and entanglement scaling is not obvious in more than
one dimension. This analysis suggests that the geometry of the manifold Λk = 0 can
be crucial in order to classify di�erent quantum phases of matter. In [53] is conjectured
that su�cient conditions to the violation of the area law in d > 1 can be d̄ = 1 and
g(0) > 0.

SB d̄ g(0) 〈c†icj〉 〈c†ic†j〉
Phase I ∼ (log2B)Bd−1 1 > 0 power-law decay power-law decay
Phase II ∼ Bd−1 2 0 power-law decay power-law decay
Phase III ∼ Bd−1 d 0 exp. decay exp. decay

Table 3.1: Entanglement scaling, codimensions, correlation functions and density ener-
gies of the three phases of the model.
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Figure 3.4: (a): scaling of the block entropy for ∆ = 1 for a system with L = 90 sites
per side in a semi-log scale on the x axis. We can appreciate that after a �rst growth
it saturates to a constant value. (b): scaling of the block entropy for a �xed chemical
potential equal to µ = 2 and varying the pairing parameter in a semi-log scale on the
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becomes more evident.
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Chapter 4

2d Kitaev model with long-range

pairing

In this Chapter, we analyze a generalization of the Kitaev model with the long-range
pairing on a two dimensional square lattice. In Sec. 4.1 we introduce and diagonalize
the model Hamiltonian that describes a superconduting 2d system with a long-range
pairing term that couples fermions at di�erent lattice sites R1 and R2 and that decays
algebraically with the distance ` = |R1−R2| as 1/`α. In Sec. 4.2 we compute the critical
line of the system by analyzing the energy spectrum and we found two gapped regions
separated by a gapless one. In Sec. 4.3 we compute the behaviour of the correlation
functions and we found that for su�ciently large α correlators decay with a hybrid
exponential power-law behaviour while for small α the behaviour is purely power-law.
In Sec. 4.4 we analyze the scaling of the entanglement entropy and the region where the
area law is violated and the region where the area law is preserved. Finally in Sec. 4.5
we summarize all the result found in the previous sections and we draw the complete
phase diagram of the model.

4.1 Hamiltonian of the model and energy spectrum

In this thesis, we consider a superconducting system in a 2D square lattice with L × L
sites. This system is made by spinless fermions which can jump among sites through
a short-range hopping term that can be tuned in an anisotropic way, i.e. it can take
two di�erent values, one for the vertical direction and the other one for the horizontal
direction. Moreover, the fermions are coupled via a long-range p-wave pairing that decays
with distance as a power law.
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This model is described by the following long-range Hamiltonian

H =
∑
R

−t⊥
(
c† (R) c (R + a2) + h.c.

)
− t‖

(
c† (R) c (R + a1) + h.c.

)
+ ∆

∑
R

L−1∑∗

l,m=0

(
l2 +m2

)−α
2
(
c† (R + la1 +ma2) c† (R) + h.c.

)
− (4.1)

− µ
∑
R

(
n(R)− 1

2

)
,

where µ is the chemical potential, ∆ ∈ R is the pairing term and t⊥, t‖ are the hopping
parameters for the horizontal and vertical directions, R identi�es the sites of the lattice,
a1 = (0, 1) is the vertical unit vector and a2 = (1, 0) is the horizontal unit vector.

We have underlined with the symbol "*" the fact that the indices of the sum cannot
take the value l = m = 0. We set the lattice spacing equal to one.

By de�ning the parity operator as

PF = (−1)
∑
R
c†(R)c(R) (4.2)

we have that

[H,PF ] = 0. (4.3)

Then the Hamiltonian (4.1) preserves the fermionic parity which means that it is Z2

invariant. Furthermore, because of the presence of terms like c† (R + la1 +ma2) c† (R),
(4.1) does not preserve the number of particles.

Since (4.1) is quadratic and translational invariant we can use Fourier transform in
order to diagonalize it in momentum space obtaining

H =
∑
k

[(
c† (k) c (-k)

)( −ε (k) −ı∆Fα (k)
ı∆Fα (k) ε (k)

)(
c (k)
c† (-k)

)
+ ε (k)

]
+ µ

L2

2
(4.4)

where (see Appendix A for an integral representation of this sum for α > 2)

Fα (k) =

L−1∑∗

l,m=0

sin (k · (la1 +ma2))

(l2 +m2)α/2
(4.5)

and

ε (k) = t⊥ cos (k · a1) + t‖ cos (k · a2) +
µ

2
. (4.6)

In the following analysis we will set t⊥ = t‖ = 1 for simplicity.
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It is remarkable to note that (4.5) behaves near the origin and for α < 2 as (see
Appendix A)

Fα(k) = kα−2Xα(0) + o(kα−2) (4.7)

where

Xα(0) = −Γ (2− α) sin
[
(2− α) π

2

]
Γ(1/2) (α2 + 4α− 1)

. (4.8)

Furthermore Fα (k) can be expressed as

Fα (k) =
∞∑

l,m=1

sin (kxl) cos (kym)

(l2 +m2)α/2
− ı

2

[
Liα

(
eıkx
)
− Liα

(
e−ıkx

)]
(4.9)

+ (kx ↔ ky)

and the ploylogarithmic functions behave near the origin as

Liα
(
eık
)

= Γ (1− α) (−ık)α−1 + o(kα−1). (4.10)

Then (4.5) diverges for α < 2 at the point (0, 0). For α > 2 the series 4.5 is instead
convergent as we shown in Appendix A where an integral representation is given.

For the one dimensional version of the long-range Kitaev model anti-periodic bound-
ary conditions are necessary in order to avoid the mutual disappearance of terms like
cjcj+L and cj+Lcj+l+L. For the same reasons in the 2d case we choose antiperiodic
boundary conditions in each direction

kx =
2π

L

(
n+

1

2

)
n ∈ Z (4.11)

ky =
2π

L

(
m+

1

2

)
m ∈ Z.

The restriction of k = (kx, ky) to the �rst Brillouin zone leads to L2 di�erent momenta
and k becomes a continuous variable in the limit L→∞.

The momentum Hamiltonian can be easily diagonalized by means of the Bogolyubov
diagonalization previously discussed for the Kitaev chain. As a result H can be written
in a diagonal form as

H =
∑
k

λkη
†
kηk (4.12)

with η†k, ηk which represent Bogolyubov particles and

λk =

√
(∆Fα (k))2 + (ε (k))2 (4.13)
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are the energy eigenvalues. Finally we can also �nd the ground state of the system which
is given by

|GS〉 =
∏
k>0

cos θk
(
1− ı sin θkc† (k) c† (-k)

)
|0〉 (4.14)

where

θ(k) =
1

2
arctan

(
∆Fα (k)

ε (k)

)
. (4.15)

The ground state of the theory, as we can see from (4.14), is made by couples of spinless
fermion (Cooper pairs).

4.2 Critical region

In this section we analyse the di�erent phases of the model by looking at the gapless
region. A region is gapless if there exists a momentum kc such that the dispersion relation
(4.13) satis�es λ(kc) = 0. As λ(k) in (4.13) contains two squares it can be zero only if
the following equations both hold

ε(kc) = 0 Fα(kc) = 0. (4.16)

We will analyse separately the functions Fα(k) and ε(k) because they can be zero
depending on two di�erent parameters, i.e. Fα(k) depends only on α while ε(k) depends
only on the chemical potential µ.

There are three main regions, depending on the parameter α, in which the function
Fα behaves in di�erent ways. These three regions are

• α > 2. In this range Fα(k) is an absolute convergent series (see Appendix A) and
it is regular at each point k of the momentum space. In Fig.4.1 we have reported
an example for α = 4. As we can see Fα(k) does not exhibit divergences and it
vanishes along three main lines. The �rst line is kx = −ky, the second and third
lines connect the points (−π, 0), (0, π) and (0,−π), (π, 0), respectively. The last
two lines become kx = ky + π and kx = ky − π for α→∞. In fact in this case the
function Fα(k) becomes the sum sin kx + sin ky which vanishes exactly along the
lines kx = ky + π and kx = ky − π.

• 1 < α < 2. In this range of values the function Fα(k) is not absolutely convergent
and, as we can see from Fig.4.2, the line kx = −ky still represents a set of zeros for
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the function Fα(k) excluded for the point (0, 0) where it diverges. This divergences
can be analytically computed as we have done in eq.(4.7). Furthermore Fα(k) still
vanishes at two curves which connect the points (−π, 0) and (0, π) and the other
one symmetric with respect to the origin.

• 0 < α < 1. In this range of values the function Fα(k) diverges not only at
(kx, ky) = (0, 0) but also along the two lines kx = 0 and ky = 0 as we can see
from Fig.4.3. These divergences arise from the two polylogarithms appearing in
(4.9) which separately diverge for kx = 0 and for ky = 0. Instead the set of zeros
still remains made by the line kx = −ky, apart the point (0, 0), and made by two
curves near the lines kx = ky + π and kx = ky − π.

The function ε(k) depends only on the chemical potential and it can be zero in the range
−4 ≤ µ ≤ 4. We can summarize its behaviour through the following classi�cation

• 0 < µ < 4. In this range, as we can see from Fig.4.4, the set of points in which
ε(k) vanishes is made by four curves in momentum space. These curves tend to
the point (π, π), due to the periodic boundary conditions of the Brillouin zone, for
µ→ 4, as we can see from Fig.4.4 (a) and (c).

• −4 < µ < 0. In this range of parameters, as we can see from Fig.4.4, the set of
points where ε(k) vanishes has a ring structure around the point (0, 0). As we can
see from the comparison between the two situations reported in Fig.4.4 (b) and (d)
this ring tends to the single point (0, 0) for µ→ −4.

• µ = 4. In this case the equation ε(kx,ky)

2
= cos

(
kx+ky

2

)
cos
(
kx−ky

2

)
+ 1 = 0 holds

for (kx, ky) = (π, π). This situation can be seen in Fig.4.5 (e).

• µ = −4. In this case the function ε(k) vanishes at the point (0, 0) as we can see in
Fig.4.5 (f).

• µ = 0. In this case the function ε(k) vanishes along the four lines kx = ±ky ± π.
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Figure 4.1: Function F4(kx, ky) for a system with L = 50 sites per side. In this case
F4(kx, ky) vanishes in particular at (0, 0). In the x and y axis we have respectively the
rescaled momenta variables kx/π and ky/π belonging to the the set [−1, 1].
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Figure 4.2: Function F1.5(kx, ky) for a system with L = 50 sites per side. In this case,
being α < 2, the numerical evaluation of the function F1.5(kx, ky) gives a non zero value
at the origin and we expect, from (4.7), a divergence in the limit L → ∞. On x and y
axis we have the rescaled momenta kx/π and ky/π.
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Figure 4.3: Function F0.7(kx, ky) for a system with L = 50 sites per side. In this case,
being α < 1, the function F0.7(kx, ky) diverges not only at the origin but also along the
lines kx = 0 and ky = 0. On x and y axis we have the rescaled momenta kx/π and ky/π.

49



-1.0 -0.5 0.0 0.5 1.0
kx/π

-1.0

-0.5

0.0

0.5

1.0

k y
/π

0.0

0.5

1.0

1.5

2.0

2.5
(a)

-1.0 -0.5 0.0 0.5 1.0
kx/π

-1.0

-0.5

0.0

0.5

1.0

k y
/π

0.0

0.5

1.0

1.5

2.0

2.5
(b)

-1.0 -0.5 0.0 0.5 1.0
kx/π

-1.0

-0.5

0.0

0.5

1.0

k y
/π

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0
(c)

-1.0 -0.5 0.0 0.5 1.0
kx/π

-1.0

-0.5

0.0

0.5

1.0

k y
/π

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0
(d)

Figure 4.4: Function ε(k) for di�erent chemical potentials. The x and y axis are respec-
tively the rescaled momenta kx/π and ky/π. Along red lines there are the exact zeros,
evaluated numerically, of ε(k). (a) ε(k) for µ = 0.7. The black region of zeros forms a
ring structure around the point (1, 1). (b) ε(k) for µ = −0.7. The set of zeros of the
function ε(k) forms four curved lines in momentum space.(c) ε(k) for µ = 3.2. The ring
of zeros is smaller respect to the case µ = 0.7. It is possible to prove analytically that it
collapses to the point (1, 1) for µ = 4. (d) ε(k) for µ = −3.2. The function ε(k) vanishes
near (0, 0).
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Figure 4.5: Function ε(k) for µ = ±4. The x and y axis are respectively the rescaled
momenta kx/π and ky/π. In these extreme cases the set of zeros of the function ε(k)
is discrete. (e) ε(k) for µ = 4.0. The set of zeros of the function ε(k) collapses to the
point (1, 1) as it can be veri�ed analytically. (f) ε(k) for µ = −4.0. In this case the set
of zeros of the function ε(k) is (0, 0).

Based on the analysis of the energy spectrum, in Fig.4.24 we draw the phase diagram
and we conclude that the system is

• gapped for |µ| > 4 and all α, which corresponds to the phases M1±, M2±, M3±
of Fig.4.24.

• gapless for −4 < µ < 4 and all α, which corresponds to the regions C1, C2 and C3
of Fig.4.24.

• gapless for µ = −4 and α > 2.

• gapped for µ = −4 and α < 2 because the ε(k) vanishes only at the point (0, 0)
while the function Fα(k) diverges there.

• gapless for µ = 4 for all values of the power α.

The set of critical momenta of the function λ(k) in the range −4 < µ < 4, as we
can see by making a direct comparison between the set of points at which both the
functions Fα(k) and of the function ε(k) vanish (see Fig.4.1, 4.2, 4.3 and 4.4), is made
by discrete points in the momentum space (we have veri�ed this argument for a wide
range of parameters α and µ). Then this region is characterised by a codimension equal
to d̄ = 2 (see 3.2).
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4.3 Correlation functions

As we have seen in Sec.2.2.2, the one dimensional long-range Kitaev model is character-
ized by correlation functions with a hybrid exponential power-law behaviour for α > 1
which becomes purely power law for strong long-range pairings, i.e. for α < 1. Now we
want to see if the presence of another spatial dimension and the possibility of di�erent
geometries for correlator paths lead the two point correlator to follow the same behaviour
as the one dimensional case.

We will focus only on one-body correlation functions. In fact they can be used to
express other correlators thanks to Wick theorem (see [32]). Furthermore we will consider
only expectation values on the ground state of the theory.

The one-body correlation function has the following form (see Appendix A)

g(R′,R) ≡ 〈GS| c† (R′) c (R) |GS〉 =
1

L2

∑
k

eık·(R
′−R) sin2 θk (4.17)

Instead the anomalous correlator is given by

ga(R′,R) ≡ 〈GS| c† (R′) c† (R) |GS〉 = −ı 1

2L2

∑
k

e−ık·(R
′−R) sin 2θk (4.18)

We can express the trigonometric functions appearing in the above formulas in terms of
the parameters of the theory obtaining the following results

g(R′,R) =
δR′ ,R

2
− 1

2L2

∑
k

eık·(R
′−R) |ε (k) |√

(∆Fα (k))2 + (ε (k))2
(4.19)

and

ga(R′,R) = −ı 1

L2

∑
k

e−ık·(R
′−R) sgn (ε (k)) ∆Fα (k)√

(∆Fα (k))2 + (ε (k))2
. (4.20)

In the limit L→∞ correlators become

g(R′,R) =
δR′,R

2
− 1

(2π)2

∫ 2π

0

∫ 2π

0

eık·(R
′−R) |ε (k) |√

(∆Fα (k))2 + (ε (k))2
dkxdky

=
δR′,R

2
− I (R′,R;α) , (4.21)

where we have de�ned

I (R′,R;α) =
1

(2π)2

∫ 2π

0

∫ 2π

0

eık·(R
′−R) |ε (k) |√

(∆Fα (k))2 + (ε (k))2
dkxdky. (4.22)
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and the anomalous correlator becomes

ga(R′,R) = −ı 1

(2π)2

∫ 2π

0

∫ 2π

0

e−ık·(R
′−R) sgn (ε (k)) ∆Fα (k)√

(∆Fα (k))2 + (ε (k))2
dkxdky. (4.23)

Unfortunately correlation functions cannot be computed analytically because of the pres-
ence of double integrals containing highly non trivial functions.

Then only numerical analysis can be useful in order to understand the behaviour
of the correlators of the system. This numerical analysis, whose main theoretical tools
are developed in Appendix C, allows to compute correlator matrices like C =

〈
c†c
〉

and F =
〈
c†c†

〉
, whose matrix elements (i, j) are respectively correlators and anomalous

correlators involving the i-th and the j-th site.
In the following we will consider two ranges of the power α where correlation functions

behave in di�erent ways.
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Figure 4.6: (a) Correlation function along the vertical direction, plotted in a log-log scale,
for a system with µ = 6.0, L = 60 sites per side and α = 3.0 in the region M3+ of the
phase diagram in Fig.4.24. The black line corresponds to the power-law function R−β,
with β = 3.0, used to �t the asymptotic behaviour of the correlator. (b) Anomalous
correlator for a system with µ = −7.0, α = 3.0 and L = 60 sites per side in the region
M3-. Also in this case there is a power-law behaviour at large distances. In both cases
(a) and (b) we can see that the correlators decay exponentially a short distances and
power-law at long distances.
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4.3.1 α > 2

In this subsection we will consider the correlation functions g(R′,R) and ga(R′,R) for
pairing potentials with α > 2 for the gapped regions M3+, M3- and for the gapless one
C3 (see the phase diagram in Fig.4.24). In particular, we have �xed R′ = (L/2, 1), that
represents a site in the center of the �rst row of the lattice and we let R = (L/2, R) with
1 ≤ R ≤ L vary along the vertical direction. The correlations will then read

g(R) =
〈
c†(L/2,1)c(L/2,R)

〉
ga(R) =

〈
c†(L/2,1)c

†
(L/2,R)

〉
. (4.24)

These functions are studied in detail in Appendix C. In the following we will set
∆ = 1.

In the regions M3+ and M3- reported in the phase diagram of Fig.4.24, the correlators
exhibit a hybrid exponential and power-law behaviour. The power-law regime can be
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Figure 4.7: (a) Two-point correlation function along the vertical direction, plotted in a
log-log scale, for a system with µ = 5.5, L = 60 sites per side and α = 4.0 in the region
M3+. This correlator decays for R� 1 as a power-law and decys exponentially at short
distances. The black straight line represents the �t 1/Rβ which gives the asymptotic
behaviour of the two point correlator. (b) Two point correlation function along the
vertical direction, plotted in a log-log scale, for a system with µ = −5.5, L = 60 sites per
side and α = 4.0 n the region M3-. By taking into account the case (a) we can see that
for α > 2 correlation functions for systems with opposite values of the chemical potential
have the same power-law exponents β.
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Figure 4.8: Fit of the starting exponential decay and of the power-law tail of the two-
point correlator for (a) α = 6, µ = 7 and (b) α = 8, µ = −6.

characterised through an exponent β(α) de�ned as

g(R) ∼ 1

Rβ(α)
, for R� 1. (4.25)

In Fig.4.6 (a), plotted in log-log scale, there is an example of correlator along the verti-
cal direction for a system with µ = 6 and α = 3.0. The log-log scale, useful to linearise
power-law functions, allows to appreciate the algebraic decay of the two point correlator
(4.24) at large distances. Furthermore, as evident from Fig.4.6 (b), also the anomalous
correlator has a power-law behaviour for R � 1. Another example of the hybrid ex-
ponential power-law behaviour of correlation functions can be found in Fig.4.7, where
we have plotted a system made by L = 60 sites per side, α = 4.0 and two opposite
chemical potentials with an absolute value equal to |µ| = 5.5. It is remarkable to see
that the two exponents β, obtained through a �t, for opposite values of the chemical
potential are equal. We can also note that the exponential decay is less evident for the
case µ = −5.5. This can be explained by the fact that the chemical potential is the
parameter of the theory linked to the number operator n(R). Intuitively, although the
number of particles is not a good quantum number, for negative values of the chemical
potential are energetically more convenient situations in which fermions are spread all
over the sites of the lattice leading to a less intense decreasing of the correlation between
the �rst site and its next neighbours.

The exponential decay which is restricted to few initial sites for the cases previously
shown and becomes more relevant when α reaches su�ciently large values. In fact, for
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Figure 4.9: (a) Example of two-point correlation function along the diagonal of the
lattice, plotted in a log-log scale, for a system with µ = 5.0, L = 60 sites per side
and α = 3.0. The black line corresponds to the power-law asymptotic behaviour with
β = 3.4. We can note that this value of β is bigger than the power α. (b) Anomalous
correlator, plotted in a log-log scale, for a system with µ = −7.0, L = 60 sites per side
and α = 4. Also in this we can see a power-law behaviour at large distance.

α � 1, the correlations have to decay purely exponential as expected for short-range
systems. This behaviour can be seen in Fig.4.8 (a) and (b) for α = 6, µ = 7 and for
α = 8, µ = −6.

In order to understand how geometry in�uences correlation functions we have nu-
merically analysed correlators along a diagonal of the square lattice. These correlators
have the following form

gD (R) =
〈
c†(1,1)c(R,R)

〉
gaD (R) =

〈
c†(1,1)c

†
(R,R)

〉
. (4.26)

In Fig.4.9 (a) and (b) there are two examples of diagonal correlators. Asymptotically
gD(R) and gaD(R) exhibit a power-law behaviour while at short distances they decay
exponentially.

In the gapless region C3 of the phase diagram in Fig.4.24, the correlations decay as
pure power-law as it can be seen in Fig.4.10 (a) and (b) where we have reported two
examples of correlators belonging to the gapless region for systems with L = 80 sites
per side, α = 3.0 and with µ = 2 for the case reported in Fig.4.10 (a) and with µ = −2
for the case reported in Fig.4.10 (b). In these situations the correlation of the gappless
phase, as expected from the general theory, has a purely power law behaviour.
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Figure 4.10: Two-point correlation functions, plotted in a log-log scale, along a vertical
line for the gapless phases C3. These plots are obtained for systems with L = 80 sites
per side, α = 3.0, µ = 2.0 for the case (a) and µ = −2.0 for the case (b). The two-
point correlation functions have a purely power-law decay. We have neglected points
with L > 60, because of the presence of strong boundary e�ects. The numerical �ts of
these power-law regimes are absent because the strong �uctuations heavily in�uence the
possibility to properly �t these data.

4.3.2 0 < α < 2

In this subsection we will consider correlation fuctions for systems with 0 < α < 2 for
the gapped regions M2+, M2-,M1+, M1- and for the gapless one C2 and C1 of the phase
diagram in Fig.4.24.

For 0 < α < 2 the exponential decay involving initial sites disappears and correlators
behave almost in a purely power-law way both in the gapped and in the gapless phases.

In Fig.4.11 (a) and (b) we have reported two examples of two point correlation func-
tions along a vertical line for two systems with L = 60 sites per sides, α = 1.5, µ = 6.0
in the case (a) and µ = −6.0 in the case (b). These two examples have opposite values
of the chemical potential but, unlike cases characterised by α > 2, they have di�er-
ent powers β(α). This non symmetric behaviour of two point correlation functions is a
characteristic of all systems with 0 < α < 2, as we can see in the last subsection.

Also correlators along a diagonal have non symmetric behaviours for 0 < α < 2. For
example in Fig.4.12 (a) and (b) we have represented two examples of correlators of the
type (4.26). These two situations are obtained for systems with L = 80 sites per side,
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Figure 4.11: (a) Two point correlation function, plotted in a log-log scale, along a vertical
line for a system with L = 60 sites per side, µ = 6.0 and α = 1.5 in the region M2+. In
this case, as we can see from the numerical �t reported (black straight line), the two point
correlator has an asymptotic power law behaviour characterised by a power β smaller
than the power α. In this case the initial exponential behaviour is absent. (b) Two point
correlation function, plotted in a log-log scale, along a vertical line for a system with
L = 60 sites per side, µ = −6.0 and α = 1.5 for the region M2-. In this case we can see
the power β is bigger than the dimensionality of the system. It is possible to see that the
exponential behaviour, for small values of the distance R, is absent. We can also notice
a �rst example of non symmetric behaviour of two point correlator for opposite values
of the chemical potential.

α = 1.0, µ = 5.0, for the case in Fig.4.12 (a) and with µ = −5.0, for the case in Fig.4.12
(b). We can see, as for two-point correlators along a vertical line, that the power β(α)
has a non symmetric behaviour for positive and negative values of the chemical potential
µ. Furthermore the initial exponential decay, which was a characteristic of systems with
α > 2, is absent. We can see that for L ≈ 60 there are strong boundary e�ects. Then,
in order to underline the physics of the system, we have neglected all values of these two
point correlators for L > 60. In fact the set of sites placed near the boundaries of the
system interacts with a less number of nearest neighbour sites respect to those placed at
the centre of the square lattice.
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Figure 4.12: Two-point correlation function, plotted in a log-log scale, along a diagonal
of the square lattice for two systems with L = 80 sites per side, µ = 5.0 (a), µ = −5.0
(b) and α = 1.0. These correlators do not have an initial exponential behaviour as cases
with α > 2 previously discussed. We have omitted points with L > 60 because they are
subjected to �nite size e�ects which become evident near L = 60.
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Figure 4.13: Two-point correlation functions, plotted in a log-log scale, along a vertical
line for the gapless phase C2. These plots are obtained for systems with L = 80 sites per
side, α = 1.5, µ = 2.0 for the case (a) and µ = −2.0 for the case (b). These two examples,
although heavily in�uenced by critical �uctuations, have a power law behaviour. We have
neglected points with L > 60, because of the presence of strong boundary e�ects.
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4.3.3 Exponents β(α)

Now we want to see how the power law behaviour of two point correlation functions,
characterised by the exponent β(α) de�ned in (4.25), changes in terms of the power α.
In Fig.4.14 (a) and (b) we have reported the exponent β(α) of the large distances power-
law regime R−β of the two point correlator g(R) as a function of the power α. These
values, obtained by �tting the algebraic part of correlation functions, are in accordance
with the power law R−α at least for α > 2. Instead for 0 < α < 2 the exponent β changes
its behaviour until it reaches an absolute minimum value between the range of values
0 < α < 1. Surprisingly the point α = 0 is not an absolute minimum of the function
β(α). This means that in order to maximise the correlation between distant sites we
have to maintain a non uniform long-range pairing potential. Furthermore the di�erent
behaviour of the exponent β(α) for 0 < α < 1 may signal the appearance of a new phase.
We can also note that for α > 2 the exponent β(α) is almost symmetric respect to the
chemical potential µ. Instead for α > 2 this symmetry is lost.

Similarly in Fig.4.15 the power β(α) is represented for diagonal correlation functions
gD(R). These correlators follow an asymptotic behaviour which decays as R−α for α > 2.
The discrepancy between Fig.4.15 and Fig. 4.14 can be addressed to numerical �t errors.
We can appreciate that the function β(α) is not linear for 0 < α < 2 and the fact that
the symmetry respect to the chemical potential is lost for 0 < α < 2.
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Figure 4.14: (a) Exponents β of the power law function R−β followed asymptotically by
the correlation functions g(R) for (a) positive µ and (b) negative µ. When α > 2, the
powers β are almost identical for positive (a) and negative (b) values of the chemical
potential.
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Figure 4.15: (a) Exponents β of the power law function R−β followed asymptotically by
the correlation functions gD(R) for (a) positive µ and (b) negative µ. When α > 2, the
powers β are almost identical for positive (a) and negative (b) values of the chemical
potential.

In Appendix A we have presented an heuristic argument to explain the algebraic
behaviour of correlation functions (4.24). This argument, based on the non analytical
properties of the function Fα(kx, ky), is valid for even values of the parameter α and for
α > 2. This argument gives an asymptotic behaviour like Rα−1 × E(R), where E(R)
is an integral function which, taking into account the previous numerical results, might
decay at least as R−1 for R� 1.

4.4 Entanglement entropy

In order to fully characterize the phase diagram of the model we have to take into con-
sideration genuine quantum correlations that are encoded in the entanglement entropy
(see Sec.1.2).

The entanglement entropy SB of a system can be easily computed using correlation
function matrices. In the following we will consider the entanglement SB after a bipar-
tition of the system made by squares with B × B lattice sites centered in the middle of
the system. As reported in Appendix D, starting from the correlation matrices C and F,
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Figure 4.16: Finite size e�ects for systems with α = 0.50, µ = 2.5 and ∆ = 1. For B <
L/2 there is a quasi-common behaviour of the entanglement entropy. When B > L/2
there are signi�cantly changes from size to size of the total system.

the von Neumann entropy can be computed as

SB =
∑
m

(
ln (1 + eεm)

1 + eεm
+

ln (1 + e−εm)

1 + e−εm

)
, (4.27)

where εm are linked to the eigenvalues ζm of the matrix

W =

(
C− 1

2
+ F

)(
C− 1

2
− F

)
, (4.28)

through the following equation

ζm =
1

4
tanh 2 εm

2
. (4.29)

In order to check the validity of our code, written in Mathematica, we have reproduced
the results founded in ref. [53] and which we have exposed during the explanation of the
short-range 2d model.

In the following we will �x the size of the total system to L = 100 sites per side and in
order to limit �nite size e�ects and to be sure that the physics of the model is captured
limiting boundary e�ects we will take maximum subsquares with B = 40 sites per side.
In fact, as we can see in Fig.4.16 for a system with α = 0.50, µ = 2.5 and ∆ = 1, the
fraction SB/B, where B is the size of a subsquare, is insensible to the size of the total
system, i.e. it gives same results for every size L, until B < L/2.
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Figure 4.17: (a) Entropy scaling, in a semi-log scale on the x axis, for systems belonging
to the gapped phase with α = 3.0 and positive values of the chemical potential µ. SB/B
rapidly saturates, i.e. it tends to a constant value. (b) Entropy scaling, in a semi-log scale
on the x axis, for systems with α = 3.0 and negative values of the chemical potential
µ belonging to the gapped phase. Also in this case the fraction SB/B saturates to a
constant value. These cases belong to the gapped phases M3+ and M3- of the phase
diagram reported in Fig.4.24. It is remarkable to see that the (a) and (b), which have
opposite values of the chemical potentials, behave in a non symmetric way as expected
for the long-range 2d case.

The entropy of the total system is zero and entropies of two subsystems belonging
to a common total system are identical. Then we expect that exists a point where the
fraction SB/B reaches a maximum and starts to decrease until it vanishes when L = B.
Furthermore there are boundary e�ects coming from the �niteness of the total size of
the system.

4.4.1 α > 2

In this subsection we will consider the scaling of the block entropy for systems belonging
to the gapped phases M3+ and M3- and to the gapless phase C3 (see Fig.4.24).

In Fig.4.17 (a) we have reported a �rst example of scaling of the block entropy for
α = 3.0 with positive chemical potentials and in Fig.4.17 (b) with negative chemical
potentials belonging to the gapped phases M3+ and M3- (see Fig.4.24). The fraction
SB/B tends to a constant value by increasing B, which means that the entropy scales
as the perimeter of the subregion considered. This behaviour is commonly referred to
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Figure 4.18: (a) Scaling of the fraction SB/B, plotted in a semi-log scale on the x axis,
for di�erent powers α and positive values of the chemical potential. In this case the
saturation in less evident respect to the gapped case α = 3.00 reported in Fig.4.17.
Anyway the fraction SB/B, after an initial increasing, goes to a constant value. (b)
Entropy scaling, plotted in a semi-log scale on the x axis, for di�erent powers α and
negative values of the chemical potential. This case behaves in a way similar to that
presented in (a), but with di�erent values. These cases belong to the gapless phase C3
of the phase diagram in Fig.4.24.

as area law scaling as the entropy scales with the size of the boundary of the considered
region.

In Fig.4.18 (a) we have represented the scaling of the block entropy in a the gapless
region C3 of the phase diagram presented in Fig.4.24 with positive chemical potentials.
As we can see the entropy follows the area law, i.e. SB/B tends to a constant value. In
the same way the area law is not violate for negative chemical potentials as we can see
from Fig.4.18 (b). The saturation takes place in a non symmetric way respect to the
chemical potential.

4.4.2 1 < α < 2

In this subsection we will consider the two gapped phases M2+ and M2- and the gapless
phase C2, reported in Fig.4.24, for 1 < α < 2. In this range of powers α the situation
becomes numerically less clear. In Fig.4.19 (a) we can see an example of scaling of
the fraction SB/B for α = 1.50 and positive chemical potentials and in Fig.4.19(b)
for negative chemical potentials which belongs to the gapped phases M2+ and M2-
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Figure 4.19: (a) Entropy scaling, in a semi-log scale on the x axis, for systems belonging
to the gapped phase with α = 1.5 and positive values of the chemical potential µ. (b)
Entropy scaling, in a semi-log scale on the x axis, for systems with α = 1.5 and negative
values of the chemical potential µ belonging to the gapped phase. These cases belong
to the gapped phases M2+ and M2- of the phase diagram reported in Fig.4.24. We
have labbeled these two gapped phases as transition regions because the enropy does not
exhibit a neat saturation to a constant value, especially for the case (b) with negative
chemical potentials.

respectively. In both cases, although they do not behave in a symmetric way, we cannot
appreciate a neat saturation to a constant value of the fraction SB/B. Especially for
negative chemical potentials, as we can see in Fig.4.19 (b), the fraction SB/B continues
to follow a linear behaviour, in this semi-log scale, for every value of the perimeter B.
Then the area law seems to be violated in this gapped phase.

Furthermore the previous situation is repeated in the gapless phase C2. For example
in Fig.4.20 we have represented two cases for α = 1.40, for positive (a) and negative
(b) chemical potentials, in which the area law seems to be violated as the entanglement
entropy does not have a neat saturation to a constant value and, on the contrary, it
continues to grow for all the values of the perimeter B.

4.4.3 0<α < 1

In this subsection we will consider the gapped regions M1+ and M1- and the gapless one
C1 of the phase diagram in Fig.4.24.

In Fig.4.21 we have reported a situation belonging to the gapped phases M1+ and

65



0.40

0.60

0.80

1.00

1.20

1.40

 40 1  10

S
B
/B

B

µ>0, α=1.40

(a)
µ=3.60
µ=2.80
µ=2.40
µ=1.60
µ=1.20

0.40

0.60

0.80

1.00

1.20

1.40

 40 1  10

S
B
/B

B

µ<0, α=1.40

(b)
µ=-3.60
µ=-2.80
µ=-2.40
µ=-1.60
µ=-1.20

Figure 4.20: (a): Scaling of the fraction SB/B, plotted in a semi-log scale on the x axis,
for α = 1.40 and positive values of the chemical potential. SB/B does not saturates in
the range 2 < B < 40. (b) Scaling of the fraction SB/B, plotted in a semi-log scale
on the x axis, for α = 1.40 and negative values of the chemical potential. SB/B does
not saturates in the range 2 < B < 40. These cases belong to the gapless phase C2
of the phase diagram in Fig.4.24. The fraction SB/B, in the range of perimeterers B
considered, does not exhibits a neat violation of the area law. We have labelled the phase
C2 as transition region in Fig.4.24 which means that the entanglement entropy changes
its behaviour from an area law to a volume law.

M1- for a system with α = 0.70. The fraction SB/B does not saturate both for positive
(a) and negative (b) values of the chemical potential. Then, from the linearity of SB/B
in the semi-log scale of Fig.4.21, in these gapped phases the area law is explicitly violated
and SB scales as B × logB. For α = 0.30, as reported in Fig.4.22 for positive (a) and
negative (b) values of the chemical potential, the fraction SB/B does not saturate, i.e.
it has logarithmic corrections to the area law, as a function of the boundary area B in
semi-log scale. Then in the gapless phase C1 the strong long-range pairing leads to a
violation of the area law both for gapped and gapless phases.
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Figure 4.21: Entropy scaling, in a semi-log scale on the x axis, for systems belonging to
the gapped phase with α = 0.70 for positive (a) and negative (b) values of the chemical
potential µ. The fraction SB/B is linear respect to the boundary areas B. Then the
area law is explicitly violated in these cases which belong to the gapped phases M1+
and M1- of the phase diagram reported in Fig.4.24.
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Figure 4.22: Entropy scaling, in a semi-log scale on the x axis, for systems belonging to
the gappless phase with α = 0.30 for positive (a) and negative (b) values of the chemical
potential µ. The fraction SB/B is linear respect to the boundary areas B. Then the area
law is explicitly violated in these cases. These situations belong to the gappless phase
C1 of the phase diagram reported in Fig.4.24.
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Figure 4.23: Entropy scaling, in a semi-log scale on the x axis, for systems with a
vanishing chemical potential. For all the values of the power α the area law is violated.

We �nally conclude the analysis of the scaling of the entanglement entropy by consid-
ering the special case µ = 0 belonging to the gapless phases C1, C2 and C3 and reported
in Fig.4.23. As we can see the area law is violated for all the powers α.

4.5 Phase diagram

We now want to summarize all results found during the study of the long-range version
of the Kitaev model. We will characterise di�erent phases of the model by means of the
power α, the chemical potential µ and the codimension d̄.

The model exhibits the following phases reported in Fig.4.24

• Gapless region {−4 < µ < 4} with codimension d̄ = 2. In the region C3 of the
phase diagram in Fig.4.24 the block scaling of the entropy follows an area law.
For the phase C2 there is a transition region in which the fraction SB/B does not
saturate to a constant value, in a semi-log scale. Maybe these behaviours can be
ascribed to numerical limitations which do not allow to test the validity of the area
law in this range of the parameters α, for systems exceeding L ≈ 100 sites per
side. Instead in the region C1 there is a violation of the area law. In the limit
α → ∞ we recover the short-range model and for the two cases {∆ = 0, µ 6= 0}
and {∆ 6= 0, µ = 0}, characterised by a codimension d̄ = 1, the model violates the
area law.

68



• Gapped regions {|µ| > 4} with codimension d̄ = 2. These gapped regions have
a hybrid exponential power-law behaviour of correlation functions which become
purely power-law for α below the dimensionality of the system, as reported in the
regions M1±, M2± and M3± in Fig.4.24. The area law is preserved in the phases
M3± and it is violated in the regions M1±. Between these two regimes there is
a transition region, i.e. M2±, in which the system passes from an area law to a
volume law. In the limit α→∞ the system follows an area law.

• Line µ = −4 with codimension d̄ = 2. In this situation the system passes from a
gapless region to a gapped one for α < 2.

• Line µ = 4 with codimension d̄ = 2. In this case the system is gapless for all the
powers α.

For the two dimensional Kitaev long-range model, at di�erence with the one dimensional
case, the area is not explicitly violated for α under the dimensionality of the system. In
fact in Fig.4.24 we have called the gapped phases M2+, M2- and the gapless rectangle
C2 as transition regions because there we can appreciate a change of the behaviour of
the fraction SB/B, but without neither a neat saturation nor a perfect linearity in the
semi-log scale. Instead for α < 1 the system exhibits a neat violation of the area law
both in gapless and gapped phases. A change in the behaviour of the system for α < 1 in
the gapped regions is also corroborated by correlation functions, as reported in Fig.4.14
and in Fig.4.15, where the point α ≈ 1 is a minimum of the power β(α), i.e. is a point
in which the two point correlator drastically changes its behaviour.

For long-range 2d systems the conjecture proposed in ref.( [53]), which states that a
volume law for ground states is linked to a codimension d̄ = 1, is not valid.

The conclusion that the area law is violated for 1 < α < 2 is not granted by our
numerical analysis and it may be checked by means of analytical calculations similar to
the ones in ref. [59].
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Figure 4.24: Phase diagram of the model described by the Hamiltonian (4.1). The phase
diagram is not symmetric with respect to the line µ = 0. The red area represents the
gapless phase of the model. This region is characterised by a purely power-law behaviour
of the two-point correlation functions. In C1 the block entropy violates the area law, i.e.
the fraction SB/B grows faster than the boundary area B of the subsystems considered
during the scaling. Instead the area law is preserved in C3. The phase C2 represents a
transition region in which the entanglement entropy of the model passes from an area law
to a volume law. The white areas M3+ and M3- are characterised by a hybrid exponential
power-law behaviour of two-point correlation functions which becomes purely exponential
in the limit α→∞, i.e. for short-range systems. The area law holds in these two phases.
The gapped regions M2+ and M2- are phases in which the entanglement entropy starts
to violate the area law and in which the two-point correlators behave in a purely power-
law way. The two gapped regions M1+ and M1- have correlations which algebraically
decay with the distance and their block entropy violates the area law. The dashed line
along µ = 0 represents a special case in which the area law is violated for all the values
of the power α.
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Conclusions

In this master degree thesis we have considered the 2d Kitaev model with a long-range
pairing on a square lattice. This system is quadratic with respect to the fermionic
operators and then it is exactly solvable. We have analysed the di�erent phases of this
model by means of a hybrid approach based both on analytical and numerical results.

By taking into consideration the energy spectrum we have studied the critical regions
of the model and we found two gapped regions separated by a gapless one. We have
characterised these phases in terms of the chemical potential µ and in terms of the
power α of the pairing potential. By analytical results we have found that the phase
diagram is non symmetric with respect to the chemical potential. In fact, while along
the line µ = 4 is gapless for all values of the power α, along the line µ = −4 the system
becomes gapped for α < 2.

We have analysed the two-point correlators and anomalous correlators along di�erent
geometrical paths of the square lattice and we found that in the gapped phases and for
α > 2 they exhibit, as functions of the distance R, an initial exponential behaviour at
short distances followed by an asymptotic algebraic decay at large distances. The initial
exponential behaviour survives until the power α is bigger than the dimensionality of
the system, i.e. for α > 2. Instead for α < 2 the two-point correlators have a purely
power-law behaviour with the distance. The algebraic decay can be characterised by
an exponent β(α) and it can be expressed as 1/Rβ(α). For α > 2 the exponent β(α)
have approximately a linear behaviour, i.e. β(α) ≈ α. Instead for α < 2 the function
β(α) stops its linear behaviour and exhibits an absolute minimum approximately near
α = 1 . We have given an heuristic analytical explanation of the power law decay of the
correlation functions for even powers α with α > 2.

We have �nally characterised the di�erent phases of the system through the scaling
of the entanglement entropy. We have found three regimes, characterised by the power
α, in which the von Neumann entropy behaves in di�erent ways. For α > 2 it follows
the area law both in gapped and gapless phases, for 1 < α < 2 it undergoes a transition
from an area law to a volume law in the gapless phase and also in the gapped one and
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for 0 < α < 1 it explicitly violates the area law both in the gapless and in the gapped
phases. Finally we have considered the special case µ = 0 which violates the area law
for all the values of the power α.

We have summarised all the previous results in a phase diagram made with respect
to the chemical potential µ and the power α.

Some open questions remain after our analysis.
First of all we have to completely characterise the entanglement scaling of the transition
region 1 < α < 2. Through our numerical analysis we can appreciate a change in the
behaviour of the entanglement entropy in this region but it is not granted that the area
law is violated. This task may be checked by means of analytical calculations, based on
the dynamics of the entanglement entropy, similar to the ones in ref. [59].

Another open question concerns the topological properties of this model. Two dimen-
sional topological superconductors have topological phases characterised by the presence
of an insulating bulk and chiral edge states on the boundaries of these systems. It would
be interesting to understand how the long-range pairing a�ects the topological properties
of the edge modes in these kind of systems.
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Appendix A

Further material for the 2d Kitaev

model

In this Appendix we want to derive some formulas appearing in the previous chapters
which we have omitted in order to underline the main results.

A.1 Diagonalization and ground state

In this section we will present the details of the diagonalization procedure for the Hamil-
tonian which describes the 2d Kitaev model.

The Hamiltonian (4.1) is translationally invariant. Then we can describe it in mo-
mentum space using the Fourier transform

c† (R) =
1

L

∑
k

e−ık·Rc† (k) (A.1)

which gives

H =
∑
k,q,R

− t⊥
L2

[
e−ıR·(k−q)eıq·a2c† (k) c (q) + h.c.

]
− t‖
L2

[
e−ıR·(k−q)eıq·a1c† (k) c (q) + h.c.

]
(A.2)

+
∆

L2

∑
k,q,R

L−1∗∑
l=0

L−1∗∑
m=0

(
l2 +m2

)−α
2
[
e−ıR·(k+q)e−ık·(la1+ma2)c† (k) c† (q) + h.c.

]
+
µ

2
L2

− µ

L2

∑
k,q

eıR·(k−q)c† (k) c (q) .

Using the well known identity

1

L2

∑
R

eıR·(k−q) = δk,q (A.3)
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we get

H =
∑
k

−
(
t⊥ cos (k · a1) + t‖ cos (k · a2) +

µ

2

)
c† (k) c (k) (A.4)

+ ∆
(
−ıFα (k) c† (k) c† (-k) + h.c.

)
.

We can express the last formula as

H =
∑
k

[(
c† (k) c (-k)

)( −ε (k) −ı∆Fα (k)
ı∆Fα (k) ε (k)

)(
c (k)
c† (-k)

)
+ ε (k)

]
+ µ

L2

2
. (A.5)

De�ning

Mk =

(
−ε (k) −ı∆Fα (k)
ı∆Fα (k) ε (k)

)
(A.6)

the eigenvalues of this matrix are given by

λk1,2 = ±
√

(∆Fα (k))2 + (ε (k))2. (A.7)

We will diagonalize the Hermitean matrix Mk thanks to

U =

(
cos θk ı sin θk
ı sin θk cos θk

)
. (A.8)

This is an unitary matrix and satis�es

U †U = U−1U = 1 (A.9)

Then we obtain the Bogolyubov quasi-particles operators(
η (k)
η† (-k)

)
= U †

(
c (k)
c† (-k)

)
(A.10)

η (k) = cos θkc (k)− ı sin θkc† (-k)

η† (k) = cos θkc
† (k) + ı sin θkc (-k)

η† (-k) = cos θkc
† (-k)− ı sin θkc (k)

η (-k) = cos θkc (-k) + ı sin θkc
† (k)

(A.11)

which we can invert using the relation(
c (k)
c† (-k)

)
= U

(
η (k)
η† (-k)

)
(A.12)
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obtaining

c (k) = cos θkη (k) + ı sin θkη
† (-k)

c† (k) = cos θkη
† (k)− ı sin θkη (-k)

c† (-k) = cos θkη
† (-k) + ı sin θkη (k)

c (-k) = cos θkη (-k)− ı sin θkη† (k) .

(A.13)

The matrix M satis�es

U †MkU =

(
λk 0
0 −λk

)
. (A.14)

From the second matrix elements we have

ı sin θk (ε (k) sin θk −∆Fα (k) sin θk) + cos θk (ı cos θk − ı sin θk) = 0. (A.15)

Then

tan 2θk =
∆Fα (k)

ε (k)
. (A.16)

Now we compute the ground state which satis�es the following requirement

ηk |GS〉 = 0

η-k |GS〉 = 0

. (A.17)

The ground state of the theory can be found by making use of the Bogolyubov operators
and we obtain

|GS〉 =
∏
k>0

cos θk
(
1− ı sin θkc† (k) c† (-k)

)
|0〉 (A.18)

A.2 Properties of Fα (kx, ky)

We want to study how Fα (kx, ky) behaves and how it can be represented in terms of
Jacobi elliptic theta functions (see [26]).
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A.2.1 Convergence

First of all we want to point out the convergence properties of Fα (k). To do that we
will make use of the Mellin transform

Ms (f (t)) =
1

Γ (s)

∫ ∞
0

f (t) ts−1dt for <e (s) > 0 (A.19)

and of the third Jacobi theta function

θ3 (z, q) = 1 + 2
∞∑
n=1

qn
2

cos (2nz) for |q| < 1. (A.20)

The following inequality holds (accordingly to [11])

∣∣Fα (k)
∣∣ =

∣∣∣∣∣
L−1∑∗

l,m=0

L−1∑∗

l,m=0

(
l2 +m2

)−α
2 sin (kxl + kym)

∣∣∣∣∣ (A.21)

≤
L−1∑∗

l,m=0

L−1∑∗

l,m=0

(
l2 +m2

)−α
2 =

∞∑
l=1

l−α +
1

Γ (α/2)

∞∑
m=1

∞∑
l=0

∫ ∞
0

t
α
2
−1e−t(l

2+m2)dt

= ζ (α) +
1

4

∫ ∞
0

t
α
2
−1
[
θ2

3

(
0, e−t

)]
dt = ζ (α) + ζ (α/2) β (α/2)

In which we have used

θ2
3

(
0, e−t

)
− 1 = 4

∞∑
n=1

qn

1 + q2n
= 4

∞∑
n=1

∞∑
m=0

qn (−1)m q2nm (A.22)

Mα/2

(
θ2

3

(
0, e−t

))
=

4

Γ (α/2)

∫ ∞
0

t
α
2
−1

∞∑
n=1

∞∑
m=0

(−1)m e−n(2m+1)tdt

=
∞∑
n=1

n−
α
2

∞∑
m=0

(−1)m (2m+ 1)−
α
2 = 4ζ (α/2) β (α/2)

where

β (s) =
∞∑
m=0

(−1)m (2m+ 1)−s . (A.23)

The ζ (s) function is well de�ned for <e (s) > 1, so we can conclude that Fα (k) is abso-
lutely convergent for α > 2.
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A.2.2 Integral representation

Now we try to evaluate the double sum Fα (k)

∞∑∗

l,m=0

sin (kxl + kym)

(l2 +m2)α/2
=

∞∑
l,m=1

sin (kxl) cos (kym) + cos (kxl) sin (kym)

(l2 +m2)α/2
(A.24)

+
∞∑
l=1

sin (kxl)

lα
+
∞∑
m=1

sin (kym)

mα

Using the Mellin transform (valid for <e (α) > 0) we obtain

∞∑
l,m=1

sin (kxl) cos (kym)
1

Γ
(
α
2

) ∫ ∞
0

e−t(l
2+m2)t

α
2
−1dt− ı

2

[
Liα

(
eıkx
)
− Liα

(
e−ıkx

)]
(A.25)

+ (kx ↔ ky) .

Rewriting the integral in a more explicit form and using the de�nition of the Third Jacobi
Elliptic Theta function (see [26])

θ3 (z, q) = 1 + 2
∞∑
n=1

qn
2

cos (2nz) for |q| < 1 (A.26)

we obtain

1

Γ
(
α
2

) ∫ ∞
0

t
α
2
−1

{ ∞∑
l=1

sin (kxl) e
−tl2

∞∑
m=1

cos (kym) e−tm
2

}
dt (A.27)

=
1

2Γ
(
α
2

) ∫ ∞
0

t
α
2
−1

{(
θ3

(
ky
2
, e−t

)
− 1

) ∞∑
l=1

sin (kxl) e
−tl2
}

dt

The Jacobi Third theta function is de�ned only if |q| < 1, instead e−t is 1 for t = 0. But

if α 6= 2 (t
2
2
−1 = 1) the integrand at the point t = 0 is multiplied by zero.

In the following we will make use of the relation

∞∑
l,m=1

f (l +m) =
∞∑
a=2

(a− 1) f (a) =
∞∑
a=1

(a− 1) f (a) (A.28)

We can argue those equality from table (A.1).
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Figure A.1: Sum of l,m indices.

Now we want to �nd a proper expression for the sum
∑∞

l=1 sin (kxl) e
−tl2 . If we

multiply and divide by 1
2

(
θ3

(
kx
2
, e−t

)
− 1
)
1 we obtain

∞∑
l=1

sin (kxl) e
−tl2 =

2(
θ3

(
kx
2
, e−t

)
− 1
) ∞∑
l,m=1

e−t(l
2+m2) sin (kxl) cos (kxm) (A.29)

Now if we observe that the double sum is invariant under the exchange of the two indices
l, m (which are dumb indices) and if we sum and subtract the convergent sum

∞∑
l,m=1

e−2tlm sin (kx (l +m)) (A.30)

we have (sin (a+ b) = sin (a) cos (b) + cos (a) sin (b))

∞∑
l=1

sin (kxl) e
−tl2 = (A.31)

=
1

θ3

(
kx
2
, e−t

)
− 1

[ ∞∑
l,m=1

e−t(l+m)2 sin (kx(l +m))−
∞∑

l,m=1

e−2tlm sin (kx (l +m))

]

=
1

θ3

(
kx
2
, e−t

)
− 1

[ ∞∑
a=1

(a− 1) e−ta
2

sin (kxa)−
∞∑

l,m=1

e−2tlm sin (kx (l +m))

]

=
1

θ3

(
kx
2
, e−t

)
− 1

[
− ∂

∂kx

∞∑
a=1

e−ta
2

cos (kxa)−
∞∑
a=1

e−ta
2

sin (kxa)−
∞∑

l,m=1

e−2tlm sin (kx (l +m))

]

=
1

θ3

(
kx
2
, e−t

)
− 1

[
−1

2

∂

∂kx
θ3

(
kx
2
, e−t

)
−
∞∑
a=1

e−ta
2

sin (kxa)−
∞∑

l,m=1

e−2tlm sin (kx (l +m))

]
.

1Pay attention that limt→∞ θ3
(
kx

2 , e
−t) = 1, and the previous formula goes to zero and we obtain a

0
0 form.
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Finally if we put on the left side the serie 1

θ3( kx2 ,e−t)−1

∑∞
a=1 e

−ta2 sin (kxa) we arrive at

the formula

∞∑
l=1

sin (kxl) e
−tl2 =

1

θ3

(
kx
2
, e−t

) [−1

2

∂

∂kx
θ3

(
kx
2
, e−t

)
−

∞∑
l,m=1

e−2tlm sin (kx (l +m))

]
.

(A.32)

The last step consists in the evaluation of the sum
∑∞

l,m=1 e
−2tlm sin (kx (l +m)) (we will

make use of the geometric serie
∑∞

k=1 x
k = −1 + 1

1−x for |x| < 1)

∞∑
l,m=1

e−2tlm sin (kxl) cos (kxm) + (l↔ m) = 2
∞∑

l,m=1

e−2tlm sin (kxl) cos (kxm) (A.33)

= 2
∞∑
l=1

sin (kxl)
∞∑
m=1

<e
(
eıkx−2tl

)m
= 2

∞∑
l=1

sin (kxl)
cos kxe

2lt + 1

e4tl − 1

= 2
∞∑
l=1

sin (kxl)
cos kxe

−2lt

1− e−4tl
+ 2

∞∑
l=1

sin (kxl)
e−4lt

1− e−4tl

= −1

2
cot

kx
2

+
1

2
cos kx

θ4

(
kx
2
, e−t

)
θ′4
(
kx
2
, e−t

) +
1

2

θ1

(
kx
2
, e−t

)
θ′1
(
kx
2
, e−t

) .
In the last equality we have used (see [26])

θ′4 (z, q)

θ4 (z, q)
= 4

∞∑
n=1

qn

1− q2n
sin (2nz) for |q| < 1 (A.34)

and

θ′1 (z, q)

θ1 (z, q)
= cot z + 4

∞∑
n=1

q2n

1− q2n
sin (2nz) for |q| < 1. (A.35)

Finally we obtain

∞∑
l=1

sin (kxl) e
−tl2 =

1

θ3

(
ky
2
, e−t

) [−1

2

∂

∂kx
θ3

(
kx
2
, e−t

)
+

1

2
cot

kx
2
− 1

2
cos kx

θ′4
(
kx
2
, e−t

)
θ4

(
kx
2
, e−t

) − 1

2

θ′1
(
kx
2
, e−t

)
θ1

(
kx
2
, e−t

)]
(A.36)
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and

∞∑∗

l,m=0

sin (kxl + kym)

(l2 +m2)α/2
=

1

2Γ
(
α
2

) ∫ ∞
0

{
t
α
2
−1 ×

θ3

(
ky
2
, e−t

)
− 1

θ3

(
kx
2
, e−t

) × (A.37)

×
(
−1

2

∂

∂kx
θ3

(
kx
2
, e−t

)
+

1

2
cot

kx
2
− 1

2
cos kx

θ′4
(
kx
2
, e−t

)
θ4

(
kx
2
, e−t

) − 1

2

θ′1
(
kx
2
, e−t

)
θ1

(
kx
2
, e−t

))}dt

− ı

2

[
Liα

(
eıkx
)
− Liα

(
e−ıkx

)]
+ (kx ↔ ky) .

A.2.3 Behaviour near the origin

Another important aspect of the sum Fα(k) is its behaviour near the point k = 0.
Consider the following modi�ed version of Fα(k) (see [57])

Sα (k, β) =
∞∑

l,n=1

sin (kxl + kyn) e−βmm−α, where m =
√
l2 + n2, (A.38)

which coincides with Fα(k) in the limit β → 0 and, thanks to the presence of the
exponential function, it is an absolutely convergent sum for every momentum vector k.

We can di�erentiate and integrate (A.38) to establish the recurrence relations

Sα−l (k, β) = (−1)l
∂lSα (k, β)

∂βl
(A.39)

and

Sα+l(k, β) =

∫ ∞
β

dβ1

∫ ∞
β1

dβ2 · · ·
∫ ∞
βl−1

dβlSα(k, βl). (A.40)

From (A.39) is evident that we can restrict α to the interval

1 < α ≤ 2. (A.41)

De�ning

k = (kx, ky), k̂ =
k

k
, k = |k|

m = (l, n), m̂ =
m

m

γ = k̂ · m̂ (A.42)

we can express (A.38) as

Sα (k, β) =
∑
m,γ>0

sin (kmγ) e−βmm−α. (A.43)
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Consider the Mellin transform of the product sin (kmγ) e−βm appearing in (A.43)

W (p; β, k, γ) =

∫ ∞
0

xp−1 sin(γkx)e−βxdx = k−pW (p; z, γ), (A.44)

where we have de�ned

z = β/k

W (p; z, γ) =

∫ ∞
0

yp−1 sin(γy)e−zydy. (A.45)

Applying the the Mellin inversion formula (see [46]) to W (p; β, k, γ) we can write (A.38)
as

Sα (k, β) =
1

2πı

∫ c+ı∞

c−ı∞
k−pΨα(p; z)dp, (A.46)

with c = <e(p) and

Ψα(p, z) =
∑
m,γ>0

m−p−αW (p; z, γ). (A.47)

In order to exchange the sum and integral to obtain (A.46) the contour appearing in this
formula must satisfy

1 > c > 2− α ≥ 0. (A.48)

The leading contribution to (A.46) comes from the pole of the integrand which is placed
at 2 − α. This can be seen using the Euler-Maclaurin summation formula to compute
the residue of the function (A.47) at this point

Xα(z) ≡ lim
p→2−α+

(p− 2 + α)Ψα(p, z)

= lim
p→2−α+

(p− 2 + α)

∫
|m|>m0,γ>0

m−p−αW (p; γ, z)dm, (A.49)

where m0 is a cut-o� necessary to avoid the divergence of the integral near the origin.
The di�erence between the sum (A.47) and its integral approximation vanishes in the
limit p→ 2− α+.

Introducing the polar 2-dimensional coordinates we obtain

Xα(z) = lim
p→2−α+

1

2Γ(1/2)
(p− 2− α)

∫ ∞
m0

m1−p−αdm

∫ 1

0

(1− γ2)(−1/2)W (p; γ, z)

= − 1

2Γ(1/2)

∫ 1

0

(1− γ2)−1/2W (2− α; γ, z)dγ. (A.50)
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Then the function Ψα(p, z) is given by

Ψα(p, z) =
Xα(z)

p− 2 + α
+ o [( p− 2 + α)−1]. (A.51)

Finally, using the Cauchy theorem, we can express Fα(kx, ky) for k → 0 as

Sα(k, β) = kα−2Xα(β/k) + o(kα−2). (A.52)

The function W (p; z, γ) in (A.45) is a well known Mellin transform which can be ex-
pressed in a closed form (see [17]) as

W (p; z, γ) =
Γ(p)

(z2 + γ2)p/2
sin
[
p arctan

(γ
z

)]
. (A.53)

Substituting this result in (A.50) we obtain

Xα(z) = −Γ(2− α)

2Γ(1/2)

∫ 1

0

(1− γ2)−1/2

(z2 + γ2)(2−α)/2
sin
[
(2− α) arctan

(γ
z

)]
dγ. (A.54)

This function can be evaluated in the limit z → 0, corresponding to β = 0 at �xed small
k, and it has the following form

Xα(0) = −Γ (2− α) sin
[
(2− α) π

2

]
Γ(1/2) (α2 + 4α− 1)

. (A.55)

A.3 Correlation functions

In this section we will analyse two-point correlation functions.
The one body correlation function can be expressed in terms of Bogolyubov quasi-

particle operators as

g(R′,R) ≡ 〈GS| c† (R′) c (R) |GS〉 = (A.56)

=
1

L2

∑
k,q

eı(R
′·k−R·q)

〈(
η† (k) cos θk − ıη (-k) sin θ-k

) (
η (q) cos θq + ıη† (-q) sin θ-q

)〉
GS

=
1

L2

∑
k,q

eı(R
′·k−R·q) sin θk sin θqδk,q =

1

L2

∑
k

eık·(R
′−R) sin2 θk.
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In the same way the anomalous correlator can be expressed as

ga(R′,R) ≡ 〈GS| c† (R′) c† (R) |GS〉 = (A.57)

=
1

L2

∑
k,q

e−ı(R
′·k+R·q)

〈
c† (k) c† (q)

〉
GS

=
1

L2

∑
k,q

e−ı(R
′·k+R·q)

〈(
η† (k) cos θk − ıη (-k) sin θ-k

) (
η† (q) cos θq − ıη (-q) sin θ-q

)〉
GS

= −ı 1

L2

∑
k,q

e−ı(R
′·k+R·q) sin θk cos θqδk,-q.

If we note that

θk =
1

2
arctan

∆Fα (k)

ε (k)
= −1

2
arctan

∆Fα (-k)

ε (-k)
= −θ-k

cos (−θk) = cos (θk)

(A.58)

we have

ga(R′,R) = −ı 1

2L2

∑
k

e−ık·(R
′−R) sin 2θk. (A.59)

Now we want to express the trigonometric functions appearing in the correlator in terms
of tan 2θk = ∆Fα(k)

ε(k)
. First of all we can note that

sin2 2θk =
1

2
(1− cos 2θk) (A.60)

tan2 2θk =
sin2 2θk
cos2 2θk

=
1− cos2 2θk

cos2 θk
cos2 2θk

(
tan2 2θk + 1

)
= 1

cos 2θk = ± 1√
1 + tan2 2θk

,

and if we choose the solution with the positive sign we obtain

sin2 θk =
1

2

(
1− 1√

1 + tan2 2θk

)
. (A.61)

Finally using the following equalities

sin 2θk = cos 2θk tan 2θk =
tan 2θk√

1 + tan2 2θk
(A.62)
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sin 2θk =
tan (2θk)√
1 + tan2 2θk

=
sgn (ε (k)) ∆Fα (k)√
(∆Fα (k))2 + (ε (k))2

sin2 θk =
1

2

(
1− 1√

1 + tan2 2θk

)
=

1

2

1− |ε (k) |√
(∆Fα (k))2 + (ε (k))2

 (A.63)

we get

g(R′,R) =
1

L2

∑
k

eık·(R
′−R) 1

2

1− |ε (k) |√
(∆Fα (k))2 + (ε (k))2


=
δR′,R

2
− 1

2L2

∑
k

eık·(R
′−R) |ε (k) |√

(∆Fα (k))2 + (ε (k))2
(A.64)

and

ga(R′,R) = −ı 1

L2

∑
k

e−ık·(R
′−R) sgn (ε (k)) ∆Fα (k)√

(∆Fα (k))2 + (ε (k))2
. (A.65)

In the limit L→∞ we can use the substitution

lim
∆n→0

∑
n

(· · · ) ∆n = lim
∆k→0

∑
k

(· · · ) L
2π

∆k =
L

2π

∫ 2π

0

(· · · ) dk (A.66)

which gives

g(R′,R) =
δR′,R

2
− 1

(2π)2

∫ 2π

0

∫ 2π

0

eık·(R
′−R) |ε (k) |√

(∆Fα (k))2 + (ε (k))2
dkxdky

=
δR′,R

2
− I (R′,R;α) , (A.67)

where we have de�ned

I (R′,R;α) =
1

(2π)2

∫ 2π

0

∫ 2π

0

eık·(R
′−R) |ε (k) |√

(∆Fα (k))2 + (ε (k))2
dkxdky. (A.68)

Similarly the anomalous correlator is given by

ga(R′,R) = −ı 1

(2π)2

∫ 2π

0

∫ 2π

0

e−ık·(R
′−R) sgn (ε (k)) ∆Fα (k)√

(∆Fα (k))2 + (ε (k))2
dkxdky. (A.69)
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If we compute =m (I (R′,R;α)) we have

=m (I (R′,R;α)) = 0. (A.70)

Thanks to the even properties of the cosine function under k→ -k and to the following
identity involving periodic functions with period T∫ b

a

∫ d

c

f(x, y)dxdy =

∫ b+T

a+T

∫ d+T

c+T

f(x+ T, y + T )dxdy =

∫ b+T

a+T

∫ d+T

c+T

f(x, y)dxdy,

(A.71)

we obtain

=m (I (R′,R;α)) =
1

2ı


∫ 2π

0

∫ 2π

0

eık·(R
′−R)|t⊥ cos kx + t‖ cos ky + µ

2
|√

(∆Fα (k))2 +
(
t⊥ cos kx + t‖ cos ky + µ

2

)2
dkxdky−

−
∫ −2π

0

∫ −2π

0

eık·(R
′−R)|t⊥ cos kx + t‖ cos ky + µ

2
|√

(∆Fα (k))2 +
(
t⊥ cos kx + t‖ cos ky + µ

2

)2
dkxdky


=

1

2ı

∫ 2π

0

∫ 2π

0

[
e+ık·(R′−R) − e+ık·(R′−R)

]
|t⊥ cos kx + t‖ cos ky + µ

2
|√

(∆Fα (k))2 +
(
t⊥ cos kx + t‖ cos ky + µ

2

)2
dkxdky

= 0. (A.72)

So we have

I (R′,R;α) = <e (I (R′,R;α)) =

∫ 2π

0

∫ 2π

0

cos (k · (R′ −R)) |t⊥ cos kx + t‖ cos ky + µ
2
|√

(∆Fα (k))2 +
(
t⊥ cos kx + t‖ cos ky + µ

2

)2
dkxdky.

(A.73)

In an analogous way

<e(ga(R′,R)) = 0. (A.74)

Finally the anomalous correlator can be expressed as

ga(R′,R) =
1

(2π)2

∫ 2π

0

∫ 2π

0

sin (k · (R′ −R))
sgn (ε (k)) ∆Fα (k)√
(∆Fα (k))2 + (ε (k))2

dkxdky. (A.75)

In fact using the following properties

sgn (ε (k)) = sgn (ε (-k)) (A.76)

Fα (k) = −Fα (-k)
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we have

<e (ga(R′,R)) = 0 (A.77)

A.3.1 Heuristic argument

In this subsection we present an heuristic argument useful to understand at least why
correlation functions exhibits a power-law asymptotic behaviour for system with long-
range interaction. This argument, based on the reality of the two point correlation
functions and on the possibility to exchange sums and integrals when the former are
absolutely convergent objects, is valid only for even powers α with α > 2.

We consider the two points correlation functions along the vertical direction

g1 (R) =

〈
c†
(L2 ,0)

c(L2 ,R)

〉
, (A.78)

which have the following form

I (R) =

∫ ∫
R
eıRkG (k) dk (A.79)

where R is the rectangle [0, 2π]× [0, 2π] represented in Fig.A.1 and the function G (k) is

G (k) =
|t⊥ cos kx + t‖ cos ky + µ

2
|√

(∆Fα (k))2 +
(
t⊥ cos kx + t‖ cos ky + µ

2

)2
. (A.80)

De�ning the vector û = (1, 0)G (k) according to [58] we express the integrand in
(A.79) as

G (k) eıRkx =
1

ıR
(∇ · û) eıkxR +

ı

R
∇
(
eıRkxû

)
. (A.81)

Then by means of the divergence theorem we have

I (R) =
ı

R

∫ ∫
R

∇ ·
(
eıRkxû (k)

)
dk− 1

ıR

∫ ∫
R

(∇ · û) eıkxRdk

= − ı

R

∫
∂R

eıRkxn̂ · û (k) ds− 1

ıR

∫ ∫
R

(∇ · û) eıkxRdk

= −2ı

R

∫ 2π

0

G (kx = 0, ky) dky +
ı

R

∫ ∫
R

(
∂

∂kx
G (k)

)
eıkxRdk, (A.82)
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where we have labelled with ∂R the boundary of the rectangle R and with n̂ the normal
vector at each point of this boundary. The �rst contribution is purely imaginary and
we have to neglect it. We can repeat the previous argument for the function ∂

∂kx
G (k)

obtaining

I (R) =
1

R2

∫ 2π

0

∂

∂kx
G (kx = 0, ky) dky −

1

R2

∫ ∫
R

(
∂2

∂k2
x

G (k)

)
eıkxRdk

= I ′∂R − I ′′R, (A.83)

where we have de�ned

I ′∂R =
1

R2

∫ 2π

0

∂

∂kx
G (kx = 0, ky) dky (A.84)

and

I ′′R =
1

R2

∫ ∫
R

(
∂2

∂k2
x

G (k)

)
eıkxRdk (A.85)

I(R) is real and it could give the leading contribution to our integral. The derivative of
G (kx, ky) is

∂

∂kx
G (kx, ky) =

− sin kxsgn (ε (k))√
(ε (k) + ∆Fα (k))2

−
−|ε (k) |

(
ε (k) ∂

∂kx
ε (k)

)
+ ∆2

(
∂
∂kx
Fα (k)

)
Fα (k)(

(ε (k) + ∆Fα (k))2)3/2

(A.86)

0

R

2π

2π

ky

kx

n̂
1

n̂2

n̂
3

n̂4

Figure A.2: Boundary ∂R of the rectangle R. The normal vectors of this region can
be represented in cartesian coordinates as: n̂1 = (0,−1), n̂2 = (1, 0), n̂3 = (0, 1) and
n̂4 = (−1, 0).
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and at the point kx = 0 gives

∂

∂kx
F (kx, ky)

∣∣
kx=0

=
∞∑

l,m=1

l cos(kym)

(l2 +m2)α/2
+ ζ (α− 1) . (A.87)

Then the integral on the boundary ∂R becomes

I ′∂R =
2ζ(α− 1)

R2

∫ 2π

0

∆2|ε (ky) |
{∑∞

l,m=1
sin(kym)

(l2+m2)α/2
+
∑∞

l=1
sin(kyl)

lα

}
(
ε (ky)

2 + ∆2F (ky)2
)3/2

dky

+
2

R2

∫ 2π

0

∆2|ε (ky)
2 |∑∞l,m=1

m cos(kym)

(l2+m2)α/2

∑∞
p,q=1

sin(kyp)

(p2+q2)α/2(
ε (ky)

2 + ∆2F (ky)2
)3/2

dky

+
2

R2

∫ 2π

0

∆2|ε (ky)
2 |∑∞l,m=1

m cos(kym)

(l2+m2)α/2

∑∞
p=1

sin(kyp)

pα(
ε (ky)

2 + ∆2F (ky)2
)3/2

dky (A.88)

The arguments of the integral (A.88) are absolute convergent series. Then for α > 2 it
is possible to exchange the integral with the sum obtaining a vanishing contribute. In
fact the integrands are product of sine functions with even functions f(ky) with period
2π, for example∫ 2π

0

∞∑
m=1

f(ky) sin(kym)dky =
∞∑
m=1

∫ 2π

0

f(ky) sin(kym)dky, (A.89)

and their integral over [−π, π] vanishes.
We can iterate the previous procedure and at each step we �nd or a purely imaginary

number or a vanishing contribute. This procedure can be used α − 1 times. In fact
the α-th derivative of F (k)

∣∣
kx=0

is a non absolutely convergent sum which diverges at
ky = 0, 2π. In order to understand why this happens we compute for examples the �rst
two derivatives of F (k) at kx = 0

F ′′(kx, ky)
∣∣
kx=0

= −
∞∑

l,m=1

l2 cos(kym)

(l2 +m2)α/2
(A.90)

F ′′′(kx, ky)
∣∣
kx=0

= −
∞∑

l,m=1

l3 cos(kym)

(l2 +m2)α/2
− ζ (α− 2) (A.91)

and it is clear that each derivative produces a power of the index l and at the α-th
iteration produces sums like

∞∑
l,m=1

lα cos(kym)

(l2 +m2)α/2
(A.92)
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which diverge at ky = 0. Then the divergence theorem can be applied α−1 times leading
to a double integral of the form

I (R) =
(−1)α/2−1

Rα−1

∫ ∫
R

(
∂α−1

∂kα−1
x

G (k)

)
eıkxRdk. (A.93)

Taking into consideration our numerical results, which give a behaviour like R−α to the
asymptotic behaviour of the two point correlation function along the vertical direction,
the double integral should behave like 1/R for R� 1.

In the presence of short-range interactions the function G (k) is regular at each step
of the above iterative procedure. Then for every �xed n ∈ N we have a contribute of the
form (see [58])

I (R) = −
n−1∑
s=0

( ı
R

)s−1
∫ 2π

0

∂s

∂ksx
G (kx = 0, ky) dky +

( ı
R

)n ∫ ∫
R

(
∂n

∂knx
G (k)

)
eıkxRdk

= −
n−1∑
s=0

( ı
R

)s−1
∫ 2π

0

∂s

∂ksx
G (kx = 0, ky) dky +O

(
R−n

)
. (A.94)

Then, being the �rst sum equal to zero, we have, for every �xed and arbitrary n, a be-
haviour like O (R−n). Such behaviour is compatible with that of an exponential function
which goes to zero for R→∞ faster than every polynomial.

Hence we can argue that the peculiar properties of long-range interactions manifest
themselves through the non C∞ nature of the function Fα(kx, ky) at each point k of the
momentum space.

The previous argument can be used also for two points anomalous correlators for odd
values (they are purely imaginary) of α with α > 2.
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Appendix B

Lieb-Schultz-Mattis method

In this Appendix we will present the Lieb-Scultz-Mattis method which will be the staring
point in order to numerically diagonalize our 2d model and also it will be very useful in
order to compute correlation functions.

B.1 Diagonalization of the Hamiltonian

We start by considering the problem numerical problem of diagonalize a quadratic Hamil-
tonian.

A quadratic Hamiltonian can be generically expressed as

H =
L2∑
i,j=1

[
c†iAijcj +

1

2

(
c†iBijc

†
j + h.c.

)]
(B.1)

where A is a square symmetric matrix and B is a square antisymmetric matrix. In order
to diagonalize (B.1) we will use the following ansatz (see [14])

ηi =
∑
i

(
gici + hic

†
i

)
(B.2)

η†i =
∑
i

(
gic
†
i + hici

)
(B.3)

where ηi and η
†
i are Fermi operators. These relations applied to our Hamiltonian lead to

H =
∑
i

Λiη
†
i ηi + const. (B.4)
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To make this possible it is necessary that

[ηk, H]− Λiηi = 0. (B.5)

The commutator can be expressed in the following way

[ηk, H] =

(
gkiAlm[ci, c

†
l cm] +

1

2
gkiBlm[ci, c

†
l c
†
m] +

1

2
gkiB

∗
lm[ci, cmcl] (B.6)

+hkiAlm[c†i , c
†
l cm] +

1

2
hkiBlm[c†i , c

†
l c
†
m] +

1

2
hkiB

∗
lm[c†i , cmcl]

)
.

Then using the well-known identity

[A,BC] = {A,B}C −B{A,C} (B.7)

we �nd

[ηk, H] =
∑
l,m

[
gklAlmcm +

1

2
gklBlmc

†
m −

1

2
gkmBlmc

†
l − hkmAlmc†l +

1

2
hkmB

∗
lmcl (B.8)

−1

2
hklB

∗
lmcm

]
.

If we use the fact that A is a symmetric matrix and B is an antisymmetric and real
matrix (see [10]) we �nd∑

l,m

[
gklAlmcm + gklBlmc

†
m − hkmAlmc†l − hklBlmcm

]
=
∑
l,m

(gklBlm − hklAlm) c†m +
∑
l,m

(gklAlm − hklBlm) cm.

(B.9)

And this expression is equal to

Λk

∑
m

(
gkmcm + hkmc

†
m

)
. (B.10)

Finally we have the couples of equations∑
l

(gklAlm − hklBlm) = Λkgkm (B.11)

∑
l

(gklBlm − hklAlm) = Λkhkm.
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These equations can be simpli�ed by introducing the linear combinations

φkm = gkm + hkm (B.12)

ψkm = gkm − hkm.
Substituting we obtain

φk (A− B) = Λkψk

ψk (A + B) = Λkφk. (B.13)

Multiplying both sides of the two equations by Λk we �nd

φk (A− B) (A + B) = Λkφk (B.14)

ψk (A + B) (A− B) = Λkψk.

If we consider a problem in which B is a complex and antisymmetric matrix we get the
following set of equations

Λkφkm =
∑
l

[ψkl (Alm + <e (Blm)) + ıφkl=m (Blm)] (B.15)

Λkψkm =
∑
l

[φkl (Alm −<e (Blm))− ıψkl=m (Blm)]

and in a matrix formalism these equations become

Λkφk = ψk (A + <e (B)) + ıφk=m (B) (B.16)

Λkψk = φk (A−<e (B))− ıψk=m (B) .

For our purposes the interaction matrix B is real. Then if we note that the numbers Λk

appearing in (B.13) are the eigenvalues of the matrix (B.1) we can �nd both eigenvalues
and eigenvectors at the same time by using the following theorem [33]

Theorem. Let A be an m × n real matrix and rank equal to r. Then exist an m ×m
real orthogonal matrix U and an n× n real orthogonal matrix VT such that

A = UDVT , whereD =

(
Σ 0
0 0

)
and Σ =


σ1 0 · · · 0
0 σ2 · · · 0
...

...
. . . 0

0 0 · · · σr

 (B.17)

where D is an m ×m matrix, Σ is an r × r matrix and the σi's are real numbers such
that σ1 ≥ σ2 ≥ · · · ≥ σr > 0.We can express the previous decomposition in the following
way

A = UDVT =
(
U1 U2

)(Σ 0
0 0

)(
VT

1

VT
2

)
= U1ΣVT

1 (B.18)

where U1, V1 are m× n and n× r matrices, respectively, with orthonormal columns and
the 0 submatrices have compatible dimensions for the above partition.
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j j+1 j+2

j+L j+L+1 j+L+2

j+2L j+2L+1 j+2L+3

n
a=1

a1
a2

Figure B.1: "Typewriter" way to label sites of a square lattice. ~a1 and ~a2 are the unit
lattice vectors appearing in 4.1.

The matrix D has the eigenvectors along the diagonal while U and V contain the
eigenvectors.

We have used this technique in our code written using the software Mathematica.
This procedure has the advantage to give both eigenvalues and eigenvectors and permits
to gain computational time.

The Lieb-Schultz-Mattis diagonalization scheme can be adapted for a two dimensional
quadratic system using an appropriate procedure to label each site of the lattice. This
procedure must use a one dimensional way to uniquely identify each site of the lattice,
i.e. it must use one index and not couples of numbers. For a square lattice with L2 sites,
where L is the number of sites of each side of the square, there are are L2! di�erent ways
to enumerate its constituents. We have adopted, as reported in Fig.B.1, a "typewriter"
way to label the sites of the system, i.e each site index is increased by one respect to its
left nearest neighbour and it is increased by L respect to its upper nearest neighbour.
The �rst site is placed at the upper left vertex of the square lattice.

Consider for example a system with L = 3 sites per side described by the following
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Hamiltonian

H =
∑
R

{
− t⊥

(
c† (R) c (R + a2) + h.c.

)
− t‖

(
c† (R) c (R + a1) + h.c.

)
(B.19)

− µnR + ∆
∑
R

2∑∗

l,m=0

d−αl,m
(
c† (R + la1 +ma2) c† (R) + h.c.

)}
+ 9/2µ (B.20)

where

dl,m =
√
l2 +m2. (B.21)

By choosing open boundary conditions the free part of the Hamiltonian (with L2 × L2

elements) is given by

A =



−µ −t⊥ 0 −t‖ 0 0 0 0 0
−t⊥ −µ −t⊥ 0 −t‖ 0 0 0 0

0 −t⊥ −µ 0 0 −t‖ 0 0 0
−t‖ 0 0 −µ −t⊥ 0 −t‖ 0 0
0 −t‖ 0 t⊥ −µ −t⊥ 0 t‖ 0
0 0 −t‖ 0 t⊥ −µ 0 0 t‖
0 0 0 −t‖ 0 0 −µ −t⊥ 0
0 0 0 0 −t‖ 0 t⊥ −µ −t⊥
0 0 0 0 0 −t‖ 0 t⊥ −µ


(B.22)

and the interaction matrix B is

B = ∆



0 d−α1 d−α2 d−α1 d−α1,1 d−α1,2 d−α2 d−α2,1 d−α2,2

−d−α1 0 d−α1 0 d−α1 d−α1,1 0 d−α2 d−α1,2

−d−α2 −d−α1 0 0 0 d−α1 0 0 d−α2

−d−α1 0 0 0 d−α1 d−α2 d−α1 d−α1,1 d−α1,2

−d−α1,1 −d−α1 0 d−α1 0 d−α1 0 d−α1 d−α1,1

−d−α1,2 −d−α1,1 −d−α1 −d−α2 −d−α1 0 0 0 d−α1

−d−α2 0 0 d−α1 0 0 0 d−α1 d−α2

−d−α1,2 −d−α2 0 −d−α1,1 −d−α1 0 −d−α1 0 d−α1

−d−α2,2 −d−α1,2 −d−α2 −d−α1,2 −d−α1,1 −d−α1 −d−α2 −d−α1 0


(B.23)

The j-th row of these two objects, with j ∈ {1, · · · , 9}, represents the interaction of
the j-th site with the other elements of the lattice.

A and B have a block Toeplitz matrix structure which re�ects the translational in-
variance of the system.
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Figure B.2: Comparison between exact and numerical diagonalization for a system with
L = 30 sites per side. We have expressed the energy eigenvalues λn in terms of t⊥ = t‖
which we have set equal to 1. This �xes the energy scale. The index n belongs to the set
of integers n = {1, · · · , L2} and labels the eigenvalues in a decreasing way. The case (a)
belongs to a system in a gapped phase with α = 2.5 and µ = 5. The case (b) is referred
to a system in a gapless phase with α = 2.5 and µ = −2.

The above numerical diagonalization method can be tested comparing analytical
eigenvalues (4.13) with those obtained numerically. As we can see from Fig.B.1, for a
system with L = 30 sites per side, the two methods are compatible both for gapped (the
case µ = 5) and gapless (the case µ = −2) phases. Although these results are obtained
using di�erent boundary conditions, open boundary condition for the numerical approach
and antiperiodic boundary conditions for the exact diagonalization, we can see that, for
the tail of the system considered, bulk properties are predominant in the analysis of the
energy spectrum.
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B.2 Calculation of correlation functions

In this section we will present the procedure which , starting from the knowledge of
the eigenvectors matrices ψ and φ obtained through the singular value decomposition
theorem, will permit the study of correlation functions.

We start considering the following quadratic Hamiltonian (see [9])

H =
L2∑
i,j=1

[
c†iAijcj +

1

2

(
c†iBijc

†
j + h.c.

)]
. (B.24)

This Hamiltonian can be expressed as

H =
L2∑
k=1

Λkη
†
kηk (B.25)

using a Bogolyubov transformation we get(
η
η†

)
=

(
g h
h g

)(
c
c†

)
, (B.26)

where c = (c1, · · · , cL2)T .
From the fermionic statistic of the Bogolyubov quasiparticles

{η†,η} = 1 {η,η} = {η†,η†} = 0 (B.27)

we obtain

ggT + hhT = 1 (B.28)

ghT + gTh = 0.

We can calculate both the eigenvalues and the eigenfunctions from the singular valued
decomposition

Λ = ψ (A + B)φT , (B.29)

in which

φ = g + h (B.30)

ψ = g − h.
From (B.30) we can obtain the one-particle Green function G

(
c, c†

)
G
(
c, c†

)
=

〈(
c
c†

)(
c†

c

)T〉
=

(
gT hT

hT gT

)
G
(
η,η†

)(g h
h g

)
=

(
gT hT

hT gT

)(
1 0
0 0

)(
g h
h g

)
=

(
gT 0
hT 0

)(
g h
h g

)
. (B.31)
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So we have

G
(
c, c†

)
=

(
gTg gTh
hTg hTh

)
. (B.32)

And �nally we can compute 〈
c†c
〉

= hTh (B.33)

〈cc〉 = gTh〈
c†c†

〉
= hTg〈

cc†
〉

= gTg.

In terms of the eigenfunctions obtained through the singular value decomposition the
last relations can be expressed as〈

c†c
〉

=
1

4

(
φT − ψT

)
(φ− ψ) (B.34)

〈cc〉 =
1

4

(
φT + ψT

)
(φ− ψ)〈

c†c†
〉

=
1

4

(
φT − ψT

)
(φ+ ψ)〈

cc†
〉

=
1

4

(
φT + ψT

)
(φ+ ψ) .

During the explaination of the 2D long-range Kitaev model we have analysed corre-
lation functions along the vertical direction which are given by

g (R) =
〈
c†(L/2,0)c(L/2,R)

〉
. (B.35)

In order to compute correlation functions by means of numerical techniques we have to
adopt the previously discussed one dimensional "typewriter" way to label sites of a 2D
square lattice. Using this convention the position of the �rst site in (B.35) on a lattice
with L sites per side is given by (

L

2
, 0

)
=
L

2
. (B.36)

Other sites along the chain in (B.35) are given by(
L

2
, R

)
=
L

2
+RL. (B.37)

By means of this convention we can extract the exact elements of the correlator matrices
necessary to compute (B.35).
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Furthermore we have studied correlators of the form

gD (R) =
〈
c†(0,0)c(R,R)

〉
. (B.38)

The �rst site of this path is labelled by

(0, 0) = 1, (B.39)

while other sites along the diagonal can be identi�ed in the following way

(R,R) = 1 + (R− 1)× (L+ 1). (B.40)
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Appendix C

Entanglement entropy from correlation

functions

Reduced density matrices can be computed using an autoconsistency argument of the
theory (see [12] and [13]).

At T = 0 the mean values of a physical observable is given by (see [29])

〈A〉 = Tr
[
ρ̂Â
]

(C.1)

but at this temperature this is also equal to

〈A〉 = 〈GS| Â |GS〉 . (C.2)

We now consider a system of free fermions hopping between lattice sites described by
the following Hamiltonian

Ĥ = −
∑
n,m

t̂n,mc
†
ncm. (C.3)

The "hat" stands for quantities of the total system. This Hamiltonian has Slater deter-
minants as eigenstates. Then, being |GS〉 a Slater determinant, all correlation functions
can be expressed in terms of the one particle function

Ĉn,m =
〈
c†ncm

〉
(C.4)

which is a hermitean operator. For example〈
c†nc
†
mckcl

〉
=
〈
c†ncl
〉 〈
c†mck

〉
−
〈
c†nck

〉 〈
c†mcl

〉
. (C.5)

Now if we consider a subsystem of M sites we have, by de�nition, that the reduced
density matrix reproduces all expectation values of the subsystem, for example the one
particle function

Ci,j = Tr
[
ρc†icj

]
(C.6)
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where i, j are indices related to the M sites under consideration.
Accordingly to Wick theorem (see [32]) this property holds if ρ is the exponential of

a free fermion operator. Thus we can write

ρ = Ke−H (C.7)

where H is equal to

H =
∑
i,j

Hi,jc
†
icj. (C.8)

Let φk (i) be the eigenfunctions of H with eigenvalues εk.
The transformation to new fermionic operators can be written as

ci =
∑
k

φk (i) ηk. (C.9)

This transformation diagonalizes H and the density matrix ρ becomes

ρ = e−
∑
k εkη

†
kηk . (C.10)

Because of the free fermion form of our diagonalized Hamiltonian H we can write

ρ = ⊗kρk. (C.11)

Due to the Fermi-Dirac statistic for each k we have two possible states: |0〉k or |1〉k.
Then the local Hilbert spaces are isomorphic to C2 and we can identify

|0〉k  
(

1
0

)
|1〉k  

(
0
1

)
ηk  

(
0 1
0 0

)
η†k  

(
0 0
1 0

)
. (C.12)

Then

ρk =
e−εkη

†
kηk

1 + e−εk
=

(
1 0
0 1

)
+

(e−εk − 1)

1 + e−εk

(
1 0
0 0

)
=

(
e−εk

1+eεk
0

0 1
1+eεk

)
. (C.13)

From Tr [ρ] = 1 we �nally obtain〈
η†kηk′

〉
= Tr

[
ρη†kηk′

]
=

e−εk

1 + e−εk
δk,k′ =

1

1 + eεk
δk,k′ . (C.14)

The next step is to consider the following quadratic fermionic Hamiltonian

H =
∑
i,j

c†i tijcj +
(
c†iVijc

†
j + h.c.

)
. (C.15)
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Again one expects

ρ = Ke−H (C.16)

with

H =
∑
i,j

c†iAijcj +
(
c†iBijc

†
j + h.c.

)
. (C.17)

Following the L-S-M method (see Appendix B) one has(
η
η†

)
=

(
g h
h g

)(
c
c†

)
(C.18)

where g and h are M ×M matrices, and from

{η†,η} = 1 {η,η} = {η†,η†} = 0 (C.19)

one has

ggT + hhT = 1 (C.20)

ghT + hgT = 0.

If we want to compute the correlation matrices

Ci,j =
〈
c†ici
〉

Fi,j =
〈
c†ic
†
j

〉
(C.21)

we have to invert the relations (C.20) in the following way(
c
c†

)
=

(
gT hT

hT gT

)(
η
η†

)
(C.22)

C =
〈(
hTη + gTη†

) (
gTη + hTη†

)〉
=
〈
hTηhTη† + gTη†gTη

〉
. (C.23)

In a more explicit form this equation become

Ci,j =
∑
l,o

{
(hT )i,l(h

T )j,o
〈
ηlη
†
o

〉
+ (gT )i,l(g

T )j,o

〈
η†l ηo

〉}
(C.24)

=
∑
l

{
(hT )i,l(h)l,j

(
1− 1

1 + eεl

)
+ (gT )i,l(g)l,j

(
1

1 + eεl

)}
For F we have

F =
〈(
hTη + gTη†

) (
hTη + gTη†

)〉
=
〈
hTηgTη† + gTη†hTη

〉
(C.25)
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and

Fi,j =
∑
l,o

{
(hT )i,l(g

T )j,o
〈
ηlη
†
o

〉
+ (gT )i,l(h

T )j,o

〈
η†l ηo

〉}
(C.26)

=
∑
l

{
(hT )i,l(g)l,j

(
1− 1

1 + eεl

)
+ (gT )i,l(h)l,j

(
1

1 + eεl

)}
.

Then

C = gTΛg + hT Λ̄h (C.27)

F = gTΛh+ hT Λ̄h

where

Λij =
δij

1 + eεi
Λ̄ij =

δij
1 + e−εi

Λij + Λ̄ij = δij. (C.28)

Now, de�ning ∆ = Λ− Λ̄ and observing that

Λ =
1

2
(1 + ∆) , (C.29)

we have

C =
1

2
+

1

2

(
gT∆g − hT∆h

)
(C.30)

F =
1

2

(
gT∆h− hT∆g

)
.

Noting that

W =
1

4
(g + h)T ∆2 (g + h) , (C.31)

the matrix W is real and symmetric 1 then it is diagonalizable. De�ning φ = g + h we
have that φTφ = φφT = 1 and then φ is made by the eigenvectors of W. So diagonalizing
W we obtain the following eigenvalues (accordingly to [12] and [13]) 2

ζi =
1

4
tanh 2 εi

2
. (C.32)

We can �nally compute, from the knowledge of the correlation functions matrices C and
F and taking into consideration C.13, the entanglement entropy as

ρm ln ρm =

(
1

1+eεm
ln 1

1+eεm
0

0 1
1+e−εm

ln 1
1+e−εm

)
(C.33)

1WT = 1
4

(
∆2 (g + h)

)T
(g + h) = 1

4 (g + h)
T (

∆2
)T

(g + h) = 1
4 (g + h)

T
∆2 (g + h) = W

2∆i,j = Λi,j − Λ̄i,j =
(

1
1+eεi − eεi

1+eεi

)
δi,j = − 1−e−εi

1+e−εi
= − tanh εi

2

102



which gives the von Neumann entanglement entropy (using a natural base for logarithms)

S =
∑
m

(
ln (1 + eεm)

1 + eεm
+

ln (1 + e−εm)

1 + e−εm

)
. (C.34)

Now it is necessary to introduce the procedure followed in order to analyse the block
entropy previously utilised to characterise phase diagrams of 2D models.

We have done a block scaling of the entanglement entropy, i.e. we have �xed the tail
of the system and we have considered the entanglement entropy of increasing subsquares
by starting from the central subsquare made by four sites. The �rst subsquare has two
sites per side, the second one has four sides per side and the third one has ten sites
per side. By identifying each subsquare with an integer m and the number of sites per
side with another integer a these two variables are linked through the relation a = 2m.
the �rst site belonging to the j-th row of the m-th subsquare, using the "typewriter"
standard to label sites, is identi�ed by

L/2(L/2− 1)− (m− 1)(L+ 1) + (j − 1)L, (C.35)

where L is the size of the total system, and the last site belonging to the j-th rows is
labelled by

L/2(L/2− 1)− (m− 1)(L+ 1) + (j − 1)L+ 2m− 1. (C.36)

Lattice sites between the the �rst one and the last one of the j-th row can be easily
found by adding positive integers i to (C.35) where i ∈ {1, · · · , 2m− 2}. Iterating
this procedure by means of a for loop which identi�es each subsquare, a second loop
which labels each row of a �xed subsquare and a third loop which labels the elements of
these rows we can identify right matrix elements of correlator matrices C and F of each
sublattice.
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