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Abstract

The Klein-Gordon equation describes a wide variety of physical phenomena
such as in wave propagation in Continuum Mechanics and in the theoretical
description of spinless particles in Relativistic Quantum Mechanics.

Recently, the dissipative form of this equation turned out to be a fundamental
evolution equation in certain cosmological models, particularly in the so called
k-Inflation models in the presence of tachyonic fields.

The purpose of this thesis consists in analysing the effects of the dissipative
parameter on the dispersion of the wave solutions. Indeed, the resulting disper-
sion may be normal or anomalous depending on the relative magnitude of the
dissipation parameter with respect to the pure dispersive parameter. Typical
boundary value problems of cosmological interest are studied with illuminating
plots of the corresponding fundamental solutions (Green’s functions).
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Sommario

L’equazione di Klein-Gordon descrive una ampia varieta di fenomeni fisici come
la propagazione delle onde in Meccanica dei Continui ed il comportamento delle
particelle spinless in Meccanica Quantistica Relativistica.

Recentemente, la forma dissipativa di questa equazione si e rivelata essere una
legge di evoluzione fondamentale in alcuni modelli cosmologici, in particolare
nell’ambito dei cosiddetti modelli di k-inflazione in presenza di campi
tachionici.

L’obiettivo di questo lavoro consiste nell’analizzare gli effetti del parametro dis-
sipativo sulla dispersione nelle soluzioni dell’equazione d’onda. Saranno inoltre
studiati alcuni tipici problemi al controno di particolare interesse cosmologico
per mezzo di grafici corrispondenti alle soluzioni fondamentali (Funzioni di
Green).






Introduction

Cosmology is in many respects the physics of extremes. On the one hand
it handles the largest length scales as it tries to describe the dynamics of the
whole Universe. On these scales gravity is the dominant force and (general) rel-
ativistic effects become very important. Cosmology also deals with the longest
time scales. It describes the evolution of the Universe during the last 13.7
billion years and tries to make predictions for the future of our Universe. In-
deed, most cosmologists are working on events that happened in the very early
universe with extreme temperatures and densities. These extreme conditions
are also present and can be observed today in our Universe in, for example,
supernovae, black holes, quasars and highly energetic cosmic rays.

When one try to describe the dynamics of the very early Universe, which is
characterized by extremely high energies concentrated in a very tiny region of
space, he must deal with both relativistic and quantum effects.

It is an experimental fact that particle physics processes dominated the very
early eras of the Universe. A very important consequence of the latter consist
in the fact that they leads to a very weird hypothesis: repulsive gravita-
tional effects could have dominated the dynamics of the very early Universe.
This is exactly the basic idea of the Theory of the Inflationary Universe,
first proposed by Alan Guth in 1981.

In the early stages of inflationary theory there were hopes to describe the
inflation through the Standard Model of particle physics. One of the various
proposals consisted in assuming a close relation between the inflaton fields and
the GUTs-transition. However, this idea never worked out in a convincing way
and, consequently, inflaton fields lived their own life quite detached from the
rest of Theoretical Particle Physics.

Theoretical physicists are now trying to describe this era in the context of Uni-
fied Theories, of which the most important candidates are the Superstring
Theory and the M-theory.

In this thesis we investigate a (1 + 1)-Dimensional Model for Inhomogeneous
Fluctuations in the Tachyon Cosmology, which represents a classical example
of kinetically driven inflation. Precisely, In our model we assume a specific form
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of an Inflaton Field as well as for the Potential Density; these assumptions are
completely justified in terms of Superstring Theory. These hypothesis lead to
an evolution equation for the time-dependent e inhomogeneous perturbation,
in a homogeneous background, which is described by the Dissipative Klein-
Gordon Equation. In particular, we find that the Dispersive Wave Solutions
of this particular case undergoes an anomalous dispersion.

The outline of this thesis is the following. In Chapter 1 we introduce the
basic mathematical tool which we will use in the second chapter. In partic-
ular, we try to give a formal definition for the concepts of Linear Dispersive
Waves and Linear Dispersive Waves with Dissipation.

In Chapter 2 we analyse in very details the Klein-Gordon Equation with Dis-
sipation. Particularly, we will start with studying the Dispersion Relations,
then we will solve analytically the Signalling Problem and the Cauchy Problem
for this equation using integral transform methods (Laplace and Fourier).

In Chapter 3 we introduce a few basic concepts of Inflationary Physics and
String Cosmology. Precisely, we will focus on concept of k-Inflation.

In Chapter 4 we will finally describe in details the Tachyon Matter Cosmology
and we will solve a Toy Model for small inhomogeneous perturbation of the
tachyon field around time-dependent background solution.
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La matematica e caratterizzata da un lato da una grande liberta,
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essa ha forse una capacita, unica fra le altre scienze,

di passare dall’osservazione delle cose visibili

all'immaginazione delle cose invisibili.

Questo forse ¢ il segreto della forza della matematica.

Ennio De Giorgi

Physics is essentially an intuitive and concrete science.
Mathematics is only a means for expressing the laws that govern phenomena.
Albert Einstein
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Chapter 1

Introduction to Partial
Differential Equation

A Partial Differential Equation (PDE) is an equation involving an unknown
function, its partial derivatives, and the independent variables. PDE’s are
clearly ubiquitous in science; the unknown function might represent such quan-
tities as temperature, electrostatic potential, concentration of a material, ve-
locity of a fluid, displacement of an elastic material, acoustic pressure, etc.
These quantities may depend on many variables, and one would like to find
how the unknown quantity depends on these variables.

Typically a PDE can be derived from physical laws and/or modelling assump-
tions that specify the relationship between the unknown quantity and the
variables on which it depends.

So, often we are given a model in the form of a PDE which embodies physical
laws and modeling assumptions, and we want to find a solution and study its
properties. Some classical examples of PDE in Physics are:

The Heat Equation % =Au, u=u(x,y,z1t)
Navier-Stokes Equation ‘g—‘t’ +v-Vv= —% Vp+f+ vAv
The Wave Equation ?;Tg =cAAu, u=u(z,y,z21t)

In all the previous example we distinguished the role of time from space vari-
ables. If we aim to clarifies the formal definition of a PDE for a scalar function
u, it is convenient to indicate with x € R™ the vector of independent variables
(which may also include the time variable) and with D*u the collection of k!"-
order partial derivatives of u.
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Then, we have

Definition 1 (PDE of order «). For a given domain © C R", a function
u:Q — R and a real function F' € C! such that

quF(Qaa"'7Q17u7X) 7£ 0

the equation

F(D%u,...,Du,u,x) =0 (1.1)
with a = (ay, ... ) multi-index such that:
olel

DY =
: a1 y

is called PDE of order a.

lal =a3 + -+ ay,

Remark (Notation). We will use

Ugy s Ugys Uzgzor Uayzys Uzqzey - - -

to denote the partial derivatives of u with respect to independent variables
x = (z1,...,2,) € R™.

For much of this paper, we will consider equations involving a variable repre-
senting time, which we denote by t. In this case, we will often distinguish the
temporal domain from the domain for the other variables, and we generally will
use €2 C R” to refer to the domain for the other variables only. For instance, if
u = u(x,t) , the domain for the function u is a subset of R™™ perhaps  x R
or 2 X [0,400). In many physical applications, the other variables represent
spatial coordinates. <

We say that a function u solves a PDE if the relevant partial derivatives
exist and if the equation holds at every point in the domain when you plug
in u and its partial derivatives. This definition of a solution is often called a
classical solution, however, not every PDE has a solution in this sense, and it
is sometimes useful to define a notion of weak solution.

The independent variables vary in a domain €2, which is an open set that
may or may not be bounded. A PDE will often be accompanied by boundary
conditions or initial conditions that prescribe the behaviour of the unknown
function u at the boundary 02 of the domain under consideration. There are
many boundary conditions, and the type of condition used in an application
will depend on modelling assumptions.

Prescribing the value of the solution u = ¢, Vx € 02, for a certain function g,
is called the Dirichlet boundary condition.



If ¢ = 0, we say that the boundary condition is homogeneous.

There are many other types of boundary conditions, depending on the equa-
tion and on the application. Some boundary conditions involve derivatives of
the solution. For example, instead of u = g(x,y) on the boundary, we might
impose v - Vu = g(x,y), V(x,y) € 09, for a certain function g and a certain
exterior unit normal vector v = v(x,y). This is called the Neumann boundary
condition.

There are also applications for which it is interesting to consider terminal con-
ditions imposed at a future time; these are called terminal value problems.

Solving a certain Boundary Value Problem means finding a function that sat-
isfies both the PDE and the boundary conditions. However, in many cases we
are not able to find an explicit representation for the solution, which means
that ”solving” the problem sometimes means showing that a solution exists or
approximating it numerically.

Finally, we have some useful definitions and notations.

Definition 2. A PDE is said to be linear if it has the form

D Aa(x)Du = f(x) (1.2)

|| <k
A semilinear PDE has the form

> Aa(x)D%u+ Ag(D* ', ..., Du,u,x) = f(x) (1.3)

|laf=k

A quasilinear PDE has the form

Z Ay(D¥ Y, . Duyu, x) D% + Ag(DF ', ..., Du,u,x) = f(x) (1.4)
|a|=k

An equation that depends in a nonlinear way on the highest order derivatives
is called fully nonlinear PDE.

If an equation is linear and f = 0, the equation is called homogeneous, other-
wise it is called inhomogeneous.
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1.1 Green’s Functions

Consider a set 2 C R™ and two function u, f : 2 — R for simplicity.
Suppose that we want to solve a linear, inhomogeneous equation of the form

Lu(x) = f(x)+ HBC (1.5)

with HBC stands for homogeneous boundary conditions and L is a linear selfad-
joint operator on L?*(€2). We will assume that equation (1.5) admits a unique
solution for every f. This is not the case for all linear operators; for those
that do not admit unique solutions, there is an extended notion of generalized
Green’s functions which we do not pursue here.

Definition 3 (Green’s Function). If equation (1.5) has a solution of the form

u(x) = / G y)f(y)dy, Vf (16)

then the function G(x,y) is called Green’s function for the problem (1.5).

The physical interpretation for the previous definition is straightforward.
We can think of u(x) as the response at the point x to the influence given
by f(x). For example, if the problem involve the elasticity, « might be the
displacement cased by an external force f.

Theorem 1. If there exists a function G such that G is a Green’s function for
the problem (1.5) then this function is also unique.

Proof. Suppose that there is another function G* such that

ux) = [ Gxwiridy, v
then
ux) = [ G xy)fvidy = [ Goxy)siydy
— [ 6y~ eyl frdy =0, v

Thus we conclude that G = G*. So the Green’s function is unique. n
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Relationship to the Dirac 0 generalized function

Part of the problem with the definition (1.6) is that it do not tell us how to
construct G.

Consider the function f as a point source at xo € Q, i.e. f(x) = §(x — xo).
Plugging into (1.6) we learn that the solution to

Lu(x) = 6(x — x¢) + HBC (1.7)
is just
) = [ Gx 3ty — xaldy = Gl o) (18)
In other words, we find that the Green’s function G(x,y) formally satisfies
LiG(x,y) =d(x—y) (1.9)

where the subscript means that the linear operator acts only on x. This equa-
tion physically says that G(x,y) is the influence felt at x is due to a source at'y.

The equation (1.9) is clearly a more useful way of defining G since we can,
in many cases, solve this almost homogeneous equation, either by direct inte-
gration or using Fourier techniques.

Remark. In particular, the equation (1.9) can be rewritten as two conditions:

L:Gx,y)=0, VxeQ: :x#y

/ L,G(x,y)dx =1, VB(y,r),r>0 (1.10)
B(y,r)

where B(y,r) stand for a ball centred at y with radius 7.
In addition to the conditions (1.10), G must also satisfy the homogeneous
boundary conditions as the solution u does in the original problem. <

Example 1 (One dimensional Poisson equation). Suppose u, f : R — R solve
the ordinary differential equation

Ugy = f7
{U(O) =u(L) = 0. (1.11)

Obviously, the corresponding Green’s function will solve

Ga:x(xaxO) = Oa x 7é Lo,

G(0,20) = G(L, m) = 0; (1.12)

To+T
/ Gz, x0)dr =1, NVr>0:[xrg—71,20+7] C|0,L]

o—"r
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One can easily show that G is continuous but that it has a jump in its derivative
at r = xg:
lim, Gz, 29) — lim G.(x,x0) =1

I‘)ﬁo 'IA)ID

Considering the first two equations of (1.12) one can easily conclude that:

ar, x <,
G(z,x0) =14 ’ (1.13)
cox—L), x> x,
Imposing continuity at = xy and the jump condition gives
c1xo = co(xg — L), co—cp =1 (1.14)
so that
L
u(x) :/ G(x,x0) f(zo)dxg
0 (1.15)

= % (/Ox xo(x — L) f(x)dro + /::c(:co — L)f(xo)d:c0>
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1.2 Linear Dispersive Waves

Many problems in Physics can be described in terms of Nonlinear Hyperbolic
PDE. However, the possibility that this kind of equations can develop sin-
gularities, i.e. shock wawves, it is not compatible with the physical meaning
associated with the concept of waves amplitude. Nevertheless, it is reasonable
to assume that the wave front can be spatially extended on a finite region. We
can also suppose that on this region the wave can undergo some dissipative
and dispersive effects which tend to contrast the formation of a shock waves.

Generalities

Differently form hyperbolic waves, which are clearly well defined, it is ex-
tremely difficult to find a formal definition for the dispersive waves. We can
try to define this kind of waves as follows.

Definition 4 (Dispersive Waves). Consider the generic one dimensional Lin-
ear PDE:

0 0
Do = D=D( = = 1.1

where D is a formal polynomial with real constant coefficients and ¢ = ¢(z, t)
a generic real function.
The equation (1.16) is called dispersive if:

1. It admits solutions of the forms:

90(957 t) — Aeiﬂ(m,t) :

(1.17)
Yz, t) = ke — wt, A= const.

then k, the wave number, and w, the angular frequency, are roots of the

implicit equation:

D(—iw,ik) =0 (1.18)

defining locally a dispersion relation w = w(k).

For this equation one can choose a different determinations (also called
branches); so we usually define these different determination modes (of
oscillation).
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2. The dispersion relation is real valued, which formally means w(k) € R,
and
W'(k) #0, almost everywhere (1.19)

The function w”(k) is then called dispersion.
Consider n € Z, for ¥(z,t) = 2nm we have that Rey is maximum, instead,
for ¥(z,t) = (2n + 1)7 then Rey is minimum. In both cases, the equations

describes linear manifolds in spacetime (straight lines in 1 + 1 dimensions),
which evolves with velocity

vp(K) = , (Phase Velocity) (1.20)

in the direction specified by the wave number.
Moreover, we have that:

Kk =1,, w=—%
And then one can easily deduce the following statement
Kt + Wy =0 (121)

that clearly follows immediately form the Schwarz’s Lemma (concerning the
multiple derivation).
The latter equation represent the conservation of the number of maxima of

Iz, t).
Example 2. Consider the Schrodinger equation
10t + Vpze =0, peC (1.22)
If we propose a solution of this equation of the form:
o(x,t) = Aexp [i(kx — wt)] A = const.
we obtain that (w, k) must undergo the following dispersion relation:
w—y*=0

Thus, the Schrodinger equation, if v € R\ {0}, is a dispersive wave equation
with dispersion w” (k) = 2.
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Wave Packets

From the linearity of the equation (1.16), the general solution of the latter can
be cast as a superposition of monochromatic plane waves

o(x,t) = /d/f A(r)exp [i(kx — w(k)t)] (1.23)

where A(k) is an arbitrary function of the wave number. A solution of this
form is called wave packet.

As we know from the previous section, the quantity w”(k) is non vanishing,
then the phase velocity of any wave composing the wave packet depends on
the wave number «; v, = v,(k). Consequently, the wave packet spreads out as
t flows.

Although the wave packet tends to spread out with time, the wave packet
still carries information that can be detected for ¢ > 1, in an appropriate
time-scale. Given that, in such time the wave packet (more properly, the sin-
gle waves composing the packet) will have been propagated also in space then,
from the condition t > 1, clearly it follows that x > 1 in an appropriate
space-scale.

Then, it is convenient to study the behaviour of the wave packet in the limit
such that .

t — 00, * — 00, 2%0(1)

This case is realized for an observer which, in some way, travels along the wave,
as we will clarifier later.

Let us therefore study the wave packet in this limit.

We can recast the equation (1.23) as follows:

oz, t) = /d/iA(/-i) exp (—it x(k,z/t))

N (1.24)
X(k,z/t) = —K> + w(k)

which clearly shows that, per unit of x, the exponential oscillate rapidly.
Using the saddle point approrimation one can prove that, in this limit, we can
obtain the following asymptotic behaviour of the wave packet:

o(x,t) ~ A(z,t) exp [iO(x, t)] (1.25)
with

21

Az, t) = Ao m7

and O(z,t) = Kox — w(ko)t (1.26)
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where kg is such that x'(ko,x/t) = Oxx(ko, z/t) = 0.

The asymptotic behaviour of the wave packet (1.25) is then called non uniform
wave packet, because the distance from two successive wave crests is no more
constant as well as the temporal separation.

The degree of dis-uniformity is shown by the derivations:

1 0k 1 10 1
—Z0_0(=>), %R0 _ (=
ko Ox x ko Ot t
The wave form which is obtained for a wave packet then consists in a carrier
wave modulated by an envelope wave.

Phase Velocity and Group Velocity

Consider the condition of stationary phase (ko such that x'(ko,z/t) = 0) and
omits, for simplicity, the index 0. Thus we have:

O, =k + [z — W' (K)t]ke = K(z, 1)

1.27
O, =w(k) — [z — W' (K)t]ky = w(k; z,t) (1.27)
where we used the fact that kg = ko(z/t).
Then, we can clearly conclude:
Ke +wy; =0 (1.28)
as we have already seen.
Moreover,
/ aﬁ" !/
k=k(z/t) = Ow(k)=uw (li)a— = W' (K) Ky
x
and then, from the equation (1.28), we can easily conclude that
ke +w' (k) ke =0 (1.29)

which clearly shows that the wave number propagates with a velocity w'(k)
following an hyperbolic law of propagation.

The wave crests does not travel with the same speed any more, however, in
places (z,t) such that x = k(x/t) then we have

r—w(k)t=0 (1.30)

An observer who travels with speed (for a certain k)

— (k) =2 (1.31)
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can only see a certain value of the wave number (fixed), and then the same
frequency, but he do not see always the same amplitude for the wave crests.
The velocity

_ Ow

b Ok o

v (1.32)
is then called group velocity. We can finally observe that if an energy density is
associated with the magnitude of a dispersive wave, it is clear that the trans-
port of energy occurs with the group velocity.

1.3 Linear Dispersive Waves with Dissipation
We note that the dispersion law
D(w,k) =0

is an implicit relationship that can generally be satisfied by complex values of
k and w.

Let us assume that it can be solved explicitly with respect to a real variable
(k or w) by means of complex valued branches

wi(k), keR, leN

_ (1.33)
Fm(w), weR, meN

where the overlines expresses the possible complex nature of the dependent

variables and [, m are the mode indices.

These branches provide the so-called Normal Mode Solutions:

oi(z,t; k) = Re {Aj(k) exp [+i(kz — W (K)t)]}

1.34

Om(z,t;w) = Re { A, (w) exp [—i(wl — R (w)z)]} (1.34)
Henceforth we will denote a normal mode simply by ¢;(k) or ¢, (w), so drop-
ping the dependence on z,t; furthermore we will use the notation @,(k) or
@t (w) to denote the complexr modes, i.e. the complex solutions whose real
part provides ¢;(k) or ¢,,(w), respectively.

One can easily note that the normal mode solutions represent pseudo-monochromatic
waves since generally they are not sinusoidal in both space and time. Omit-

ting the mode index, the following straightforward considerations on solutions
(1.34) are in order.
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1. The first solution of (1.34) is sinusoidal in space with wavelength A =

27 /K, but it is not necessarily sinusoidal in time, since:
W(k) = wr(K) + iw; (k) (1.35)

then, only if w € R the solution effectively represents a monochromatic
wave both in space and time. In general, this wave exhibits a pseudo-
period T = 27 /w, and it propagates with speed (the phase velocity)

Up(K) = (1.36)

exhibiting, if w;(k) < 0, an ezponential time-decay in amplitude provided
by the time-damping factor:

Y(k) == —wi(k) >0 (1.37)
The last three equations allow us to write a given normal mode as:

(k) = exp(—y(k)t) Re {A(k) exp [+ir(x — vy,(k)t)] } (1.38)

. The second solution of (1.34) is sinusoidal in time with period 7" = 27 /w,

but it is not necessarily sinusoidal in space, since kK may be complex, say

Rlw) = kp(w) + ik (w) (1.39)

then, only if & € R the solution effectively represents a monochromatic
wave both in space and time. In general, this wave exhibits a pseudo-
wavelength A = 27 /k, and it propagates with speed (the phase velocity)

w
Up(w) := ——
P( ) HT(U))
exhibiting, if k;(w) > 0, an exponential space-decay in amplitude pro-
vided by the space-damping factor:

(1.40)

d(w) == Ri(w) >0 (1.41)
The last three equations allow us to write a given normal mode as:

p(w) = exp(—d(w)z) Re {A(w) exp [—iw(t — z/vy(w))]} (1.42)

The (real) solution of a given problem, of type (1) and (2), is assumed to be

uniquely determined with complex normal modes by a suitable superposition
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of Fourier integrals. Hence, we can write:

V() =Y /C Gu() Ay() exp [+i(kx — Ti(r)8)] die =

where the path of integration C' denotes either the real axis R or, when singular
points occur on it, a suitable parallel line (in the complex plane) which ensure
the convergence and &;(k), Bm(w) are complex functions to be determined to
satisfy the initial or boundary conditions.
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Chapter 2

Klein-Gordon Equation with
Dissipation

Examples of linear hyperbolic systems, which are of physical interest for their
dispersive properties and energy propagation, are provided by the following
1-dimensional wave equation.

O + 200 + B2 = e (2.1)

where ¢ = p(z,t) and «, 3, c € Ry.

In particular, a , § denote two non negative parameters which have dimension
of a frequency [T]™! and ¢ denotes the characteristic velocity. When a3 = 0
one can recognize some well known equations:

1. D’Alembert Equation when o« = 5 = 0;
2. Klein-Gordon Equation when g > o = 0;
3. Viscoelastic Mazwell Equation when 0 = 8 < «;

Then, in modern Mathematical Physics, the equation (2.1) is known as the
Klein-Gordon Equation with Dissipation (KGD) or Dissipative Klein-Gordon
Equation.

The KGD is quite interesting since it provides instructive examples both of
normal dispersion (usually met in the absence of dissipation) and anomalous
dispersion (always present in viscoelastic waves). Parameters a and § actually
play a fundamental role in the characterization of the dispersion properties of
the solution and so does the non dimensional parameter m = «/ as well, as
we will see in the next section.

17
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2.1 Dispersion Relations

The dispersive feature of the KGD are independent from the physical phe-
nomenon to which the equation refers since they are obtained formally from
the associated dispersion relations. Nevertheless, we must distinguish two
cases:

(i) Complex frequency @w € C and real wave number x € R;

(ii) Real frequency w € R and complex wave number % € C.

Thus, we agree to write for plane waves:

plz,t) = Aexp(—yt) cos(kr —wl), ©=w—iy (2.2)
E .

o(x,t) = Aexp(—dx) cos(kxr — wt)
where v > 0 and 0 > 0 are usually called time and space attenuation factors,
respectively.

If we introduce the (2.2) in the KGD we clearly obtain:
—@ + PR = 2w+ B2 =0 (2.3)
—w? 4+ AR — 2w + 2 =0 ‘

which represent the dispersion relations for the KGD.
If we consider, for example, the first relation of the (2.3), recalling the definition
w = w — iy, we immediately get:

—(w—17)? + K? — 2ia(w —iy) + B2 =0 (2.4)
and then
(—w? + 92 + Ak* = 207 + %) +i(2wy — 2wa) =0 (2.5)
thus
— W ERT =207+ B2 =0
v Y+ B (2.6)
2wy — 2wa =0
and we finally obtain the dispersion relation in terms of w = w(k):
32 — 2
w(li) =cry\/1+ W (27)
If we now recall the definitions of phase and group velocity, we obtain:
2 _ 2
. ) (2:8)
Ow(k) K
vy(K) =
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If we quote the plots of the (2.7) and (2.8) we can point out the following
consideration:

1. For 0 < a < B: v, > vy, > 0 - normal dispersion;
2. For 0 < B < a: vg > v, > 0 - anomalous dispersion;

3. For 0 < a = B: vy = v, = ¢ with constant attenuation v = o and
d = a/c - no dispersion/distortionless.

Now, if we consider the dissipative properties which arise from the KGD we
must again take in account the equations (2.3). If we consider the two cases of
dispersion ((w, k) and (w, &)), as shown in (2.2), we can immediately conclude

that:
{w = w(k) = Re(w) and { Kk = k(w) = Re(R)

v =7(k) = —Im(®) d=0d6(w)=1Im(R) (29)

Thus, considering the (2.3) we conclude that:

T =ia £ /K2 + (B2 — a?)
Io(w)| = L \/(w2 = 32) + V(W = 2 + (20w)? (2.10)
_ 1 \/\/ + (20w)? — (w? — 5?)

which gives us an expression for Re(w), Im(w), Re(r) and Im(R) depending
basically on s, w and sgn(f% — o?).

If we quote the plots of the (2.9) we can point out that in the k-representation
one can notice a cut-off in k if 0 < [ < «, while in the w-representation the
cut-off arise only in absence of dissipation, i.e. a = 0.
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%k = F(w) Representation
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2.2 The Signalling Problem

As usual for any PDE occurring in mathematical physics, we must specify
some boundary conditions in order to guarantee the existence, the uniqueness
and, in some lucky cases, the determination of a solution of physical interest
to the problem.

The two basic problems for PDE’s are usually referred to as the Signalling
problem and the Cauchy problem. The former consist in a mixed initial and
boundary value problem where the solution is to be found for z > 0 and ¢ > 0,
from the data prescribed at t =0 and x = 0.

Considering the KGD equation (2.1), we propose the following conditions for
the Signalling Problem:

SO(LE’O) = 30t<x70) =0;
©(0,t) = W(t); for >0,t>0 (2.11)
o(+00,t) =0
Then, if we consider the (2.1), the solution of this equation can be easily
obtained using the Laplace transform technique.

Indeed, if we recall the definition of the Laplace Transform with respect to the
time variable ¢:

F(s) = £LF(8) = / Tetinde, 1) < Js) (2.12)

we can clearly conclude that

<pt<x7t) - S(ﬁ(xv S) - QO(.%‘, O) ) Sott(mv t) - 52@(3;’ S) - 590(1;7 O) - (pt(xv 0)

and then, applying these results to the KGD and considering the bound-
ary/initial conditions furnished by the Signalling Problem (2.11), one can con-
clude that:

O + 2000, + BRp = CPpry == G+ 2055 + B3 = PGy (2.13)

thus
52 + 2as + 3

5 (2.14)

Ouz — 0 =0, 0=
with the boundary/initial conditions:

2(0,5) = W(s);
{{5(—1—00,8) :o (2.15)
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The equation (2.14) is an ordinary differential equation in the spatial coordi-
nate x which is extremely easy to solve. Indeed, the general solution for the
(2.14) is given by:

P(x,5) = c1(s) exp(VO ) + ca(s) exp(—V6 ) (2.16)
Now, considering the conditions (2.15) one can easily conclude that:

c1(s) =0, ca(s) = U(s)

thus 2, g )
P(x,5) = U(s) exp(—Vox), J= w (2.17)
or, more explicitly
Bla,s) = W(s) exp (= /(s + ) + 77 —a?) (2.18)
Now, if we define
r=t-2, £=2, x=[F-o? (2.19)
c c
and
J + 2
FrE,r) = 1<X i €)>, if B2—a*>>0
7(T + 2¢) (2.20)
I (x/7(r +28))
F=(& 1) = : if B2 —a®<0
T(T + 2§)
then we have:
S a9+ 2 o (TR
=¥ % [6_0‘55(7) F x&e e T FE(E,7) @(7)]
thus
0(&, 1) = exp(—af) [\I/(T) Fxé exp(—aT)Fi(g, T) * ‘11(7')} (2.22)

where J; and I, which appear in F*, denote the ordinary and the modified
Bessel function of the first order, respectively.

Clearly, the first term of the equation (2.22) represents the input signal, prop-
agating at velocity ¢ and exponentially attenuated in space; the second one is
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responsible for the distortion of the signal that depends on the position and on
the time elapsed from the wave front. The amount of distortion can be mea-
sured by the parameter y that indeed vanishes for o = 3, which represents the
distortion-less case.

Remark. The convolution is to be intended in Laplace sense:

(f * 9)(t) = / f(t = 7)g(r)dr

Moreover, O(7) is the Heaviside step function.
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2.3 The Cauchy Problem

Let us now consider the Cauchy problem (or initial value problem), where the
solution is to be found for € R and ¢ > 0 from the data prescribed at t = 0.
Consider the KGD problem; if we rename the function ¢ = p(z,t) as:

o(z,t) = e *v(z,t) (2.23)
the equation (2.1) immediately become:
Vg — g £ X0 =0 (2.24)

which clearly is the one dimensional Klein-Gordon equation with m? = +>2.
If we want to study the initial value problem for the latter equation then we
have to solve the following Cauchy problem:

Vg — CUge £ X2 = Spd(1)6(t)
v(x,0) = Upd(z) reR, t>0 (2.25)
vy (z,0) = Vod(x)

where v = v(z,t), a,B,c € RS and Sy, Up,Vp € R (with initial conditions
suitable for a PDE of the second order in time).

If we now apply to (2.40) both Laplace (with respect to t) and Fourier Trans-
forms (with respect to z) we get:

= . S()‘F‘/o‘i‘UoS
ok, 5) = s2 + x2 + ?k?

(2.26)

thus we have that the initial condition V) # 0 provides a solution similar to
that provided by the source Sy # 0.
Therefore, the problem is divided into three cases.

Casel1l-Uy=Vy=0
In this particular case we have that the equation (2.26) becomes:

= . = S()
v(k,s) = Gs(k,s) = T o

(2.27)

where Gg = Gg(x,t) represents the Green’s function for the Source Problem.
If we reverse the Fourier Transform we immediately get:

—~ Sy [t el So [T cos(kx)
G = — dk = — d 2.28
5(z,5) 27 /_ s2 + 2Kk? + x? - /0 s2 + 2Kk2 £ X2 r(228)

(e 9]
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If we now reverse the Laplace Transform using the following result:

«

simat + ——
52 + o2

we obtain:

Sy [ cos(kx) sin (t k2 + X2>
/ drs (2.29)
0

GS(xut):_ \/m

™

and, recalling the following results:

exp (—A\/ s + 042)
Vs?+a?
AT @)

s2 — 2

Jo (aM) Ot —A) =

Io (a\/t2 - A2> Ot — A) = =P (
we finally conclude that:

Gi(z,t) = 5—2 Jo (X 2 — (x/c)2> O(ct — |z]), if 5% —a*>0

2 (2.30)
Gy(x,t) = 2—2 Iy (X 2 — (x/c)2> O(ct — |x), if B2 —a®><0
Case 2 - 5,=Up=0
Now we have that the equation (2.26) becomes:
= —— 1%
0(k, s) = Gac(k,s) = 0 (2.31)

s2 £ x2 + 2k?

where Gy = Gg(x,t) represents the Green’s function for the Second Cauchy
Problem.
As we said before, this case provide a Green’s Function such that

Gac x Gy

indeed we can conclude that:

G ) = 20 g, (X 2 (x/c)2> Ot —|z), if f2—a®>0
‘2/0 (2.32)
G;C(:E,t) -

20
2c

Io (X tQ—(x/c)Q)@(ct—M), it 52— a2 <0
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Case 3-5,=V;=0
In this case we have:

~ — U()S . U08 1

(K, s) = Gio(k, s) = 2+ Y24 2k 2 52?(2 e (2.33)

If we now reverse the Fourier Transform using the following result:

71 [ 2a

m] = exp(—a|$|)

then we conclude:

— 1 Ups ||
GIC(Z', S) = 2—0\/52—(;:7 exp (—7\/ s+ XZ) (234)

thus,

|| 2 2
o U, €xp <—7 S :sz)
GIC('rv 8) = _OS

2c /82:|:X2

Then, if one consider the following results:

(2.35)

exp (_Nm)

e MB5(t — A) + % [e—ﬁtfo (am) ot — A)} +s

(s+p)2— a2
Y L P ST

one can immediately conclude that:

0= 2{o-2) &[T -]

if f2—a%?>0
U d T
e S22 (-2
if f2—a%?<0
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Now, if we define:

A*(z,t) = Jo (X 12— (]93|/c)2> L i a0
(2.37)
A (z,1) = Iy (X 2 (|:1:]/c)2> . i B2—a? <0

then we can rewrite the Green’s Functions for the equation (2.40) (PDE in
v=uv(z,t)) as follows:

GE(z,t) = %Ai(x,t)@(ct — |z|)

G () = % {5 (t - %) + % {Ai(x,t)@ (t _ @)} } (2.38)

v
Gola,t) = 5, Mz, )8 et — [x])
and then follows the Green’s Functions for the equation (2.1)

G (2,1) = 20 = A* (2, 1)0ct — o

Gio(z,t) = % e {6 (t - @) + % [Ai(x,t)@ <t — %)} } (2.39)

v
Goo(,1) = 57 e A= ()0 ct — |a])

Now, if we consider the General Cauchy Problem for the KGD:

Oy — CPgy + 2000, + B2 =0
o(x,0) = d(x) reR, t>0 (2.40)

pi(x,0) = ¥(x)
where ¢ = p(z,t) and «, 3, c € RJ; the solution is clearly is given by:
o(z,t) = Gio.(z,t) * ®(x) + G5 (z, ) V() (2.41)

fact which conclude this analysis.
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Chapter 3

The Physics of Inflation

At early times, the universe was extremely hot and dense. Interactions be-
tween particles were frequent and energetic. Matter was in the form of free
electrons and nuclei with light bouncing between them. As the primordial
plasma cooled, the light elements formed. At some point, the energy had
dropped enough for the first stable atoms to exist. At that moment, photons
started to stream freely. Today, billions of years later, we observe this afterglow
of the Big Bang as microwave radiation. This radiation is found to be almost
completely uniform, with a uniform temperature about 2.7 K almost in all di-
rections. A remarkable fact is that the Cosmic Microwave Background (CMB)
contains small variations in temperature at a level of 1 part in 10*. Modern
Cosmological theories assume that these anisotropies reflect some small vari-
ations in the primordial density of matter. These inhomogeneities probably
started as quantum fluctuations in the so called inflationary epoch which were
stretched to cosmic sizes by the inflationary expansion but remain constant in
amplitude when larger than the contemporary Hubble scale.

Dark Matter Structure
Production Formation
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0.1TeV 0.1 MeV 0.1eV energy density
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1”% {\’[/ GeV "| radiation

dark matter

dark energy

dark energy (73%)

dark matter (23%)

fraction of energy density

-30 -20 -10 0 10
Il 1 1 i e TTIIIIIIC

........ baryons (4%)
3 min 380kyr 13.7Gyr
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This picture of the universe is an experimental fact.

The majority of the actual universe consists of strange forms of matter and
energy which we have never seen in High Energy Physics experiments. Dark
matter is required to explain the stability of galaxies and the rate of formation
of large-scale structures. Dark energy is required to rationalise the striking
fact that the expansion of the universe started to accelerate recently (a few
billion years ago). Unfortunately, what dark matter and dark energy are is
still unknown.

Another experimental fact is that particle physics processes dominated the
very early eras of the Universe. Quantum field theory effects were predom-
inant in this epoch then this leads to an important possibility: scalar fields
producing repulsive gravitational effects could have dominated the dynamics of
the very early universe. This leads to the Theory of the Inflationary Universe,
proposed by Alan Guth in 1981.

This particular repulsive effect can happen if a scalar field dominates the dy-
namics of the early universe and then an extremely short period of accelerating
expansion will precede the Hot Big Bang era. This produces a very cold and
smooth vacuum-dominated state and ends in "reheating” which consists in the
conversion of the scalar field to radiation, initiating the hot big bang epoch.
This inflationary process is claimed to explain the puzzles related to the Causal
limitations and the peculiarities of our universe (homogeneity, isotropy, spa-
tial curvature). Inflationary expansion explains these features because particle
horizons in inflationary Friedmann-Lemaitre-Robertson-Walker (FLRW) mod-
els would be much larger than in the standard models with ordinary matter,
allowing causal connection of matter on scales larger than the visual horizon.

3.1 Introduction to Standard Cosmology

Let start to consider the basic theoretical framework which enables to interpret
the cosmological observations. The starting point is the Cosmological Principle
which states that it is possible to define in space-time a family of space-like
sections (space-like foliation of spacetime) such that on top of all of them the
Universe has the same physical properties in each point and in every direction
(homogeneity and isotropy).

We consider a 4-dimensional Lorentzian manifold (a spacetime) compatible
with the cosmological principle: the most general metric for such a space
having homogeneous and isotropic spatial sections (i.e. which has a mazimally
symmetric three-dimensional subspace) can be parametrized by the following
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line element:

2

1 —kr?

ds* = —dt* + a*(t) + 72(d6* + sin® Od¢?) (3.1)

where a(t) is known as the cosmic scale factor, the parameter k£ = 1,0, —1
is the curvature constant (corresponding respectively to spherical, euclidean
and hyperbolic spatial sections) and (¢,r,0,¢) are known as comoving co-
ordinates (they are related to physical coordinates x; by the scale factor
a(t), ie. z, = a(t)r). An observer whose 4-velocity in these coordinates
is U* = (1,0,0,0) is called a comoving observer and t is the physical time
experienced by a comoving observer.

Another fundamental coordinate choice is obtained by substituting in the pre-
vious FRW metric:

dt = a(t(n))dn (3.2)

where 7 is often called conformal time, whereas t is the cosmic time.

The Einstein Field equations can be derived from the action

where

1
Spy = oy / d*rv/—g(R —2A), Einstein-Hilbert Action
K

(3.4)
S, = Z d4x\/—g£ﬂeld, "Matter” Action

fields

and where we included the Cosmological Constant A. Then we have the field
equations:
G+ Ag = 87GNT ), withec=1 (3.5)

where we introduced the Einstein tensor
1
G =R — 3 Ry,

and we used the definition
2 0S,,
T, = —
V=g 69"

By using the Bianchi identity VG, = 0 one can recover the continuity equa-
tion for the sources:

VT, =0 (3.6)
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Now, inserting the FRW metric (3.1) into (3.5) we get the so called Friedmann
equations:

kE 8rG A
2= =N
a 3 3 (3.7)
: i 4rG 3p) | A :
gym=2=_"" Np(1+—p)+—
a 3 p 3

where p and p are respectively the pressure and the energy density of "matter”
and H(t) = a/a is the Hubble Parameter.
The cosmological principle fixes the form of the stress-energy tensor to

T = a*(t) diag(—p, p, p, )

so the continuity equation for the sources can be rewritten in a non covariant
form as
p+3H(p+p) =0 (3.8)

where an overdot stands for derivative with respect to the cosmic time ¢.
Among possible sources, we may also include the so-called vacuum or dark
energy, whose equation of state is

A
_87TGN

PA = —DPA (39)

The previous relation (3.8) implies that assuming a barotropic equation of
state for the cosmological fluid, p = wp we obtain

p o a3+ (3.10)

To keep contact with standard notation we introduce

87TGN A k
Q= ——p, =—, Qp:=- 3.11
sz P N T 3m R T T aH)? (3:11)
The critical energy density p. corresponds to:
3H{ 2 —47 4
Pe = =8.10h" x 107" GeV ™, h ~ (0.71 4+ 0.03) (3.12)
87TGN
Finally, if we define the deceleration factor gy as:
aa
o = —— (3.13)
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then we get the two fundamental equations of Standard Cosmology:

Qo+ QA+ Q. =1, qoz%(l—i-%)—f)/\g (3.14)
We can solve the equations (3.7), or alternatively any of the equation (3.7)
and equation (3.8), to find the qualitative evolution of the cosmic scale factor
once p = p(p) is known.
Any stable energy component with negative pressure is of little importance in
the early stage of the cosmological evolution: at early times it must have been
a minor fraction of the cosmological source because of (3.10).
One can immediately derive the evolution of the scale factor for w = 1/3, but
the time coordinate cannot, for this case, be extended beyond a critical value
in the past, conventionally set to ¢t = 0, where a singularity is met almost
unavoidably if the dominant energy source has p/p > 0.
Clearly this analysis is based on Classical General Relativity and breaks down
at t ~ tpl. The singularity is not a formal artifact of our characteristic solu-
tion, but within the framework of General Relativity it has been demonstrated
by Hawking and Penrose under well defined, but reasonable, hypotheses.

Theorem 2 (Penrose-Hawking Singularity Theorem). Let M be a globally
hyperbolic space-time with non-compact Cauchy surfaces satisfying the null
enerqy condition. If M contains a trapped surface ¥ then M is future null
geodesically incomplete.

Or, more simply: a spacetime M necessarily contains incomplete, inex-
tendible timelike or null geodesics (i.e. a singularity) under the following
hypotheses:

1. M contains no closed timelike curves (unavoidable causality require-
ment);

2. At each point in M and for each unit timelike vector with component
u® the energy momentum tensor satisfies (null energy condition):

1
(TW ~ 3 gWTL‘j‘) uwtu” >0

3. The manifold is not too highly symmetric so that for at least one point
the curvature is not lined up with the tangent through the point;

1Planck time: tp = hf—;v ~ 5.39106 x 10~**s
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4. M does not contain any trapped surface.

All conditions except the last one, which is rather technical, are completely
reasonable for a realistic spacetime.

From the previous model we know that the early universe was extremely hot
and dense. The interactions between particles were therefore very frequent.
As long as the interaction rate I' for a certain particle species exceeded the
expansion rate H, these particles were in equilibrium. The particle densities
were then given by the standard results from equilibrium statistical mechanics.
Relativistic particles (m < T') dominated the energy and particle number den-
sities of the universe. The abundances of non-relativistic particles (m > T)
were Boltzmann-suppressed, n o« exp(—m/T). Massive particles therefore
became less important as the universe cooled. If equilibrium persisted until
today, the universe would be mostly composed by photons.

Fortunately, equilibrium did not last forever. As the universe cooled, the in-
teraction rates for many particle species dropped below the expansion rate,
I' < H. This led to deviations from equilibrium, resulting in the freeze-out of
massive particles. Non-equilibrium processes were crucial for the production
of dark matter, the synthesis of the light elements during Big Bang nucleosyn-
thesis and the recombination of electrons and protons into neutral hydrogen.
The following table summarize the Thermal History of the Universe.

Event Time ¢ Redshift z | Temperature T
EW phase transition 20 ps 10 100 GeV
QCD phase transition 20 15 102 150 GeV
Neutrino decoupling ls 6 x 10° 1 MeV

Electron-positron annihilation 6s 2 x 10° 500 keV
Big Bang nucleosynthesis 3min 4 % 108 100 keV'
Matter-radiation equality 60 kyr 3200 0.75 keV

Recombination 260 — 380 kyr | 1100 — 1400 | 0.26 — 0.33eV

CMB decoupling 380 kyr 1000 — 1200 | 0.23 —0.28 eV

Reionization 100 — 400 Myr 11 —-30 2.6 —7.0meV
Dark energy-matter equality 9 Gyr 0.4 0.33meV
Present 13.7 Gyr 0 0.24 meV
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3.2 Inflation

Running back in time to the very beginning of the expansion of the Universe,
the uniformity of the CMB becomes mysterious. It is a famous fact that in
the conventional Big Bang cosmology the CMB at the time of decoupling con-
sisted of about 10* causally independent patches. Two points on the sky with
an angular separation exceeding 2° should never have been in causal contact;
however they are observed to have the same temperature with an extremely
high precision. This fact is called the Horizon Problem.

The horizon problem in the form stated above assumes that no new physics be-
comes relevant for the dynamics of the universe at early times. In this chapter,
we will see how a specific form of new physics may lead to a negative pressure
component and to a quasi-exponential expansion (de Sitter expansion). This
period of inflation produces the apparently acausal correlations in the CMB
and hence solves the horizon problem.

Moreover, inflation also explains why the CMB has small inhomogeneities as
shown in the figure.

Quantum mechanical zero-point fluctuations during inflation are promoted
to cosmic significance as they are stretched outside of the horizon. When the
perturbations re-enter the horizon at later times, they seed the fluctuations in
the CMB. Through explicit calculation one finds that the primordial fluctu-
ations from inflation are just of the right type (Gaussian, scale-invariant and
adiabatic) to explain the observed spectrum of CMB fluctuations.
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Basics of Inflationary Cosmology

Let us consider the schematic representation of the History of the Universe
shown in the figure.
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The main topic of the next few sections will be just the first part of the
graph which goes from the beginning of inflation to the reheating.

Most of current models of inflation are based on Einstein’s theory of Gen-
eral Relativity with a matter source given by a scalar field .

The idea of inflation is very simple. We assume there is a time interval begin-
ning at t; = 0 and ending at tr (the reheating time) during which the Universe
is exponentially expanding, i.e.,

a(t) c et te [t tg] (3.15)

with a constant Hubble parameter H. Such a period is called de Sitter expan-
ston or inflation.

The success of Big Bang nucleosynthesis sets an upper limit to the time tr of
reheating, tgr < tyg, tys being the time of nucleosynthesis.

During the inflationary phase, the number density of any particles initially
present at ¢t = t; = 0 decays exponentially. At t = tg, all of the energy which
is responsible for inflation is released as thermal energy. This is a non-adiabatic
process during which the entropy increases by a large factor.

A period of inflation can solve the Homogeneity Problem of standard cosmol-
ogy, the reason being that during inflation the physical size of the forward light
cone exponentially expands and thus can easily become larger than the physi-
cal size of the past light cone at t,.., the time of last scattering, thus explaining
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the near isotropy of the cosmic microwave background (CMB). Inflation also
solves the flatness problem.

Most importantly, inflation provides a mechanism which in a causal way gen-
erates the primordial perturbations required for galaxies, clusters and even
larger objects. In inflationary Universe models, the Hubble radius (apparent
horizon) and the (actual) horizon (the forward light cone) do not coincide at
late times. Provided that the duration of inflation is sufficiently long, then
all scales within our present apparent horizon were inside the horizon since
t;. Thus, it is in principle possible to have a causal generation mechanism for
perturbations.

The density perturbations produced during inflation, as already said, are due
to quantum fluctuations in the matter and gravitational fields. The amplitude
of these inhomogeneities corresponds to a temperature Ty ~ H, the Hawking
temperature of the de Sitter phase. This leads one to expect that at all times
t during inflation, perturbations with a fixed physical wavelength A ~ H~!
will be produced. Consequently, the length of the waves is stretched with the
expansion of space, and soon becomes much larger than the Hubble radius
I (t) = H71(t). The phases of the inhomogeneities are random. Thus, the in-
flationary Universe scenario predicts perturbations on all scales ranging from
the comoving Hubble radius at the beginning of inflation to the corresponding
quantity at the time of reheating. In particular, provided that inflation lasts
sufficiently long, perturbations on scales of galaxies and beyond will be gener-
ated. Note, however, that it is very dangerous to interpret de Sitter Hawking
radiation as thermal radiation. In fact, the equation of state of this ”radiation”
is not thermal.

The basic physical mechanism for producing a period of inflation in the very
early universe relies on the existence, at such epochs, of matter in a form that
can be described classically in terms of a scalar field. Upon quantisation, a
scalar field describes a collection of spin-less particles. It may at first seem
rather arbitrary to postulate the presence of such scalar fields in the very
early universe. However, their existence is suggested by the Standard Model
of Fundamental Interactions, which predict that the Universe experienced a
succession of phase transitions? in its early stages as it expanded and cooled.
For example, let us model this expansion by assuming that the Universe fol-
lowed a standard radiation-dominated Friedmann model in its early stages, in

2The basic premise of Grand Unification is that the known symmetries of the elementary
particles resulted from a larger symmetry group. Whenever a phase transition occurs, part
of this symmetry is lost, so the symmetry group changes.
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this case: .
t t X —— 3.16
alt) o< Vi 7 (3.16)
where the "temperature” T is related to the typical particle energy by T' ~
E/kg.

The basic scenario is as follows.

o Ep ~ 10YGeV > E > Eqyr ~ 10" GeV The earliest point at which

the Universe can be modelled as a classical system is the Planck era,
corresponding to particle energies Ep ~ 10'° GeV and time scales tp ~
10~%3 s; prior to this epoch, it is considered that the Universe can be
described only in terms of some, as yet unknown, Quantum theory of
Gravity.
At these extremely high energies, Grand Unified Theories (GUTS) pre-
dict that the electroweak and strong forces are unified into a single force
and that these interactions bring the particles present into thermal equi-
librium. Once the universe has cooled enough to Eqyr ~ 10 GeV,
there is a spontaneous breaking of the symmetry group characterising
the GUT into a product of smaller symmetry groups and the electroweak
and strong forces separate. From the equation (3.16), this GUT phase
transition occurs at topr ~ 1073 s.

o Ecur ~ 10°GeV > E > Epw ~ 100GeV During this period the
electroweak and strong forces are separate and these interactions sustain
thermal equilibrium. This continues until the Universe has cooled to
Egw ~ 100GeV when the unified electroweak theory predicts that a
second phase transition should occur in which the electromagnetic and
weak forces separate. Again, the equation (3.16), this electroweak phase
transition occurs at tpy ~ 107 s.

o Epw ~ 100GeV > E > Egp ~ 100 MeV During this period the elec-
tromagnetic, weak and strong forces are separate, as they are today.
It is remarkable, however, that when the universe has cooled to Egn ~
100 MeV there is a final phase transition, according to the theory of
Quantum Chromodynamics (QCD), in which the strong force increases
in strength and leads to the confinement of quarks into hadrons.
This Quark-Hadron phase transition occurs at tgm ~ 107° s.

In general, phase transitions occur via a process called Spontaneous Symme-
try Breaking, which can be characterised by the acquisition of certain non-zero
values by scalar parameters known as Higgs fields. The symmetry is manifest
when the Higgs fields have the value zero; it is spontaneously broken whenever



3.2 Inflation 41

at least one of the Higgs fields becomes non-zero. Thus, the occurrence of
phase transitions in the very Early Universe suggests the existence of scalar
fields and hence provides the motivation for considering their effect on the
expansion of the Universe. In the context of inflation, we will confine our at-
tention to scalar fields present at, or before, the GUT phase transition.

For simplicity, let us consider a single scalar field ¢ present in the very Early
Universe. The field ¢ is traditionally called the inflaton field for obvious rea-
sons.

In most current models of inflation, ¢ is a scalar matter field with standard
action:

1
Lin=—5V'oVup=V(p),  Sm= /d4wx/—9 L (3.17)

where V,, denotes the covariant derivative, ¢ is the determinant of the metric
tensor and the exponential expansion is driven by the potential energy density
V(p).

The resulting energy-momentum (comparing the result from the variational
approach with the energy-momentum tensor for a perfect fluid, using comoving
coordinates) tensor yields the following expressions for the energy density p
and the pressure p:

) 2
v (Vo)
ple) =5 + -5+ V(v
2 2a 3.18
-9 2 ( ° )
pe) =2 - Ty
2 6a?
It thus follows that if the scalar field is homogeneous and static, but with pos-
itive potential energy, then the equation of state p = —p, which is necessary

for exponential inflation, arises.

Most of the current realizations of potential-driven inflation are based on sat-
isfying the conditions:

P*<V(p), a (V) <V(p) (3.19)

via the idea of slow rolling.
If we now consider the equation of motion of the scalar field ¢:
av
G+3Hp —a2Ap+—=0 (3.20)
de
If the scalar field starts out almost homogeneous and at rest, if the Hubble
damping term is large and if the potential is quite flat, so the term on the
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r.h.s. is small, then ¢ may remain small compared to V(). Note that if the
spatial gradient terms are initially negligible, they will remain negligible.

Chaotic inflation is a prototype of inflationary scenario. Consider a scalar
field ¢ which is very weakly coupled to itself and other fields. In this case,
¢ need not to be in thermal equilibrium at the Planck time and most of the
phase space for ¢ will correspond to large values of |¢| (typically || > Mp).
Consider now a region in space where at the initial time ¢ is very large, approx-
imately homogeneous and static. In this case, the energy-momentum tensor
will be immediately dominated by the large potential energy term and induce
an equation of state p ~ —p which leads to inflation. Because of the large
Hubble damping term in the scalar field equation of motion, ¢ will only roll
very slowly towards ¢ = 0, assuming that V(¢) has a global minimum at a
finite value of ¢ which can then be chosen to be ¢ = 0. The kinetic energy
contribution to p and p will remain small, the spatial gradient contribution
will be exponentially suppressed due to the expansion of the Universe (a(t)
increases rapidly) and thus inflation persists. Note that the form of V(p) is
wrrelevant to the mechanism.

It is difficult to realize chaotic inflation in conventional Supergravity Models
since gravitational corrections to the potential of scalar fields typically render
the potential steep for values of ¢ of the order of Mp and larger.

This prevents the slow rolling condition (3.19) from being realizable. Even
if this condition can be satisfied, there are constraints from the amplitude of
produced density fluctuations which are much harder to satisfy.

Actually, there are many models of potential-driven inflation, but there is
no canonical theory. A lot of attention is being devoted to implementing in-
flation in the context of Unified Theories, the most important candidate being
Superstring Theory or M-theory. String Theory or M-theory live in 10 or
11 space-time dimensions, respectively. When compactified® to 4 space-time
dimensions, there exist many moduli fields, scalar fields which describe flat di-
rections in the complicated vacuum manifold of the theory. A lot of attention
has recently been devoted to attempts at implementing inflation using moduli
fields. Not long ago, it has been suggested that our space-time is a Brane in a
higher-dimensional space-time. Ways of obtaining inflation on the Brane are
also under active investigation.

It should also not be forgotten that inflation can arise from the purely Gravi-
tational sector of the theory, as in the original model of Starobinsky or that it

3In mathematics, compactification is the process or result of making a topological space
into a compact space (a space which contains its accumulation points).
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may arise from kinetic terms in an effective action as in pre-big-bang cosmol-
ogy or in k-inflation.

Theories with (almost) exponential inflation generically predicts an (almost)
scale-invariant spectrum of density fluctuations. Via the Sachs-Wolfe effect,
these density perturbations induce CMB anisotropies with a spectrum which
is also scale-invariant on large angular scales.

The heuristic picture is as follows. If the inflationary period which lasts from t;
to tg is almost exponential, then the physical effects which are independent of
the small deviations from exponential expansion are time-translation-invariant.
This implies, for example, that quantum fluctuations at all times have the same
strength when measured on the same physical length scale.

If the inhomogeneities are small, they can be described by linear theory, which
implies that all Fourier modes k evolve independently. The exponential expan-
sion stretches the wavelength of any perturbation. Thus, the wavelength of
perturbations generated early in the inflationary phase on length scales smaller
than the Hubble radius soon becomes equal to the (existent) Hubble radius
and continues to increase exponentially. After inflation, the Hubble radius
increases as t while the physical wavelength of a fluctuation increases only as
a(t). Thus, eventually the wavelength will cross the Hubble radius again at
time ¢¢(k). Thus, it is possible for inflation to generate fluctuations on cosmo-
logical scales by causal physics.

3.3 k-Inflation

Much of Modern Cosmology has dealt with the construction of phenomeno-
logically suitable inflationary models with various potentials and number of
inflaton fields. In the early stages of inflationary theory there were hopes of
incorporating inflation in more or less standard particle physics. One of the
various proposals consisted in assuming a close relation between the inflaton
fields and the GUTs-transition. However, this idea never worked out in a
convincing way and, consequently, inflation fields lived their own life quite de-
tached from the rest of Theoretical Particle Physics.

Nowadays, the most important theoretical picture, aiming to unify the mod-
ern inflationary cosmology with the theory of fundamental interactions, consist
in String Theory. In this theory it is well known that parameters describing
background geometries and compactifications, the moduli, are all promoted
into scalar fields. There are, therefore, no lack of potential candidates for the
inflaton, even though there are several difficult conditions to be met.

For one thing, the potential of the inflaton must be extremely flat in order to
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allow for enough e-foldings*. On the other hand, it cannot be completely flat
for the idea to work. In Supersymmetric String Theory there are many flat
directions in the moduli space of solutions which could serve as useful starting
points. The hope would then be that these flat directions are lifted by non-
perturbative, supersymmetry breaking terms. Unfortunately, it is difficult to
find these non-perturbative corrections explicitly and their expected form is
anyway, in many cases, not of the right kind. In addition, there are also other
problems to be solved. Apart from the flat, inflationary potential, one needs
potentials that manage to fix dangerous moduli like those controlling the size of
the extra dimensions. It is hard to see how realistic inflationary theories can
be obtained without addressing this problem at the same time.

It can be proven that realistic inflationary models can indeed be constructed
using string moduli if one introduces Branes, but this is not the purpose of
this work. The very basic idea is to use two stacks of Branes separated by a
certain distance, corresponding to the inflaton, in a higher dimensional space.
As the Branes move, the inflaton rolls, and when the Branes collide inflation
stops.

Firstly, I will treat the attempts which go under the name of String Cosmol-
ogy. The idea is to make use of the dilaton, i.e. the field corresponding to the
way the string coupling varies over space and time, and a variant of the string
theoretical T-duality. The resulting theory fulfils the condition for inflation,
albeit in an unorthodox way.

On second instance, it will be presented a very recent theoretical tool of in-
flationary cosmology theory, known as k-inflation, aiming to help to locate
which sector of string theory has inflated a strongly curved initial state into
our presently observed large and weakly curved Universe.

3.3.1 Basics of String Cosmology

String cosmology makes use of one of the most basic features of string theory,
the concept of dilaton. According to string theory the Einstein-Hilbert action
of General Relativity is described by a new dimensionless scalar field, the
dilaton ¢, and given by

1
S=——5 /dlox —ge P (R+ 0%00,) (3.21)
2k1g
where r19 = (27)7a/*/2 ~ (8 and where the string coupling is related to the
dilaton through ¢g? = e®. The action as given is written in the string frame.

4E-folding is the time interval in which an exponentially growing quantity increases by a
factor of e.
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That is, the string length, [, is our fundamental unit and what we use as our
measuring rod. This means that the Planck mass, the effective coefficient of
the scalar curvature R, varies with the dilaton. An alternative way to describe
things is to use the Einstein frame which in many ways is physically more clear
than the string frame. In the Einstein frame it is the Planck length, which is
more directly related to macroscopic physics through the strength of gravity,
which is used as a fundamental unit. Let me explain the relation between the
two frames in more detail.

Immediately, one can note that that the frames are, by definition, related
through

[ Pav=ge R = [PavgeRe ). = lan)u (322)
where the subscript E indicate the Einstein frame and furthermore

V=g =" /=g (3.23)

It follows, from the definition of curvature, that the scalar curvatures are
related through

R=e¢%[Rp—2w(D —1)Ap — w?*(D — 2)(D — 1)0%0,¢] (3.24)
Hence we have that
V—ge PR = /—gpePv1-%)¢ [Rp — 2w(D — 1)Ap — w?(D — 2)(D — 1)0%00ay]

and consequently

1
Duv—-1-2w=0 = = — 3.25
w w w=5g (3.25)
The action in the Einstein frame finally becomes
M2 1

also called the D-dimensional Einstein-Hilbert Action, where Mp is the D-
dimensional Planck mass. We note that the sign of the kinetic term of the
scalar field now is the familiar one.

If we consider a metric of FRW-form (3.1) generalized to D dimensions, we

find

dsh, = e *%ds® = 7% (—dt* + a*(t)dx*) = —dt}, + aj(t)dx’ (3.27)
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where
ap(t) == e “%a(t), dtp = e “?dt (3.28)

It is important to realize that the two frames are physically equivalent, even if
things can, at a first glance, look rather different in the two frames. To fully
appreciate string cosmology it is important to keep this in mind.

Let us now investigate the above action in more detail. I will perform the
analysis in the string frame, and, for simplicity, assume a spatially homoge-
nous FRW-metric. One can readily check that the scalar curvature in these
coordinates is given by
a a
R=—-(D-1)(D—-2)-—-2(D—-1)- (3.29)
a a
The action possesses a remarkable symmetry thanks to the presence of the
stringy dilaton. The symmetry acts on the scale factor and the dilaton through
the transformations

a(t) — 1/a(t)

p(t) — o(t) —2(D — 1) Ina(t) (3.30)

It leaves the action invariant and assures that the solutions of the equations
of motion have some very interesting properties that will be important for
cosmology. To verify the symmetry, we note that

+Total Derivative

V—ge ?(R+p*) = aPtle? [—(D —1) (g)Q + (gb — (D - 1)%)2

(3.31)
Since we have (considering the equations (3.30))
aPle™? — P te¥
p Q (3.32)
p— H _
a a
we find
o\ 2 a\2
o oot
(3.33)

— aPtlem? [—(D —1) (S)Q + (@ — (D — 1)%)2]

and hence an invariance of the action.
In other words, if a(¢) and ¢(t) solves the equations of motion, so does the
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transformed functions 1/a(t) and o(t) — 2(D — 1) Ina(t).
To fully appreciate what is going on, and to understand the structure of the
solutions, we need to note that there is yet another simple symmetry

t — —t (3.34)

i.e. time reversal invariance, which together with (3.30) presents an interesting
fact about possible cosmologies.

Combining the two symmetries we can map out how various solutions are
related to each other. If we first consider the scale factor a(t), we can eas-
ily see how we can construct two new solutions, from a given solution a(t),
according to

a(t) — 1/a(t), H(t) — —H(t) (3.35)
a(t) — a(—t),  H(t) — —H(-t) '
The time ¢ = 0 is referred to as the Big Bang and it is natural to allow for two
eras, a pre and a post Big Bang. The basic idea of String Cosmology is that
physics can be traced back in time through the Big Bang into an earlier era,
the pre Big Bang, where many of the initial conditions for the post Big Bang
are determined in a natural and dynamical way.

It should be remarked that the whole previous formulation is in line with
the general picture of T-duality in String Theory. According to T-duality, it
is equivalent to compactify string theory on a small circle (compared with the
string scale) and a large circle.

In some sense large and small scales are, therefore, equivalent. Loosely apply-
ing this idea to the Big Bang, would suggest that if we trace the expansion far
enough back in time, we are better off describing the universe as becoming big-
ger again, rather than smaller. As can be proven, however, string cosmology
suggests that we should take an expanding pre Big Bang theory and match it
to an expanding post Big Bang. But this is the picture obtained in the string
frame. The picture in the Einstein frame is quite different with a contracting
rather than an expanding pre Big Bang phase. This is precisely in line with
the hand waving argument above.
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3.3.2 A brief introduction to k-Inflation

The inflationary paradigm offers the attractive possibility of resolving many
of the puzzles of standard hot big bang cosmology. The crucial ingredient of
most successful inflationary scenarios is a period of ”slow-roll” evolution of the
inflaton field, ¢, during which the potential energy density V (¢) , stored in ¢,
dominates its kinetic energy (?/2 and drives a quasi-exponential expansion of
the Universe.

As previously mentioned, String Theory provides one with several very weakly
coupled scalar fields, the moduli, which could be natural inflaton candidates,
however, their non-perturbative potentials V' (¢) do not seem to be able to
sustain a slow-roll inflation because, for large values of ¢, they tend either to
grow, or to tend to zero, too fast. It is therefore important to explore novel
possibilities for implementing an inflationary evolution of the early Universe.
The main feature of the so known Kinetically Driven Inflation (k-inflation)
consist in the fact that, even in absence of any potential energy term, a gen-
eral class of non-standard (non-quadratic) kinetic energy terms, for a scalar
field ¢, can drive an inflationary evolution of the same type as the usually con-
sidered potential driven inflation. By "usual type of inflation” we mean here
an accelerated expansion (in the Einstein conformal frame ) during which the
curvature scale starts around a Planckian value and then decreases monoton-
ically.

By contrast, the pre big bang scenario uses a standard quadratic kinetic en-
ergy term (?/2 to drive an accelerated contraction (in the Einstein frame)
during which the curvature scale increases. Though we shall motivate below
the consideration of non-standard kinetic terms by appealing to the existence,
in string theory, of higher-order corrections to the effective action for p. With
these statements we do not claim that the structure needed for implementing
our kinetically driven inflation arises inevitably in string theory but we pay
attention to a new mechanism for implementing inflation.

Let me introduce the basic formalism of the k-Inflation.

As we have already mentioned, slow-roll ination assumes that the kinetic term
is canonical, L, = X — V() where X = —%8%0@@.

As one can easily see, a given FRW background with time-dependent Hubble
parameter H(t) corresponds to cosmic acceleration if and only if:

H
For this condition to be sustained for a sufficiently long time, requires
£
¢| = 1 (3.37)

He
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i.e. the fractional change of ¢ per Hubble time is small.
Now, considering the slow-roll approzimation (3.19) we than obtain:

H M2 (V'
E=——R— || =€
2~ 2 \V

€] 2 [V
— M, — =
He Py

(3.38)

¢l = 2ol

where €, and (, are the so called potential slow-roll parameters.
One can immediately understand that when these are small, slow-roll inflation
occurs, thus:

2 7\ 2 7
evz% (%) <1, |§v|:M]23H‘//’<<1 (3.39)
Now, if one consider that the kinetic term of the slow roll Lagrangian Density
is canonical, this puts strong constraints on the shape of the potential V()
via the potential slow-roll conditions. However, these conditions for inflation
are not absolute, but assume the slow-roll approximations.

In contrast, the Hubble slow-roll conditions, €, < 1 do not make any approx-
imations and allow for a larger spectrum of inflationary backgrounds. In par-
ticular, the constraints on the inflationary potential can potentially be relazed
if higher-deriwative corrections to the kinetic term were dynamically relevant
during inflation, i.e. \H\ < H? not because the theory of potential-dominated,
but because it allows non-trivial dynamics.

A useful way to describe these effects is by the following action,

S = / d*ry/—g [MgR + P(X, gp)} (3.40)
with o
P(X,p) = ch(sﬁ)m (3.41)

n

For X < A%, the dynamics reduces to that of slow-roll inflation, so we are now
interested in the limit X ~ A%, This is an extremely complicated situation
because X/A* controls the derivative expansion. In particular, in the limit
X — A* we have to worry about the appearance of unstable ”ghost” states
and the stability under radiative corrections. Specifically, in the absence of
symmetries, there is no way to protect the coefficients ¢, in (3.41) from quan-
tum corrections. The predictions derived from (3.41) then cannot be trusted.
However, sometimes the theory is equipped with a symmetry that forbids large
renormalizations of these coefficients.
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This is the case, for instance in Dirac-Born-Infeld (DBI) inflation, where
a higher-dimensional boost symmetry protects the special form of the La-
grangian Density

P(X,p) = —A'(p)y [1+ —V(p) (3.42)

At(ep)

In this case, the boost symmetry forces quantum corrections to involve the two-
derivative combination. We remark that, only when they come with protective
symmetries are P(X)-theories really interesting and predictive theories.

The stress-energy tensor arising from (3.40) has pressure P and energy density

p=2XPyx—P (3.43)

where P x denotes a derivative with respect to X. The inflationary parameter

€ then becomes: _

H 3XPx

H? 2XPx—-P ( )
The condition for inflation is still ¢ < 1, which now is a condition on the
functional form of P(X). However, it should be remembered that unless a
protective symmetry is identified, there is no guarantee that the P(X)-theory
is radiatively stable.
The fluctuations in P(X)-theories have a number of interesting features. First,
in the limit X ~ A%, they propagate with a non-trivial speed of sound

C = — =
* dp Px+2XPxx

(3.45)

The limit of small sound speed implies enhanced interactions in the cubic and
quartic Lagrangian. This leads to large amount of non-Gaussian perturbations.
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Tachyon Matter Cosmology

Let us begin with the question: What are Tachyons? Historically, these were
described as particles which travel faster than light. If we use the relativistic
equation:

SR - (4.1)

VP? 4+ m2c?

relating the velocity v of a particle to its momentum p, mass m and the veloc-
ity of light ¢, then we see that tachyons can also be regarded as particles with
negative mass squared (or, equivalently, with an imaginary mass).
Of course, both descriptions sound equally bizarre. On the other hand tachyons
have been known to exist in String Theory almost since its birth and hence we
need to make sense of them.

Actually, tachyons do appear in conventional Quantum Field Theories (QFT)
as well. Consider, for instance, a classical scalar field ¢ with potential V().
For simplicity I shall set & = ¢ = 1. Consider a (p + 1)-space, labelled by the
time coordinate 2° and space coordinates z?, with 1 < ¢ < p; then the the
Lagrangian Density of the scalar field is:

1 1 ‘

Normally, we choose the origin of ¢ so that the potential V() has a minimum
at ¢ = 0. In this case, the quantization of ¢ gives a scalar particle such that:
d*V

2
m, =——(0) >0 4.3
L= GO (13)
which gives a real mass m,,. Nevertheless, if we suppose that the potential has
a maximum at ¢ = 0, then we conclude that:
s d*V

> = d_w?(o) <0 (4.4)

m

51
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thus, the quantization of ¢ gives a tachyon.

In this case, however, we can easily conclude that this way of thinking is com-
pletely wrong. When we identify V" (0) = m?, we are making an approximation.
We expanded V' (¢) in a Taylor series expansion in ¢ and treated the cubic and
higher order terms as small corrections to the quadratic term. This is actually
true only if the quantum fluctuations of ¢ around ¢ = 0 are small. Hence, we
do not have tachyons in QFT of a scalar field.

Thus we see that the existence of a tachyon in a scalar field theory implies
that the potential for the scalar field has a local maximum at the origin. In
order for the theory to be sensible at least in perturbation theory, the poten-
tial must also have a (local) minimum. Typically, whenever the potential in a
scalar field theory has more than one extremum we can construct non-trivial
classical solutions which depend on one or more spatial directions, but this is
not the aim of this work.

The lessons learned from the field theory may be summarized as follows:

1. Existence of tachyons in the spectrum tells us that we are expanding the
potential around its maximum rather than its minimum,;

2. The correct procedure to deal with such a situation is to find the (global)
minimum of the potential and expand the potential around the minimum.
The resulting theory has a positive mass? scalar particle instead of a
tachyon;

3. Associated with the existence of tachyons we often have non-trivial space
dependent classical solutions.

We now turn to the discussion of Tachyons in String Theory. The con-
ventional description of string theory is based on "first quantized” formalism
rather than a field theory. We take a string (closed or open) and quantize it
maintaining Lorentz invariance. This gives infinite number of states character-
ized by momentum p and other discrete quantum numbers n. It turns out that
the energy of the n-th state carrying momentum p is given by E,, = \/p? + m2,
where m,, is some constant. This state clearly has the interpretation of being
a particle of mass m,,. Thus string theory contains infinite number of single
"particle” states, as if it were a field theory with infinite number of fields.
Quantization of some closed or open strings gives rise to states with negative
m? for some n. This clearly corresponds to a tachyon. For instance, the orig-
inal bosonic string theory, formulated in 25 + 1 dimensions, has a tachyon in
the spectrum of closed strings. This theory is thought to be inconsistent due
to this reason.

Superstring Theories are free from tachyons in the spectrum of closed string,
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but, for certain boundary conditions, there can be tachyon in the spectrum
of open strings even in Superstring Theories. Thus the question is: Does the
existence of tachyons make the theory inconsistent? Or does it simply indicate
that we are quantizing the theory around the wrong point?

The problem in studying this question stems from the fact that unlike the
example in a scalar field theory, the tachyon in string theory does not origi-
nally come from quantization of a scalar field. Hence, in order to understand
the tachyon, we have to reconstruct the scalar field and its potential from the
known results in string theory, and then analyse if the potential has a mini-
mum.

It turns out that for open string tachyons we now know the answer in many
cases. On the other hand, closed string tachyons are only beginning to be
explored.

4.1 Introduction

There are many faces of Superstring/Brane Cosmology which come from dif-
ferent sectors of M/String Theories. In particular, many people search for
potential candidates to explain Early Universe Inflation. One of the String
Theory constructions, Tachyon on D-branes, has been recently proposed for
cosmological applications by A. Sen. A relatively simple formulation of the
unstable D-brane tachyon dynamics in terms of Effective Field Theory stimu-
lates one to investigate its role in Cosmology.

The rolling tachyon in the string theory may be described in terms of Effective
Field Theory for the Tachyon Condensate ¢, which in the flat spacetime has
a Lagrangian Density:

L=-V(p)V1-2X, = —%8“g08ug0 (4.5)

The tachyon potential V() has a positive maximum at ¢ = 0 and a minimum
at g, with V(pg) = 0.

It is noteworthy that the models of type (4.5) already were studied in Cos-
mology on the phenomenological ground. For certain choices of potentials V'
and non-minimal kinetic terms one can get kinematically driven inflation, -
inflation. However, it remains to be seen how this kind of potentials can be
motivated by the String Theory of Tachyon.

In this thesis, we investigate cosmology with tachyon matter with a string the-
ory motivated potential of the form V ~ e#/#0. In the next section, we write
down the equations for the tachyon matter coupled to gravity. We focus on



54 Tachyon Matter Cosmology

self-consistent formulation of the isotropic Friedmann- Robertson-Walker cos-
mology supported by the tachyon matter. It is described by coupled equations
for the time-dependent background tachyon field ¢(¢) and the scale factor of
the universe a(t). Finally, we will study in details small fluctuations of the
tachyon field dp(x,t) for the previous potential coupled with a suitable infla-
ton field.

4.2 Cosmology with Rolling Tachyon Matter

Rolling tachyon is associated with unstable D-branes and self-consistent inclu-
sion of gravity may require higher-dimensional Einstein equations with Branes.
Still, in the low energy limit, one expects that the Brane Gravity is reduced
to the four dimensional Einstein theory.

In this section, we consider tachyon matter coupled with Einstein gravity in
four dimensions. Then, the model is given by the action:

5= [t0v=3 (fgmer ~ VO TFT79,0) (46)

from which follows the Einstein equations and then the field equation for the
tachyon:

V.V, Ve,
—— V'V — 2= =0 4.7
14+ VepV,p L V (4.7)

If we apply these equations for the isotropic, homogeneous and spatially flat
FRW cosmological model, then one can conclude that the energy-momentum
tensor of tachyon matter is reduced to a diagonal form T = diag(—p, p, p, p)
where the energy density p is given by:

p= Vi) (4.8)

V=
p=—V(p)y1—p? (4.9)

and the equation for the evolution of the scale factor follows from

N 2
8rG V
H2(t) = (9> _ 8y Vi) (4.10)
31— 2

The equation for the time-dependent rolling tachyon in an expanding universe
follows from (4.7),

V, Vi —

the pressure p is

¢ . Ve
H —= = 4.11
1_¢2+3 go—l—v 0 (4.11)
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4.3 Fluctuations in Rolling Tachyon

The issue of stability of small scalar fluctuations is often essential in scalar
field cosmology. In this very short section, we provide a formalism for treating
linear inhomogeneous fluctuations in the tachyon field. Let us consider small
inhomogeneous perturbation of the tachyon field §p(x, t) around time-
dependent background solution ¢(t) of equation (4.11)

o(x,t) = p(t) + dp(x, t) (4.12)

Now, linearizing the field equation (4.7) with respect to small fluctuations d¢
we obtain evolution equation for the time-dependent for the inhomogeneous
perturbation dp(x,t) in a homogeneous background (p(t)):

S 20
~2 + (1 _ @2)2

I=¢
that, using the results of the previous section, con be rewritten as follows:

2
| . Ve
%4 %4

0o + [~A+ (log V) op] dp = 0 (4.13)

So—(1—¢%) Adp+|3H(1 — 39?) — 2¢ %} S+ (1—¢*)dp =0

(4.14)
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4.4 A Toy Model for Inhomogeneous Fluctu-
ations in the Tachyon Cosmology

Let us consider a very simple Toy Model for Inhomogeneous Fluctuations in

the Tachyon Cosmology.

As we have already seen in the previous section, linearizing the field equation

(4.7) with respect to small fluctuations dp we obtain the following evolution

equation for the time-dependent for the inhomogeneous perturbation dp(x,t)
(1=¢*)dp =0

in a homogeneous background (¢(t)):
2
Ve (Ve
Vv Vv
(4.15)

To analyse the very important case of a tachyon potential which has ¢y — co
we use exponential asymptotic of the potential

So—(1—¢?) Adp+ [3H(1 — 3¢7) — 2¢ Vv} o+

V() ~ exp(—¢/¢o) (4.16)

which is derived from the string theory calculations.

Dimensional parameters of the potential are related to the fundamental length
scale, ¢ ~ ls, and Vj is the Brane Tension. As it was demonstrated by Sen,
the tachyon matter is pressure-less for the potential with the ground state at
infinity. In this case, tachyon matter may be considered as an interesting can-
didate to represent Cold Dark Matter.

Now, if we consider a special case where the Inflaton Field assumes the follow-
ing form (homogeneous background):

o(t) ~vV1—c2t, ceR (4.17)

then, from (4.16), (4.17) and supposing H(t) ~ const., we obtain a simpler
evolution equation for the time-dependent for the inhomogeneous perturbation

do(x,t):
21— ¢?
L wi-e
%o

Just to understand the general behaviour for this kind of inhomogeneous fluc-
tuations in Tachyon Cosmology, let us consider the (1+1)-dimensional problem
for the latter equation:

o — NS + [3H(3c2 -2) ] S =0 (4.18)

24/1 — ¢2

(00) = *(0¢)aa + [3H(3c2 —2)

JGa=0
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which is exactly the Klein-Gordon equation with Dissipation with

/1 —_ -2
200 = 3H(3¢* — 2) + Vi-& , and B*=0 (4.20)
%0

If we consider a simple initial condition as
do(x,0) =0, and (0p)¢(z,0) = d0(x) (4.21)
from the results of the second chapter, one can immediately conclude that:

exp(—at)

Sp(a,t) = Gop (1) = Io (X = (2/cP) Ofct — |z])  (4.22)

where:

3
a=SH(3E—-2)+ L x=IFP = =lal (4.23)
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Figure 4.1: The time representation of the Second/Source Green’s function
dp(z = fixed, t) = Gy (z = fixed, t).
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Figure 4.2: The coordinate representation of the Second/Source Green’s func-
tion 0p(xz,t) = Gy (x, t = fixed).



Appendix A

Dispersion Relations -
Calculations

Consider the dispersion relation for the KGD:

—0? 4 AR = 2iaw + 2 =0

—w? 4+ PR — 2iaw + B2 =0

e Case 1: Ww=w —17.
From the first equation of (A.1) we get:

—(w —iy)* + Pk? — 2ia(w —iy) + B2 =0
and then
(—w2 + 72 + PK? — 200y + 52) + 2wy — 2wa) = 0

thus

— WA =207+ 42 =0
2wy —2wa =0

and we finally obtain:

T =ia £ /K2 + (B2 — a?)

thus

{ w(k) = Re(w) = £Re (\/02[{/2 + (B2 — oﬂ))
V(k) = —Im(W) = —aF Im <\/c2/<;2 + (8% — a2)>

99

(A.2)

(A.3)

(A4)

(A.6)
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e Case 2: K =w + 0.
From the second equation of (A.1) we get:

o wr—p% 2aw
72 —

Now, if we consider the equation:

22 =A%+ iB?, z=x+1iy, x,y ER (A.8)
than we have:
A=z —4?
2 —y?* 4+ 2izy = A+iB = Y (A.9)
B =2xy
thus
=y + A P =y"+ A
B And , B?
Y= Yy =73
2x 4x

and then it immediately follows that:
4ot —4A2x* — B* =0 (A.10)

If we now define a new variable t = 22 we then obtain:

41 — 4At — B* =0 (A.11)
thus . _
A+A2+ B

=ty = 5 T (A.12)

Clearly, we can only accept ¢, and then we obtain:

m:ii\/Aﬁth?—kB? (A.13)
V2
Now,
2 2 2 2 _
yQZxQ_A:AJr\/;l + B _A:\/A +QB A (A14)
thus:

x:i%\/AjL\/A?qLB?

| (A.15)
y:iﬁ\/\/AQjLB?—A
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This result can immediately lead us to the following conclusion: if we
re-define Kk = x, 6 = y, A = (w? — B?)/c* and 2aw/c? in the equation
(A.7), then we obtain the following results:

1
k(W) = —= /(W2 = 52) + V(w2 — 52)% + (20w)>
V2 \/ (A.16)

1
()] = — VT — B+ (2aw)? — (w2 — B?)

fact which conclude our discussion.
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