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Abstract

Rayleigh-Bénard convection (RBC) refers to a family of flows generated in a

horizontally extended volume with adiabatic sidewalls, wherein the fluid is uniformly

heated from below and cooled from above. The resulting fluid motion depends on

the system’s Rayleigh number (Ra), Prandtl number (Pr), and aspect ratio (Γ = L
H
)

between the lateral extension L and the height of the fluid layer H. Typical for

the turbulent regime under strong thermal driving is the occurrence of coherent

large-scale structures. Specifically, at small Γ, the flow is dominated by “Large-

Scale Circulations” (LSC), which involve strong sidewall interactions. At higher Γ,

as sidewall effects become negligible, so-called “Turbulent Superstructures” (TSS)

evolve.

This study addresses the long-term development of temperature fields in RBC

using a shallow water tank with a heated aluminium base and a water-cooled glass

top plate. Variable sidewalls allow the control of Γ (ranging from 4 to 32). With

an experimental setup incorporating temperature sensitive paint (TSP) with as-

sociated UV-LED illumination (λab ∼ 395 nm) and CCD camera, TSS were ob-

served and studied via their thermal footprint on the top plate for Ra in the range

2.6× 104 < Ra < 1.2× 108.

The application of TSP to slowly evolving flows like RBC, with the paint sub-

merged in water for extended periods, represents an innovation in experimental fluid

dynamics and comes along with novel challenges. The thesis, carried out at the

Department of Experimental Methods within the Institute of Aerodynamics and

Flow Technology at DLR Göttingen, Germany, aims to address these challenges

and improve the accuracy of the measurements. The work primarily focuses on the

development of an accurate calibration method to convert TSP intensity data to

temperature. A preliminary analysis of temperature fields is also conducted, includ-

ing the investigation of the transition from LSC to TSS, achieved by analysis of

Probability Density Function (PDF) of temperature fluctuations.
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Chapter 1

Introduction

Thermal convection, a process occurring whenever heat transfer involves fluid mo-

tion driven by a temperature gradient, is observed in numerous natural contexts.

Examples range from everyday situations like a pot full of water on the stove or a

cup of coffee, to large-scale phenomena such as convection in the atmosphere, the

oceans, and in the outer core of the Earth and the Sun. Furthermore, thermal con-

vection is a concept widely known in industrial applications such as fluid handling

and mixing, ventilation systems, furnaces, and refrigeration units. In many of these

cases, the temperature gradient is sufficiently large to induce turbulent flow.

Although thermal convection has been studied for over a century, the first quan-

titative optical experiment was performed by Bénard [1] in 1901 and further theoret-

ically described by Rayleigh [2] in 1916. This classical system, employing a container

of defined geometry (typically cylindrical or cuboidal), and enclosed between two

horizontal plates, where the lower plate is uniformly heated and the upper plate is

cooled, is now referred to as Rayleigh-Bénard convection (RBC). For some systems,

the ones with large horizontal dimension compared to their height, the turbulent

flow displays an organisation into prominent, persistent flow patterns known as

turbulent superstructures (TSS). Conversely, in systems where the horizontal and

vertical dimension are of the same order of magnitude, the flow organises into a

single convection roll, which spans the entire domain. This roll, often called large

scale circulation (LSC), shows rather complex dynamics, such as a diffusive change

of orientation or random cessations and subsequent reorganisation.

RBC has been optically investigated experimentally using mostly shadowgraphy,

Schlieren imaging and interferometry [3] and, in modern times, with techniques such

as stereo particle image velocimetry (PIV) and particle tracking velocimetry (PTV).

While high-density particle tracking nowadays allows for volumetric velocity field

measurements, a similar technique to measure the temperature field at the surface

3



4 1. INTRODUCTION

of one of the horizontal plates does not exist. Instead, temperature is typically mea-

sured just at few locations via thermally-sensitive electrical resistors (thermistors).

This limitation motivates the application of temperature sensitive paint (TSP) in

the present study. TSP is an optical measurement technique utilising a phospho-

rescent dye embedded within a matrix material, applied as a coating to a surface.

Upon illumination by a light source (typically a UV-LED) the coating exhibits lu-

minescence whose intensity or lifetime depends on the temperature of the fluid in

contact with the surface. This emission is captured by a camera, and after a cal-

ibration procedure, a temperature field can be obtained from the painted surface.

In this way, TSP provides a non intrusive and spatially resolved method for surface

temperature measurement that, employed to one of the horizontal plates in RBC,

can provide valuable information on the shape of the thermal patterns, studying

them via their imprint on the paint layer.

Due to its fast response to temperature changes, TSP is commonly employed in

high-speed applications, such as high Reynolds number wind tunnels like the Euro-

pean Transonic Wind Tunnel (ETW) in Köln, or hypersonic facilities such as the

High Enthalpy Shock Tunnel (HEG) in Göttingen. Moreover, the equipment used

for capture TSP emission, such as LEDs and cameras, is typically utilised for ex-

periments with acquisition times on the order of milliseconds to seconds. Therefore,

its application to RBC represents an innovative approach, not only in terms of the

flow regime but also from the perspective of the measurement technique itself.

The thesis begins with a theoretical overview of Rayleigh-Bénard convection and

the operating principles of the TSP technique. This is followed by a detailed de-

scription of the experimental setup and an assessment of its measurement accuracy.

The subsequent sections discuss the collected data, concluding with a brief outlook

on the quantitative analysis performed.

1.1 Aim of the thesis

The work for this thesis was carried out at the Experimental Methods department

within the Institute of Aerodynamics and Flow Technology at DLR Göttingen.

The specific objectives of this thesis were:

� Applying TSP to Rayleigh-Bénard convection for the measurement of temper-

atures at the top plate and the visualisation of flow structures.

� Assembling the experimental apparatus and performing of experiments for

aspect ratios Γ = 8 and Γ = 4 as well as for different ∆T ;

� Assessing the stability of the TSP layer under operational conditions;
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� Developing a calibration procedure for the TSP in this specific application,

that takes into account time variations of the TSP luminescence intensity

when exposed to water as well as fluctuations in LED illumination;

� Characterising the accuracy and the boundary conditions of the experimental

setup;

� Implementing a measurement chain for quantitative data extrapolation;

� Conducting measurements in order to investigate the flow for different control

parameters (aspect ratio and Rayleigh number).





Chapter 2

Theoretical background

2.1 Rayleigh-Bénard convection

Rayleigh-Bénard convection (RBC) is a thermally-driven flow that emerges when

a fluid layer enclosed between parallel, horizontal plates is uniformly heated from

below and cooled from above. When the applied temperature difference exceeds a

critical value, a buoyancy-induced flow occurs, which can be highly coherent, chaotic

or turbulent, depending on the governing parameters. Generally, with the resulting

flow, heat is convected from the bottom to the top plate. The behaviour of RBC

is typically characterised by a set of dimensionless parameters. The primary among

these is the Rayleigh number (Ra), which relates the strength of the thermal driving

to the damping by thermal and momentum diffusion. It is defined as

Ra =
gα∆TH3

νκ
, (2.1)

where ∆T = Tb − Tt > 0 denotes the difference between the bottom (Tb) and

the top plate (Tt) temperature, H the height of the fluid layer, g the gravitational

acceleration, α the isobaric thermal expansion coefficient, ν the kinematic viscosity

and κ the thermal diffusivity. Another governing parameter is the Prandtl number

(Pr), which expresses the ratio between momentum and thermal diffusion. It is

defined as

Pr =
ν

κ
. (2.2)

The heat transport in the fluid is characterised by the Nusselt number (Nu),

which is defined as the ratio of total heat transfer to conductive heat transfer, i.e.

Nu =
qH

λ∆T
, (2.3)

7



8 2. THEORETICAL BACKGROUND

where q is the heat flux density and λ is the thermal conductivity of the fluid.

Finally, the geometry of the cell also influences the flow dynamics of the RBC by

controlling the impact of the lateral boundaries. This contribution is determined,

for a given geometry, by the aspect ratio between the lateral dimension L and the

cell height H

Γ =
L

H
. (2.4)

These control parameters, when combined, allow for the characterisation of RBC

and enable the scaling of the flow for both numerical and experimental investigation.

The dimensionless parameters Ra and Pr are a result of a non-dimensionalisation

of the governing equations. To obtain this, the velocity is expressed in units of the

free-fall velocity (uf ), defined as

uf =
√

gHα∆T . (2.5)

This measure represents the hypothetical velocity attained by a fluid parcel trav-

elling a distance H in free-fall conditions, hence under constant acceleration. How-

ever, due to viscous dissipation, observed velocities are significantly lower. From the

definition of uf , the corresponding free-fall time (tf ) is derived:

tf =
H

uf

=

√
H

gα∆T
. (2.6)

The free-fall time represents a characteristic timescale, reflecting the rapid frac-

tion of the dynamics inherent in the convective flow. To assess the slower dynamics

in RBC, the vertical diffusion time is defined for Pr > 1 by tν = H2/ν and the

vertical viscous time for Pr < 1, defined by tκ = H2/κ. These are compared to de-

termine the effective dissipative time td = max(tν , tκ). Another important timescale

is the eddy turnover time, which represents the time required for a parcel of fluid to

circulate within a convection roll. A more precise definition will be provided later

in this chapter.

In turbulent RBC, as in any turbulent system, it is worth assessing as well the

Kolmogorov microscales, which represent the smallest flow scales that develop below

which viscous dissipation becomes dominant. The Kolmogorov length (η) and time

scale (tη) are defined as

η =
(ν
ϵ

) 1
4

and tη =

√
ν

ϵ
, (2.7)
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with ϵ being the average kinetic energy dissipation rate.

In a RBC configuration, when the temperature difference between the plates

is sufficiently small, the fluid remains motionless and stable, with heat transport

occurring solely through pure conduction. As ∆T and Ra increase, convection will

not begin until a critical Rayleigh number (Rac), is reached. For a cell with infinite

width (Γ = ∞), this value has been analytically demonstrated to be Rac = 1708 [5,

6]. However, for cells with finite aspect ratio, the critical value is larger and increases

as Γ decreases, and further depends on the fluid as well as on the conductivity of

the side walls [7, 8]. Above Rac, different coherent structures (i.e. structures with

lifetime comparable to their transit time through the cell) start to develop. In the

regime slightly above the onset of convection, the flow is laminar and takes the form

of spatially periodic convection rolls, which are stationary or only slowly evolving

in time. These patterns, for Ra ≳ Rac, are susceptible to instabilities and can

take the shape of zigzag, eckhaus and oscillatory structures [9] (see Figure 2.1). As

Ra increases, new structures, such as plumes and thermals, develop. According

to Sakievich et al. [10], plumes are continuous, coherent volumes of hot or cold

fluid originating from the boundary layer, transporting heat as sheet or line-like

Figure 2.1: Shadowgraph images of the evolution of laminar flow patterns close to
Rac as a heat flux density change is applied (from Ahlers et al. [4]). The number
in each square is the elapsed horizontal diffusion time (th = Γ2tκ). These images,
taken from a top view, depict the horizontal temperature distribution, with bright
regions indicating cold areas (downflow) and dark regions representing warmer

areas (upflow).
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Figure 2.2: Extract of the regime diagram from Krishnamurti [11].

flows whereas thermals are described as detached buoyant blobs rising (or sinking)

through the volume. With Ra increasing further, the flow undergoes transitions to

non-stationary and turbulent states, entering different regimes dependent on Ra and

Pr, as illustrated in Figure 2.2. From a flow dynamics perspective, the behaviour

within these regimes has been shown to be strongly dependent on the cell’s cross-

sectional outline and Γ [8].

For turbulent convection in a container of Γ = 1, a so called Large Scale Cir-

culation (LSC), exhibiting a single convection roll, develops [12]. Its dynamics are

characterised by a variety of modes, ranging from periodic temporal behaviour, such

as torsional and sloshing oscillations, to stochastic fluctuations, including sponta-

neous reorientations and complete flow cessations and restarts [13, 14]. An example

of a LSC in a Γ = 1 cell is shown in Figure 2.3. As described by Kadanoff [15], hot

plumes are generated from the flow close to the heating plate and near the left-hand

wall of the container. These plumes ascend to the cooling plate and travel along

the top surface while cooling. In the same fashion, cold plumes are generated from

the flow near the top plate, which descend towards the bottom on the right-hand

side of the cell. Upon reaching the heating plate, these cold plumes travel along

the bottom, increasing in temperature and entraining newly generated hot plumes,

thereby sustaining the circulation indefinitely. The region closest to the heating and

cooling plate, in which majority of the temperature drop occurs, and from where the

plumes erupt, is termed thermal boundary layer. The region of hot (or cold) plumes

moving close to the wall is often referred to as mixing zone or viscous boundary layer.

Both boundary layers are not clearly separate, and their dimension with respect to



11

Figure 2.3: A shadowgraph showing a LSC in a cell with Γ = 1. From Shang et al.
[16].

each other depends on Pr. The central region, termed bulk, contains relatively few

plumes in a turbulent motion, which nevertheless contributes to the circulation.

As Γ increases, the coherent convection roll breaks down into more complex

and less organised flow structures due to the diminishing interaction with the side

walls. This has been observed, for example, at Γ = 1.5 for cylindrical cells at

low Ra [17] or, as Cuba et al. [18] reports, at Γ = 2.5 for Ra = 107. Beyond a

certain Γ, the flow appears even more chaotic, and well-defined structures can no

longer be easily recognised. However, time-averaging the flow field reveals hidden,

large-scale structures resembling the convection rolls observed near the onset of

convection. These structures are known as Turbulent Superstructures (TSS) and,

in highly turbulent thermal convection, are the largest horizontal flow scales that

develop, exhibiting flow characteristics, size, and shape that are independent of

the system geometry. An example of such structures is shown in Figure 2.4. These

structures have been studied and analysed by means of Direct Numerical Simulations

(DNS) by Cuba et al. [18], Stevens et al. [19], Pandey et al. [20] and experimentally

by Moller et al. [21], Moller et al. [22], Weiss et al. [23] and Ghazijahani et al.

[24] through full-field velocity measurements. Besides the characterisation of the

topology and the wavelength of the TSS, these studies also quantified the impact

of TSS on the heat transport through the characterisation of the local Nu. In

particular, Moller et al. [21] concluded that the Nusselt number reaches local maxima

coincident with the positions of the TSS, highlighting their significant role in heat

transport. Furthermore, methods for determining the optimal averaging time τ have

been evaluated. The objective is to identify a suitable time window length such that
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the fast, small-scale fluctuations of velocity and temperature are separated from the

gradual variation of the large scale patterns. This window should be sufficiently

long to achieve this goal, but also short enough to avoid obscuring the large-scale

patterns themselves.

Pandey et al. [20] proposed a method based on the free-fall time tf , accounting

for the rapid fraction of dynamics of the convection, and effective dissipative time

td as slower time unit. τ is hence preliminary identified in the range

tf ≪ τ ≪ td. (2.8)

More detailed definitions of this quantity have been investigated by the authors;

however, their assessment requires quantities that are not directly measurable in

the experiment under study. Weiss et al. [23] investigated the TSS by means of

the Shake-The-Box Lagrangian particle tracking velocimetry and employed Proper

orthogonal decomposition (POD) to separate the superstructures from the turbulent

fluctuations. An analysis of the averaged profiles of horizontal and vertical turbulent

kinetic energy (TKE) revealed an estimation of the averaging time of τ = 50 tf .

This value was also confirmed by Ghazijahani et al. [24] through an analysis of the

Figure 2.4: Top view of different DNS from Cuba et al. [18] with Ra = 6× 103

(a,b) and Ra = 107. The streamlines of the instantaneous (a,c) and time-averaged
of 50 tf (b,d) are displayed.
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decay of the average temporal cross correlation coefficient, which in their experiment

reaches a minimum after τ = 57 tf .

2.2 Temperature sensitive paint

Surface measurements of pressure and temperature can provide insightful informa-

tion on flow events such as boundary layer transition, flow separation, shock wave

interactions and more complex flow dynamics. To derive the pressure distribution

over a model, traditional wind tunnel testing typically employs multiple pressure

taps located on the surface, each one connected to a pressure transducer. Piezo-

electric or capacitive sensors are also commonly used. Obtaining a comprehensive

and detailed pressure field requires a large number of these taps or devices, signifi-

cantly increasing the complexity and cost of the experiment. However, the resulting

pressure field will be limited in spatial resolution due to the discrete placement of

the measurements points over the model in study. Temperature fields can be ob-

tained using infrared thermography; however, this technique suffers from drawbacks

related to cost and operational complexity, as infrared cameras are typically more

expensive than high-speed cameras operating in the visible spectrum. Furthermore,

these cameras cannot be positioned external to the wind tunnel without employing

windows transparent to infrared radiation. Placing them inside the tunnel, more-

over, introduces flow intrusivity and the need of a detailed design of the camera

housing tailored to the specific wind tunnel conditions, which is even more critical

for tunnels such as the European Transonic Wind Tunnel (ETW) in Köln, which

operates at cryogenic temperatures. Additional limitations include reduced spatial

resolution and slow acquisition rates.

Pressure-sensitive paint (PSP) and temperature-sensitive paint (TSP) offer an

alternative approach as global measurement techniques. These techniques provide

spatially resolved, non-intrusive, full-field measurements of surface temperature (and

pressure, in the case of PSP) over large areas.

2.2.1 Photonics and temperature evaluation

Both PSP and TSP consist of polymer-based paints in which pressure or tempera-

ture sensitive luminescent molecules are immobilised [25]. Their working principle

relies on the oxygen and thermal quenching of luminescence, as schematically de-

scribed by the Jablonski energy-level diagram in Figure 2.5. The lowest energy

level in the diagram represents the ground state (S0) of a luminophore molecule,

typically a singlet state. Higher energy levels correspond to excited singlet states
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(S1 and S2) and triplet states (T1). Upon absorption of a photon, the luminophore

undergoes a transition from a ground electronic state to one of these excited states.

The excited electron returns to the ground state by a combination of radiative and

radiationless processes. The radiative decay from the lowest excited singlet state S1

to the ground state is known as fluorescence, while the transition from the triplet

state T1 to the ground state is termed phosphorescence. The latter, being a spin-

forbidden transition, has a longer lifetime than fluorescence, typically by up to three

orders of magnitude. The term luminescence encompasses both fluorescence and

phosphorescence. Radiationless deactivation processes are internal conversion (IC),

intersystem crossing (ISC) and external conversion (EC), which dissipate energy

as heat or transfer it to the surrounding environment. The excited states can be

deactivated through interactions with the surrounding environment, with processes

such as oxygen quenching and thermal quenching. PSP methods rely on the oxygen

quenching process and relate the gas partial pressure above the model surface to

the luminescent intensity. TSP methods, instead, are based on thermal quenching,

as the paint layer is designed to be impermeable to oxygen. Thermal quenching is

associated with temperature: as temperature increases, the quantum efficiency of

the luminophore decreases. Quantum efficiency, defined as the proportion of ab-

sorbed energy re-emitted as light, is inversely proportional to the temperature; a

higher temperature leads to a higher frequency of collisions between particles and,

consequently, an enhanced probability of deactivation via external conversion.

To obtain a relation between luminescent intensity and temperature, a simplified

model of the luminescence is assessed, considering only the main processes: exci-

tation, luminescence radiation, non-radiative deactivation and quenching. The de-

tailed model derivation is provided in Liu et al. [25]. For TSP experiments conducted

within a limited temperature range, the relation between intensity and temperature

is obtained by fitting a curve of the Arrhenius type:

ln
I(T )

I(T0)
=

Enr

R

(
1

T
− 1

T0

)
, (2.9)

where T is the temperature, I(T ) is the luminescent intensity at temperature T ,

T0 is the reference temperature, I(T0) is the intensity at the reference temperature,

Enr is the activation energy for non-radiative processes and R the universal gas

constant. In case the experimental data do not fully obey the Arrhenius relation,

an alternative empirical functional relation may be employed:

I(T )

I(T0)
= f

(
T

T0

)
, (2.10)
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Figure 2.5: The Jablonsky energy-level diagram (from Liu et al. [25]).

where f
(

T
T0

)
can be a polynomial, exponential or other function chosen to best fit

the experimental data within the observed temperature range.

2.2.2 Typical TSP experimental setup

Commonly employed TSPs in experimental studies are tris(2,20’-bipyridyl) ruthe-

nium (Ru(npy)) complexes dispersed in automotive clear coat, or europium(III)

thenoyltrifluoroacetonate (EuTTA) complexes in model airplane dope. The lu-

minophores can be excited by UV light, nitrogen lasers, frequency-tripled YAG lasers

or blue LED arrays, depending on the complex employed. Luminescent molecules,

serving as sensors, are incorporated into a polymeric coating. This coating is typi-

cally prepared by dissolving the luminophore and polymer binder in a solvent, then

applied to the surface using a sprayer or airbrush.

Ideally, TSPs should exhibit high luminescent output to maximise the signal-to-

noise ratio (SNR), which is also influenced by the paint layer thickness. A stable

luminescent output under continuous excitation is also desirable, although in re-

ality it is often limited by photodegradation. In addition, TSPs require sufficient

temperature response time and appropriate sensitivity for the intended application

range. Finally, the polymer binder should possess physical characteristics - such as

adhesion, hardness, smoothness, impermeability, and controlled thickness - selected
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Figure 2.6: Schematic of the component of a PSP/TSP experiment (From Liu
et al. [25]).

based on the specific experimental requirements.

Measurement systems for TSP fall into two main categories: intensity-based

methods and lifetime methods. Regarding intensity-based methods, camera systems

are the most common acquisition setup. A typical measurement system, illustrated

in Figure 2.6, employs an illumination source (UV lamp, LED array or laser) to excite

the TSP. Optical filters are used to avoid projection of the excitation light onto the

camera sensor and to minimise the capture of stray illumination. In intensity-based

methods, images of the TSP are acquired both in wind-off (wind tunnel inactive)

and wind-on configuration, and then transferred to the data system. To characterise

the noise of the camera sensor, a dark current image is acquired with shutter closed

or with the lens cap on. In addition, a dark image is also captured in the absence

of illumination from the source, to account for possible unwanted light sources in

the wind tunnel or laboratory. These two images are subtracted from all the frames

captured during the experiment. A ratio between the wind-on and wind-off images

is then calculated, obtaining a luminescent intensity ratio image. For each pixel,

the calibration curve associated with the paint is used to extract the distribution of

surface temperature.

In lifetime-based methods, the paint intensity decay time following an illumina-

tion pulse or wave is related to the pressure or the temperature at the surface. A

detailed discussion of this method falls outside the scope of this thesis, as it was not

employed during the experimental campaign.



Chapter 3

Experimental setup

3.1 Rayleigh-Bénard experiment

An existing Rayleigh-Bénard convection facility was used to investigate the turbu-

lent superstructures in RBC. It was designed with the flexibility to vary the cell

aspect ratio Γ and temperature difference ∆T and guarantee optical access from its

top while maintaining thermal insulation. It has been formerly employed by the

studies performed by Weiss et al. [23], who investigated RBC through Langrangian

particle tracking velocimetry. A schematic illustration of the system is presented in

Figure 3.1. The fluid volume has a quadratic outline of W × L = 320 × 320 mm2.

Figure 3.1: Schematic overview of the setup and images of the cell illuminated by
UV light (photo credit: J. Agocs).

17
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Figure 3.2: Excitation and emission spectra of three different Europium complexes
(From Ondrus et al. [26]). Number 1 has been employed in the present study.

The bottom plate is an aluminium plate with a thickness of 30 mm. It is heated via

a carbon fibre fabric glued to its bottom. Thermal insulation is provided below and

beneath the plate by a 18-cm thick polypropylene foam, which ensures a homoge-

neous temperature distribution over the heated surface. Four resistance temperature

detectors (Pt1000, 1/3 DIN B) are embedded 5 mm below the upper surface and

placed at the centre of each quadrant. The thermistors’ measured temperatures

are used as input for a PID control loop that maintains a constant average plate

temperature Tb within an accuracy of ±5 mK. The cell’s side walls, with a thickness

of 12 mm, are made of plexiglass and define the height H of the fluid sample. Four

different sidewalls, varying in H, were manufactured, with heights of 10, 20, 40 and

80 mm, corresponding to Γ = 32, 16, 8, 4, respectively.

A transparent borosilicate top plate of thickness 1.1 mm is placed on top and

sealed with silicon to the side walls. In order to ensure both cooling of the top plate

and optical access to the TSP, water is employed as cooling fluid and is circulated at a

defined temperature through a cavity above the top. The cooling water temperature,

which defines, with minor adjustments, the top plate temperature Tt, is regulated

by a chiller and kept constant within ±10 mK. Two thermistors are submerged in

the cooling flow prior to the passage over the cell, and two are placed at the outlet.

Distilled water serves as the working fluid in both the convection cell and the cooling

circuit.

The top plate is coated on the lower side with a layer of temperature sensitive

paint (TSP) based on a Europium complex (Europium 1,3-di(thienyl)propane-1,3-

diones), embedded within a polyurethane (PUR) matrix [26]. Excitation and emis-

sion spectra of the TSP are illustrated in Figure 3.2. The thickness of the TSP layer

was measured with a profilometer and determined to be 40 ± 0.1 µm for measure-

ments Γ = 32 and Γ = 16, and to 20 ± 0.1 µm for measurements with Γ = 8 and
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Figure 3.3: Schematic representation of the trigger timing.

Γ = 4. The TSP layer is in direct contact with the working fluid. The dye is excited

using four LEDs arranged in a square configuration above the convection cell. The

LED housing employed is a proprietary design of the Department of Experimental

Methods of the Institute of Aerodynamics and Flow Technology in DLR Göttingen

and is built around the chip Luminus SBM-120-UV-395nm, powered through a ded-

icated power supply. Each LED housing is equipped with a cooling fan to ensure

thermal stability of the chip throughout each run. The light emitted from the chip

is directed towards the TSP by means of UV focusing lenses (HSO-PL-720-UV).

Filters (Chroma ET385/70X) are attached to the lenses to restrict the light spec-

trum to the UV wavelengths (350-420 nm). To capture the TSP emission, a CCD

camera (PCO PCO.4000) is placed centrally and perpendicularly with respect to

the cooling plate 2 meters above the setup and equipped with a 35mm lens (Carl

Zeiss Distagon T* 2.8/35). A filter (Chroma ET630/75m) is mounted to the camera

lens to isolate the TSP emission spectrum (592-668 nm) and minimise stray light

interference.

3.2 Experimental procedure

Prior to each experimental run, the bottom and top plates were set to their target

temperatures to achieve the desired ∆T . The cell mean temperature was selected

to be approximately 20 ◦C to maintain Pr = 7 and ensure comparability between

different cases, other experiments and DNS results. Furthermore, this temperature,

being close to ambient laboratory conditions, minimised heat flux through the side

walls. After reaching the desired temperature, a stabilisation period of at least 30

minutes (500 to 2500 tf ) was provided to allow the flow to adapt to the thermal

boundary conditions and ensure fully developed thermal structures. To maximise

optical power output while limiting thermal stress on the UV-chip, the LEDs were

operated in pulsed mode. Their duty cycle was calibrated to initiate the illumina-

tion window 3 ms before the camera exposure trigger, as illustrated schematically

in Figure 3.3. This timing, determined through oscilloscope analyses, aimed to cut
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Figure 3.4: Overview of the measurement points acquired.

the first transient increases in LED light intensity upon pulse initiation. During the

measurement campaign, the cooling fans were always activated and, prior to each

acquisition, the LEDs were pulsed for a minimum of 5 minutes to ensure thermal

equilibrium and stable illumination. The camera exposure time and pulse repeti-

tion frequency of both the LEDs and camera system were selected based on the

characteristic flow velocities. Before each measurement campaign, and therefore for

each Γ, a “camera dark current” image was captured to account for data transfer

noise. Each experimental run lasted approximately 50 minutes, recording from 1000

to 7000 tf depending on Ra, with plate temperatures continuously monitored to

ensure stability.

The measured points acquired are displayed in Figure 3.4,

3.3 Uncertainty analysis and measurement accu-

racy

The typical application of TSP is in experiments with measurement times on the

order of milliseconds or seconds, to fully exploit the paint’s fast response time. Fur-

thermore, during conventional measurement campaigns, the properties of the setup

components (LEDs and paint) are assumed to remain constant. The application of

a TSP setup to a slowly-evolving flow like the Rayleig-Bénard convection, with the

TSP submerged in water for extended periods and the LED operated with high-

power pulses for prolonged durations, represents an innovation in experimental fluid
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dynamics [25]. This presents several novel challenges that were addressed during

the course of this study through dedicated experiments and testing.

The following sections present in detail the considerations made regarding these

aspects as well as assessment of the measurement accuracy.

3.3.1 Temporal and spatial resolution

While in most TSP experiments, the camera is positioned to image the face of the

TSP coating which is in contact with the flow, in the current experiment, instead,

the camera acquires images of the TSP surface opposite to the flow, hence of its

“cold” side. An assessment of the rate at which information is transmitted through

the paint layer is hence required. This was studied by analysing the response time of

the TSP to the temperature fluctuations in the working fluid, which was estimated

employing the diffusion time tdiff, defined as

tdiff =
δ2TSP

κPUR

, (3.1)

where δTSP is the thickness of the TSP layer and κPUR the thermal diffusivity of

the polymer matrix. For polyurethane, a value from the literature was employed:

κPUR ≈ 5× 10−7m2

s
[27]. For a TSP thickness δTSP = 20 µm, it results tdiff ≈ 0.8 ms,

and for δTSP = 20 µm, tdiff ≈ 3.2 ms. Their values, when compared with the Kol-

mogorov time scale tη, which ranges from 0.7 to 1.7 s across the experiments em-

ployed during the evaluation (See Table A.1), confirms that the delay of the tem-

perature signal transmission through the TSP can be considered negligible. The

camera exposure time texp was set such that it would result

tdiff ≪ texp ≪ tη, (3.2)

to ensure sufficient signal in the acquired images without losing temporal informa-

tion. To allow time-resolved measurements, the recording frame rate was selected to

be higher than tη. However, its value was intentionally chosen to be of a similar order

of magnitude, acknowledging that a higher value would not yield large improvements

in resolving the fastest temperature fluctuations. As a result, the number of images

captured per Kolmogorov time scale, is img
tη

> 1 for all measurements (with the

exception of measurement #3 in Table A.1).

The spatial resolution of the measurement was assessed using the determined

scale factor of 3.6 ± 0.03 px
mm

. Comparing this value with the Kolmogorov length

η, which ranged from 0.8 to 1.3 mm across the measurements, yields a resolution
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ranging from 2.5 to 4.7 px
η
.

These estimations demonstrate that the current experimental setup is capable

of obtaining spatially and temporally resolved measurements.

3.3.2 Assessment of temperatures

To calculate Ra as well as Pr and to process the images, a precise determination of

the thermal boundary conditions of the RBC cell was required. This was achieved

by utilising the data from the four thermistors positioned on the bottom plate, the

four on the cooling flow inlet and outlet, and the bottom plate power supply.

The heat flux density was calculated as

q =
Q̇

A
, (3.3)

where Q̇ represents the mean power supplied to the bottom plate measured by the

power supply and A the cross sectional area of the cell.

The mean bottom and top plate temperatures were calculated for each measure-

ment case as

Tb = ⟨Tbth⟩ − q
δalu
λalu

and Tt = ⟨Ttth⟩+ q
δboro
λboro

, (3.4)

where ⟨Tbth⟩ and ⟨Ttth⟩ represent the mean of the temperature measured by the four

thermistors on the bottom and top plate respectively, δalu = 5 mm the distance

between the thermistors on the bottom plate and the fluid, and δboro = 1.1 mm

the thickness of the borosilicate glass plate. λalu = 200 W
m·K and λboro = 1.2 W

m·K

are the thermal conductivities of the aluminium plate and borosilicate glass plate,

respectively. During the calculation it has been assumed

δTSP

λTSP

≪ δboro
λboro

, (3.5)

given the different orders of magnitude in thickness between the TSP layer and the

borosilicate plate and given the difficulty in accurately measuring λTSP. However, to

ensure a conservative estimate during the analysis, the contribution of the TSP to

the temperature correction was accounted for by increasing δboro by 0.1 mm.

The temperature difference ∆T and the cell mean temperature Tm were then

calculated using

∆T = Tb − Tt and Tm =
Tb + Tt

2
. (3.6)
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3.3.3 Rayleigh number

To extract accurate values of Ra and Pr, the C++ library CoolProp [28] was em-

ployed. For water, the library utilises the IAPWS-95 equation of state (EOS), a

thermodynamic model developed by the International Association for the Prop-

erties of Water and Steam (IAPWS) [29]. Using as input Tm, ambient pressure

Pamb = 99536 Pa (extracted employing the 1976 Standard atmosphere model [30]

at Göttingen’s elevation) and gravitational acceleration g = 9.80665 m
s2
, the library

calculates ρ, α, the thermal conductivity λw, and the heat capacity Cp. These values

were then used to compute the thermal diffusivity κ = λw

ρCp
. Subsequently, Ra and

Pr were calculated using Equations 2.1 and 2.2.

3.3.4 Nusselt number

An estimation of the Nusselt number Nu was performed to assess the optimality of

the boundary conditions by comparison with DNS results and other experiments.

To identify a suitable Nu power law for reference, different sources were ex-

amined, as most of the empirical correlations obtained over the years to deduce

Nu = f(Ra, Pr) suffer from range limitations and discrepancies with experimental

results, making a universally applicable law difficult to define. Grossmann et al.

[31], and subsequent updates [32], proposed a unifying theory to account for both

Nu = f(Ra, Pr) and Re = f(Ra, Pr), based on a large collection of experimental

data. This model is widely employed in the scientific community due to its complete-

Figure 3.5: Nu as function of Ra from the experiment in study (black circles) and
from previous experiment (green squares) and DNS (orange hexagons, red

diamonds) by others.
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ness and versatility; however, the theory is mostly valid for volumes with Γ = 1, and

insufficient experimental data exist to define a power law in the relevant Ra region

for the current experiment. Therefore, a different law is required. Fonda et al. [33]

conducted DNS on a domain with Γ = 25 at Pr = 7 and Ra = 105, 106 and 107,

which represent a more relevant range for this study. Curve fitting to the Nu values

obtained from these simulations yields the relationshipNu = 0.133×Ra0.298. This fit

is also consistent with the Nu obtained by Shishkina et al. [34], who conducted DNS

at different Ra at Pr = 5 in a cylindrical container with Γ = 1. These numerical

simulations employed perfectly isothermal bottom and top plates, and represents a

result to which the experiment can be compared when assessing boundary condition

optimality. Moller et al. [22] employed an apparatus similar to the one used here

for their investigations on RBC, and extracted the fit Nu = 0.121 × Ra0.286. The

Nu calculated from the data relevant for the current study (Table A.1) are plotted

as black circles in Fig. 3.5. They are rather close to experimental measurements

and results from DNS and, in particular, show the same slope in the log-log plot. In

fact, a power law fit to the data results in Nu = 0.120×Ra0.295.

As can be observed from the figure, both experimental measurements find lower

Nu compared to the DNS. It has to be noted that neither experiments are ideally

suited for high precision heat flux measurement: Moller et al. [22] calculated it from

averaging temperature and velocity data obtained via particle tracking, potentially

leading to an underestimation, while in this experiment the Q̇ provided by the power

supply was used, thereby neglecting the losses in the cabling and the bottom plate,

and hence leading to an overestimation. However, for the purpose of boundary

condition assessment, these results can still bring valuable information.

The lower Nu measured can be attributed to non-ideal boundary conditions at

the sidewalls or at the top plate. However, given the high Γ at which the experiments

were performed, and given that Tm was selected to mitigate the contribution from

the sidewalls, the heat flux from them can be considered negligible. The non-ideality

of the boundary conditions at the top plate, instead, could play a higher role, as its

design for both experiments prioritised optical access over thermal insulation. Due

to its finite thermal conductivity, a temperature drop occurs across the height of

top plate that depends on the local heat flux in the fluid right below (see also Eq.

3.4). It is the spatial heat flux variation together with the finite conductivity of

the top plate that leads to the development of spatially varying temperature on the

bottom side of the top plate, which we measure using TSP. A more detailed analysis

considering the Biot number could better quantify these effects.
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3.3.5 Biot number

From the estimation of Nu, it is possible to assess the Biot Number (Bi) which

relates the thermal resistance due to thermal conduction within the plates and the

convective heat transfer at the plates. It is used as a figure of merit for the uniformity

of the boundary conditions in the experiment. Given the similarities in the setup,

Bi is calculated with the formulation employed by Moller et al. [22]. As in their

work, two Bi are relevant for understanding the boundary conditions optimality:

the Bi of the top plate and the Bi of the bottom plate. They are defined by

Bit = Nu
λw

H

δboro
λboro

and Bib = Nu
λw

H

δalu
λalu

. (3.7)

For the current setup, the Biot numbers were found to be ranging for Bib from

0.023 to 0.046, and for Bit from 0.14 to 0.2. Since isothermal conditions can be

reasonably assumed for Bi ≪ 1, this criterion is well satisfied for the bottom plate

and is also met for the top plate, albeit to a lesser extent. Moller et al. [22],

employing a much thicker glass plate (8 mm), reported a Bit ranging from 0.86

to 1.22. This result, indicating less ideal boundary conditions, is consistent with

the conclusions presented in Figure 3.5. However, as Weiss et al. [23] state, limited

research is available regarding the influence of non-ideal boundary conditions on the

flow structures. Vieweg et al. [35] conducted a comparative study using a digital

twin of the experimental configuration of Moller et al. [22], systematically relaxing

the assumption of ideal thermal boundary conditions. Their simulations showed that

the characteristic horizontal size of the long-lived large-scale flow structures, such as

the TSS, increases as the boundary conditions become less idealised. This increase is

due to the finite thermal diffusivity of the glass top plate, which develops horizontal

thermal inhomogeneities. Given the similarities between the present experimental

setup and the of the one simulated in a digital twin, a comparable, albeit less

pronounced, effect is anticipated.

3.3.6 Richardson number

In order to elaborate on the efficiency of the cooling flow above the top plate, the

Richardson Number (Ri), which expresses the ratio of natural convection to forced

convection, has been estimated. It is defined as

Ri =
gα(Ts − T∞)L

V 2
, (3.8)



26 3. EXPERIMENTAL SETUP

where L is the length of the cooling plate in flow direction and V the flow veloc-

ity. T∞ represents the temperature of the water before flowing over the cell and

it was determined by averaging the temperatures measured by the two thermistors

positioned at the cooling plate inlet. Ts represents the temperature of the top plate

surface in contact with the cooling flow. As direct measurement of this value was

not feasible, and acknowledging that ⟨Ttth⟩ < Ts < Tt, it was approximated using:

Ts =
⟨Ttth⟩+ Tt

2
. (3.9)

In the analysed runs, Ri ranged from 0.05 to 0.3. As natural convection is typically

negligible when Ri ≲ 0.3 [36], it can be concluded that forced convection dominates

the cooling flow, effectively removing heat imprinted on the top plate by the thermal

structures. However, due to uncertainty in the term (Ts−T∞), this analysis remains

an approximation, providing just an upper bound for the value of Ri.

3.3.7 Stability of TSP in water

Limited experience exists in the literature regarding the application of TSP in water

for extended periods, and few studies have investigated the behaviour of TSP when

submerged [38]. Lemarechal et al. [37] conducted studies on the evolution of TSP

emission in water using the same Europium based paint in polyurethane (PUR)

matrix as employed in the current study. As shown in Figure 3.6, the TSP emission

(I) shows, in the first 24 h, a steep decay upon submersion, compared to the sample

exposed to air. The rate of decay appears to significantly reduce between approxi-

Figure 3.6: Emission of a TSP sample submerged in water (× marker) compared
to a reference sample in air (□ marker). The sample in water exhibits a gradual

emission decay over t ≈ 49 h, followed by a recovery upon drying. From
Lemarechal et al. [37].
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mately 25 h to 50 h, and the reduction saturates at 15%. The TSP sample was then

removed from the water at t ≈ 49 h and let dry. The emission recovered its original

value after approximately 175 h. Analyses conducted on the TSP spectrum by a

spectrofluometer concluded that the TSP luminophores are not affected by exposure

to water. Instead, the observed intensity decay is attributed to water diffusing into

the PUR matrix, altering its optical properties. These changes involve a significant

reduction in transmittance at wavelengths necessary for TSP excitation and reduced

transmission of approximately 30% in wavelengths relevant to the phosphorescent

signal.

However, the results of this study were not directly applicable to the present

experimental conditions. A first problem arose from the RBC cell assembly, which

comprised filling the system with water (thereby exposing the TSP to the fluid),

sealing the cell and cooling circuit, and degassing of the entire apparatus. This

process required several hours (≈ 24 h) to be completed, as the water must be

connected between the cell and cooling system to ensure fast pressure equilibration

between the convection cell and the cooling water, in order to prevent damage of

the borosilicate top plate. Due to the complexity of the setup, allowing the TSP to

dry between measurements was impractical. As each measurement campaign for a

given Γ lasted approximately one week, degradation of the mechanical properties of

the TSP was observed.

Figure 3.7a shows a close-up of a TSP image after 8 days of submersion in water,

revealing the development of circular imperfections, which are bubbles of water inclu-

sions within the paint. Their number and dimensions depend on the TSP thickness

(a) TSP degradation in forms of
“bubbles” after 8 days of submersion in
water, as seen in one of the raw images.

(b) TSP degradation after 1 month of
submersion and recent drying.

Figure 3.7



28 3. EXPERIMENTAL SETUP

and the time of submersion. These imperfections alter the TSP signal transmitted

to the camera, creating a lens-like effect. However, given the high resolution of

the images, these effects are almost negligible during the initial measurement days,

but become much more visible with prolonged experimentation. An example of TSP

degradation after one month of submersion in water and subsequent drying is visible

in Figure 3.7b, although no measurements were taken with TSP samples submerged

for longer than two weeks.

3.3.8 Transient intensity evolution

The spatially averaged luminescent intensity of the TSP layer during the measure-

ment runs reveals a characteristic temporal drift. As shown in Figure 3.8a, the

TSP emission intensity varied over time during an experimental run, deviating from

the expected constant behaviour. Instead, the intensity changed non-monotonically

over one hour, initially increasing to a maximum before decreasing approximately

linearly. These variations of almost 2% (although occasionally larger in other mea-

surements), compared to the TSP sensitivity of approximately 4 %/K in this range

of temperatures [26], result in a temperature uncertainty of more than 0.5 ◦C. A

correction is therefore necessary.

To better understand this process and isolate the contributing factors, a refer-

ence material was introduced to measure the change of the illumination intensity,

as the temperature of the LED chip and housing is known to influence light output,

Figure 3.8: TSP and reference intensity temporal evolution throughout a run
(Γ = 8 ∆T = 20K). The measurement was taken with LED pulsed at 2 Hz and
duty cycle of 20%. The values are normalised for the intensity of the frame at

t = 0 min.
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typically decreasing with increasing temperature. Paper was selected as a “temper-

ature insensitive” reference material by placing two strips alongside the RBC setup

to monitor the LED light intensity.

The reference intensity data gathered was spatially averaged to obtain a single

value per frame. The temporal evolution portrayed in Figure 3.8b reveals an output

variation of 2% over one hour. These data show which part of the variations in the

TSP emission origins from variations in the LED intensity and how much is related

from changes of the TSP. The TSP intensity was then normalized by the reference

signal, as shown in Figure 3.9. As can be seen, the effect of the light source output

variation, which was influencing the initial part of the curve in 3.8a with an increase

of 0.8%, has been accounted for and compensated. However, a linear decay of 3

%/h remains. A separate set of experiments was performed to further investigate

this effect.

First, the wavelength spectra of paper emission and LED chip output were in-

vestigated. The data-sheet of the LED chip shows that the spectrum of the emission

has a sharp peak centred with respect to the wavelength range of the UV filter. The

data-sheet also provides the wavelength peak shift with respect to chip temperature,

which is small (≈ 0.04 nm
◦C

) and remains within the filter range. The luminescence

spectra of the paper was instead measured in a TSP calibration facility. The paper

sample was excited with constant power and different UV wavelengths correspond-

ing to those transmitted by the UV filters, and the resulting emission spectrum was

analysed using a spectrometer. The results indicated that the luminescence inten-

Figure 3.9: Normalised TSP emission intensity for constant temperature as
function of time. Normalisation was done by dividing the signal with the reference

signal from the paper strips as well as by the initial intensity at t = 0 min.
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(a) Chip cooling fans turned OFF (b) Chip cooling fans turned ON

Figure 3.10: Measurement of the spatially averaged intensity of a paper sample
(⟨P ⟩i,j) excited with UV light at pulse frequencies frep = 1, 2, 4 Hz at duty cycle
10, 20 and 40%, respectively. The values are normalised for the intensity of the

frame at t = 0 min.

sity remained stable across the tested wavelengths, and the wavelength peak shift

remained within the camera filter range. These findings confirm that variations in

the paper luminescence only reflect changes in LED intensity, and is not caused by

a shift of the LED spectrum in combination with the spectral filter in front of each

LED.

Further investigations were undertaken using the same LED configuration of the

RBC experiments, with the paper sample positioned directly above the experimental

cell. The sample was illuminated with UV light emitted from the LEDs at differ-

ent pulse frequencies (frep = 1, 2, 4 Hz at duty cycle 10, 20 and 40%, respectively,

corresponding to the RBC cases) for a duration of one hour. The image acquisi-

tion was started simultaneously with the initiation of the LED illumination pulses.

Firstly, three runs were performed with the LED chip cooling fan deactivated. As

illustrated in Figure 3.10a, the intensity of the LED showed a first rapid increase

within the first 10-20 minutes. The amplitude of this increase was dependent on

the pulse repetition frequency, reaching approximately 10% for the case with 4 Hz.

The intensity trend, resembling the one of a saturating exponential, approaches then

an asymptotic value, albeit with a slight continued increase. This result contrasts

with the LED chip data-sheet, which reports an intensity decay of approximately

3% for a temperature increase of 10 ◦C. A plausible explanation for this behaviour

is heating of the LED case rather than the chip itself. The same tests were then re-

peated with the chip cooling fans activated. The results, displayed in Figure 3.10b,

showed that the intensity, following an initial short increase, decreased, approaching

an asymptotic value. The magnitude of this variation, however, was limited (≈ 2%)
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compared to the one observed with the fans deactivated (≈ 2% ∼ 10%). This trend

more closely resembles that reported in the LED chip data-sheet, suggesting that

the cooling fans effectively dissipate heat from the LED case, while the effect of chip

heating remains. These tests demonstrated that the LED cooling fans can ensure a

more stable output, but a correction with a reference signal still remains necessary.

Having accounted for the contribution of the LED output, the observed lin-

ear decay in the normalised intensity evolution displayed in Figure 3.9 is possibly

attributable to effects inherent to the TSP itself. These include the luminescence de-

crease due to submersion in water, as analysed in Section 3.3.7, or photodegradation

of the luminophore following illumination by the high-power UV-LEDs.





Chapter 4

Data processing

4.1 Temperature Calibration

4.1.1 General Remarks

The calibration process allows to relate the information of TSP luminescence to

physically meaningful temperature fields. For the experiment in this study, two

types of calibration can be employed. The first calibration method allows to relate

the TSP luminescent intensity to absolute temperatures. The second, employed here,

provides temperature fluctuations with respect to a reference. Hereto, conventional

wind tunnel TSP measurements using intensity-based methods (Section 2.2) usually

follow a two-step procedure. A reference image is first acquired with the wind tunnel

inactive (“wind-off” image). Subsequently, a series of images is captured while the

wind tunnel is operating (“wind-on”). The ratio between the wind-on and wind-off

images is then used with a calibration formula (Eq. 2.9 or Eq. 2.10) to determine

the temperature difference relative to the wind-off condition. To replicate the wind-

off and wind-on procedures in the present experiment, the initial step is to establish

thermal equilibrium within the cell (hence having Tb ≃ Tt) and acquire the reference

image. Afterwards, a ∆T would be applied, while maintaining Tt constant. However,

this approach presents different practical problematics. An issue is that, as the

bottom plate does not have any means for cooling, the time required for the entire

fluid volume to reach thermal equilibrium, and thus having Tt at the bottom plate,

is dependent only on the thermal diffusivity of water, which is low (≃ 0.143 mm2

s

[39]). This results in extended waiting times, up to several hours for the fluid volume

with Γ = 4. These waiting times are not acceptable due to the luminescent decay

of the TSP, which diminishes the signal-to-noise ratio and limits the precision of

the temperature measurements. The adopted method, instead, employs a temporal

33
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average of the images within each run as reference state, and the ratio between

this average and instantaneous images is converted to a temperature field via a

calibration function. The following sections discuss the two calibration methods

available for this experimental setup and illustrate how the temperature fields are

extracted.

4.1.2 Absolute temperature calibration

To relate the value of the actual luminescent intensity of the TSP in the RBC cell

to absolute temperatures, an in-situ calibration is required. This process involves

acquiring images of the TSP at various temperatures while maintaining Tb ≃ Tt

and ensuring thermal equilibrium within the fluid sample. A curve of Arrhenius

type (Eq. 2.9) is then fitted to these data. Considering that the TSP degrades

over the duration of the measurements, an additional correction factor is required.

Examination of the plot in Figure 3.6 reveals an initial rapid decay during the first

24 hours (approximately the setup preparation time), after which the degradation

rate decreases, suggesting an asymptotic approach to a stable decay value. As no

existing studies describe TSP luminescence behaviour after 49 hours of submersion,

a linear behaviour was approximated, considering an additional time constant m

that accounts for a possible luminescent decay between the measurements. Then, a

curve of a modified Arrhenius type (Eq. 2.9) was fitted to the calibration points:

I(Tt) = (mt+ IR) · exp
[
Enr

R

(
1

Tt

− 1

TR

)]
, (4.1)

with:

� m: Intensity decay [sec−1];

� t: time [sec];

� TR: Reference temperature [K];

� IR: Intensity at temperature TR;

� R: Ideal gas constant [JK−1mol−1];

� Enr: Activation Energy [Jmol−1];

� Tt: Top plate temperature [K],

The values IR, m and Enr are then extracted as fit parameters by fitting Eq.

4.1 to the measured intensities during calibration measurements. The result is a

calibration curve which allows conversion of luminescent intensity information into

absolute temperatures, accounting for TSP degradation. However, this method

suffers from the fact that the TSP intensity decay was found to be non-linear and
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Figure 4.1: Arrhenius fit result of the in-situ calibration for the Γ = 4 volume,
illustrating the temporal decay of TSP emission intensity after the start of the

measurements (≈ 40 h after submersion). The calibration points exhibit
non-monotonic decreasing behaviour upon paint submersion in water for extended

periods, and high scatter, resulting in uncertainty in the derived calibration
function.

non-monotonic even after 50 hours of submersion with the thinner TSP layer, as

shown in Fig. 4.1, where the intensity shows steep decay over 250 hours and the

uncertainty of the calibration points does not allow for an accurate fit.

4.1.3 Relative temperature calibration

This method allows for the determination of relative temperature fluctuations with

respect to a reference state. It offers the advantage of allowing for an ex-situ calibra-

tion in a facility with known and highly controlled boundary conditions. To relate

this ex-situ calibration to the TSP in water, reference can be made to the analysis

presented in the study by Lemarechal et al. [37], which demonstrated that the TSP

sensitivity (dI(T )
dT

) is not altered by exposure to water.

For calibration purposes, during coating of the top plates, reference samples of

few centimetres were coated onto aluminium substrates. A new TSP-covered top

plate was manufactured for every new sidewalls, i.e., whenever the aspect ratio was

changed. Therefore, measurements with different Γ were done with different TSP

coatings. Each sample was placed on a heating plate within the PSP/TSP calibra-

tion facility at DLR Göttingen. The plate was heated to a determined temperature,

and after a calculated time based on the thermal conductivity of the aluminium sub-
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Figure 4.2: Ex-situ calibration data of the sample coated with the TSP used for
Γ = 8; test of different fit functions.

strate, an image of the sample was acquired. For each image, the average intensity

was extracted. The calibration points ranged from 10 ◦C to 30 ◦C with intervals

of 2 ◦C at ambient pressure. An example of the calibration is displayed in Figure

4.2. To extract a relation between temperature and intensity, the Arrhenius fit was

tested but, as shown in the Figure, it did not adequately captured the non-linearity

of the data.

A second-order polynomial fit, neglecting the constant term, was then applied:

ln

(
IR
I

)
= b(T − TR)

2 + a(T − TR), (4.2)

with:

� TR: Reference temperature;

� a, b: Polynomial fit coefficients, where a represents the temperature sensitivity

at TR and b its non linear term;

� I: Spatial mean of the TSP signal at temperature T ;

� T : Temperature;

� IR: spatial mean of the TSP signal at TR.

The fit coefficients a and b were extracted. The fit parameters for the different

coatings are listed in Table 4.1. As only the ratio of the intensities enters the

calibration function, this method, while in principle allows for calculation of absolute

temperatures, it is often used to measure fluctuation relative to a reference state.
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Coating # Γ a b
A 4 (3.87± 0.004)× 10−4 (3.2± 0.07)× 10−4

B 8 (3.78± 0.004)× 10−4 (3.5± 0.06)× 10−4

C 16 (3.36± 0.005)× 10−4 (2.6± 0.07)× 10−4

D 32 (3.48± 0.004)× 10−4 (2.8± 0.06)× 10−4

Table 4.1: Polynomial fit coefficients determined for the TSP coatings across
different Γ measurements

4.1.4 Spatial calibration

To convert imaging dimensions to physically meaningful lengths, a spatial calibration

procedure is performed. This involves determining a scale factor k defined as the

ratio of the number of pixels representing each side of the quadratic container to

its actual physical dimensions in millimetres. The relative angle of rotation θ of the

cell with respect to the camera frame is also accounted for, although this is typically

less than 0.3°, as the camera was aligned such that the pixel row and columns are

parallel to the sides of the square cell. To obtain coordinates in millimetres, the

following transformation is applied:(
x

y

)
=

1

k

(
xpx

ypx

)(
cos(θ) −sin(θ)

sin(θ) cos(θ)

)
. (4.3)

Taking as origin the lower left corner of the cell, each axis coordinate is nor-

malised by the height H of the cell.

4.2 Image Processing

4.2.1 Pre-processing

After having selected the relative temperature calibration as suitable method for

relating TSP intensities to temperature, the raw images belonging to each run were

pre-processed to keep into account the effects described in Chapter 3.3.8, and con-

verted to relative temperature fluctuation fields.

Firstly, the raw intensity images acquired were divided in regions as shown in

Fig. 4.3. The main region is the one with the TSP coating (red in Fig. 4.3).

The second region is the one corresponding to the cell borders (blue in Fig. 4.3).

These regions are distinct, as in some measurements, such as those with Γ = 32 and

Γ = 16, the TSP layer is not applied to the entire glass plate. Other two regions

identified corresponds to the reference paper strips placed at the border outside the
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Figure 4.3: A raw image from one of the cases with Γ = 4. The coloured rectangles
mark the cell border (blue), the TSP covered area of the top plate (red) and the

two paper strips (green) used as a temperature independent reference to correct for
changes in the LED light intensity.

cell, if present (Γ = 8 and Γ = 4). To remove the influence of data transfer noise,

the “camera dark current” image ⟨Id⟩t was subtracted from each image. To account

for the intensity decay of the TSP, the temporal evolution of the spatially averaged

signal from the TSP region and the one from the reference areas were recorded.

The TSP intensity was then normalised by the reference signal (see Section 3.3.8).

Assuming a linear decay in TSP intensity over the measurement run, a first-order

polynomial was fitted to the resulting data. The slope s of the function represents

then the intensity decay. Successively, to each frame of the time-series it was applied

IPij = Iij ·
⟨P ⟩i,j,t
⟨P ⟩i,j

· (1− s · n), (4.4)

where:

� IPij : Signal of i, j-th pixel of the pre-processed image;

� Iij: Signal of i, j-th pixel of the raw image;

� ⟨P ⟩i,j,t: Spatially and temporally averaged reference signal;

� ⟨P ⟩i,j: Spatially averaged reference signal;

� s: Intensity drift;

� n: Current frame number.

⟨P ⟩i,j,t was calculated as the average of the last recorded value of the reference
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signals from each measurement. After this step, each image within a run is inde-

pendent from the state of degradation of the TSP or the illumination. In order to

generate a reference image to use in the image division procedure and obtain the rel-

ative temperature fluctuation fields, the temporal mean of all the corrected images

⟨IPi,j⟩t is calculated. This average is performed over a sufficient number of free-fall

times to completely remove any coherent structure. ⟨IPi,j⟩t therefore accounts for

the inhomogeneities of the illumination on the TSP region (such as shadows and

bright spots), variations in brightness depending on the local TSP layer thickness,

and impurities within the TSP or in the cooling canal (such as static bubbles or

rust particles). The average intensity of this image corresponds then to the mean

temperature of the TSP with respect to which temperature fluctuations T ′ can be

evaluated.

Figure 4.4: Image division procedure applied to the case #5.
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Figure 4.5: Temperature conversion applied to the case #5.

4.2.2 Intensity to temperature conversion

The intensity information was converted to temperatures using Equation 4.2. Here,

due to the absence of a reliable calibration curve for the TSP when submerged in

water, the value of IR is not directly available. Therefore, the equation is used to

compare IR to the intensity of each image and to their temporal average:

ln

(
IR
IPij

)
= b(Tij − TR)

2 + a(Tij − TR); (4.5)

ln

(
IR

⟨IPij ⟩t

)
= b(Tt − TR)

2 + a(Tt − TR), (4.6)

where:

� Tij: Temperature at i, j-th pixel;

� Tt: Top plate temperature;

� ⟨IPi,j⟩t: Temporally averaged signal of i, j-th pixel of pre-processed image.

The two equations were then combined to eliminate IR and obtain a ratio between

the temporally averaged image and each single frame:

ln

(
IR
IPij

)
−ln

(
IR

⟨IPij ⟩t

)
= ln

(
⟨IPij ⟩t
IPij

)
= b[(Tij−TR)

2−(Tt−TR)
2]+a(Tij−Tt). (4.7)

Herewith, it is assumed that the temperature of the TSP layer amounts to Tt

for calculation of the right hand side of the equation, i.e. for evaluation of the

sensitivity during calibration. The resulting temperature are still relative to the

mean temperature distribution. The ratio
⟨IPij ⟩t
IPij

therefore represents an alternative

to the ratio of “wind-off” to “wind-on” images. An example of the image obtained
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by performing this operation is displayed in Figure 4.4.

Solving for Ti,j − TR yields,

T ′
ij = Tij − TR =

√[
(Tt − TR) +

a

2b

]2
+

1

b
ln

(⟨IPij ⟩t
IPij

)
− a

2b
. (4.8)

The equation has been solved and the images with intensity information IPij were

converted in images with relative temperature information T ′
ij. An example of the

resulting temperature fluctuation field is shown in Figure 4.5.





Chapter 5

Results

5.1 Main flow features

5.1.1 Instantaneous temperature fields

After processing of the images and their conversion from intensity data to tem-

perature fluctuations, a quantitative analysis of the results can be undertaken to

characterise the transition between turbulent regimes dominated by large-scale cir-

culations (LSC) and turbulent superstructures (TSS). Given the large number of

data points recorded (Fig. 3.4) and the variety of test-conditions (e.g. different Pr,

long-term evolution, transient scenarios), the cases considered in the current study

are restricted to a subset for the sake of brevity. The covered parameter space is

summarised in Figure 5.1, and the corresponding conditions are listed in Tab. A.1.

Herewith, most of them were conducted at Pr = 7, but some measurements were

performed at elevated Tm to prevent condensation on the cooling plate.

Figure 5.1: Parameter space considered for the analysis. Detailed values are given
in Tab. A.1.
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Figure 5.2 provides an overview of instantaneous temperature fields for each

experimental run. The colour scale in the figure represents positive temperature

fluctuations relative to the reference state as shades of red, and negative fluctuations

as shades of blue. Positive fluctuations typically exhibit a rounded shape and are

attributable to warm, upwelling fluid. They are surrounded by blue regions that

stand out due to their thin structures. They can be interpreted as fingerprints of the

cold thermal plumes, that are ejected from the thermal boundary layer. Analysing

the time series, it is observed that the warm structures diverge towards the cold

ones, indicating that the fluid is cooling down while flowing along the top plate.

While the thermal structures appear similar to a certain extent in the various

flow cases, they exhibit different characteristics when looking in more detail re-

garding their number, size and alignment, which are elaborated on the following

paragraph. The discussion starts from the first row in Fig. 5.2, which displays re-

sults for Γ = 32 and the lowest Ra. For all the Ra, the regions of upwelling warm

fluid organise themselves into linear arrangements, that form polygonal structures.

The latter define the domain walls of larger convection cells and encompass regions

with sinking cold fluid. Herewith, the high visibility of these cells already in the

instantaneous fields allows to estimate their wavelength, which amounts to approx-

imately 7H. Few regions of upwelling fluid are concentrated along the sidewalls,

and most convection cells appear to be sharply truncated by them, suggesting that

the interaction between the two is weak or negligible. The polygonal structures

take different shapes, ranging from triangles to pentagons, and, as with patterns at

the onset of convection, tend to align with the container walls, as is particularly

evident in Fig. 5.2(c). Increasing Ra does not notably alter the wavelength of the

structures, but rather blurs the warm alignments due to an increase in the number

of smaller warm regions along their sides, resulting in a consequent decrease in the

size of the colder regions. Fig. 5.2 (d,e,f), with Γ = 16, displays structures with

similar features as Γ = 32, however less ordered. In particular, the warm round

regions are less coherently aligned. The convection cells at lower Ra are still visible

enough to estimate their wavelength being slightly larger than 5H. Further increase

in Ra causes smaller warm regions to appear aside the larger, aligned ones, and

renders the structures less defined. Consequently, the size of the few visible convec-

tion cells seems to decrease. At Γ = 8, the regions of warm upwelling fluid do not

reveal any obvious geometric arrangements any more. Furthermore, they are more

evenly distributed over the cooling plate. However, some faint arrangements can

be recognised, although they do not develop into complete convection cells in the

instantaneous temperature fluctuation fields. At Γ = 4 finally, only few and sparse
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warm regions can be recognised, and no alignments in the temperature fluctuations

are discernible anymore (see Fig.5.2 (j,k,l)). The fact that most of the fluid with

high positive fluctuation is concentrated near the lateral boundaries or in the corners

is considered as an indication of strong side-wall interaction.

In the following, the temporal evolution of the temperature fluctuation fields

as observed in the time series will be discussed. Beginning again with Γ = 32,

see Fig. 5.2 (a,b,c), significant temperature variations are mostly observable in the

Figure 5.2: Overview of instantaneous temperatures field over the different test
cases, sorted with respect to Γ and ∆T .
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small-scale patterns whereas the large-scale structures are rather stable in time: the

convection cells smoothly reorient and adopt different shapes without sudden events.

With increasing Ra, the frequency of the lateral oscillation of the smaller red regions

appearing alongside the warm alignments rises. At Γ = 16, the convection cells, still

visible in the snapshots, become highly transient and reorientate continuously within

∼ 50 free-fall times tf . At Γ = 8, the temporal evolution of the flow becomes highly

dynamic in the sense that the regions of warm upwelling fluid are appearing and

disappearing within few tf , and are displaced randomly throughout the domain. At

Γ = 4, finally, the flow is fully chaotic. Large warm plumes impact the top plate and

spread across it, but their origin is not fixed in space and varies frequently in time.

However, hidden in these small and intermediate fluctuations, large scales structures

spanning a part or even the complete sample can be identified, as e.g. a dual roll

structure in Fig. 5.2(l), that originates from upwelling fluid at the sidewalls at the

lateral sides of the figure and downwelling fluid in the centre. Throughout the run,

the flow undergoes many events, such as shifting and rotation of the rolls.

5.1.2 Averaged temperature fields

Averaging multiple snapshots over a specific time duration, as described in Chap-

ter 2.1, allows to separate the rapid fluctuations from the slowly-evolving TSS, high-

lighting their respective contributions. In Weiss et al. [23], a time-scale suitable for

isolating the TSS has been determined to be 50 free-fall times at Ra = 1.1 × 106.

Accordingly, Fig. 5.3 shows the averages of the temperature fluctuation fields over

50 tf for the different flow cases. Before going into the detailed discussion of each

Γ, it should be noted that the magnitude of the positive and negative fluctuation

decreases with increasing Ra (and decreasing Γ), pinpointing to a diminishing tem-

poral stability or lifetime of the coherent structures.

At Γ = 32, individual circular warm regions are expectedly still discernible due

to the high temporal stability of the convection cells. This result appears largely

independent of Ra as the structures remain well-defined across the three different

cases shown. However, as for the other aspect ratios, averaging allows for a clearer

identification of the structures’ wavelength, shape, and alignment. In the centre

of the convection cells, regions of negative fluctuations form lines converging to-

wards central points, indicating a rather stable alignment and localisation of the

cold plumes over 50 free-fall times as well. At Γ = 16, by averaging the instanta-

neous temperature fluctuation fields, structures that were hardly discernible in the

instantaneous fields become visible, such as the polygonal structure at the lower-

right corner of Fig. 5.3(d). At the lower Ra the structures exhibit sufficient clarity
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for a more precise assessment of their size. Upon incrementing Ra, the walls of the

polygonal convection cells become less distinct, and eventually, at higher Ra some

break down and evolve into larger, more turbulent convection cells, as observed at

the bottom of Fig. 5.3(f). At Γ = 8, averaging allows highlighting, albeit faintly, of

some long-lived structures previously not observable in the instantaneous tempera-

Figure 5.3: Overview of the mean temperature fields, averaged over 50 tf . The test
conditions are sorted with respect to Γ and ∆T .
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ture fields or the time series. In fact, it is possible to recognise convection cells in

Fig. 5.3(h) and 5.3(i). Interestingly, some areas of the flow in Fig. 5.3(g) resemble

the features observed in Fig. 5.3(f), i.e. the highest Ra for Γ = 16. The results for

Γ = 4, finally, reveal a largely homogeneous averaged temperature field, attributable

to the high turbulence and increased mixing of flow features. However, extended

regions of warm fluid (mostly close to the lateral boundaries) and cold fluid (mostly

in the central part) indicate the occurrence of large scale circulations. For example,

the flow in Fig. 5.3(j) reveals a toroidal motion, whereas in Fig. 5.3(k), two rolls

can be spotted from upwelling fluid on the upper and lower side and a sink in the

central region. The flow in Fig. 5.3(l), however, is more complex, involving multiple

large circulations. Being averaged over 50 free-fall times, these flow structures still

represent transient structures, which evolve over time and change between a variety

of characteristic combination of LSC.

5.2 Statistical analysis

In order to obtain a quantitative and statistically comprehensive view on the exper-

imental results, probability density functions (PDFs) of the temperature fluctuation

fields were calculated considering the complete data set for each run. Selected re-

sults are presented in Fig. 5.4, for varying Γ at a fixed ∆T = 10 K, alongside with

a Gaussian distribution with standard deviation σ = 0.06, related to the one of the

temperature field of measurement #2 with Γ = 32 and ∆T = 10 K.

The PDFs of the instantaneous fields (Fig. 5.4(a)) exhibit a similar width across

all aspect ratios, with standard deviation of approximately σ = 0.05. The PDF

for Γ = 32 is the broadest, while, with decreasing Γ (and therefore increasing Ra),

the curves narrow. The negative tails exhibit a decline whose steepness depends

on Γ, although not with a strictly monotonic dependence. On the positive half,

instead, they follow a broadly similar behaviour. A general positive skewness of

approximately 1.6 is observed, which is expected as the measurement is performed

at the cooling plate, hence with a rigid wall on one side and convecting fluid on the

other.

Averaging the fluctuation fields over 50 tf , as done in Fig. 5.3, allows to filter

out the rapid temperature fluctuations. The PDFs of these filtered fields (5.4(b))

are significantly narrowed as compared to those of the raw fluctuations. This trend

indicates a diminishing temporal stability or lifetime of coherent structures with

decreasing Γ and increasing Ra. Interestingly, upon this averaging process, the

distributions remain skewed of approximately 1.8. Herewith, the PDF for Γ = 32 is
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Figure 5.4: Probability density functions of instantaneous temperature fluctuations
(a) and fluctuation from averages over 50 tf (b) for different aspect ratios at

∆T = 10K.

altered the least, exhibiting only a slight decrease of higher fluctuation magnitudes.

The negative tail of the curve is cut at a lower magnitude, as compared to the positive

tail, suggesting higher temporal stability of the warm structures as compared to the

cold ones. With decreasing Γ, the impact of the filtering on the PDFs becomes

more pronounced, while the skewness of the PDFs is retained, as already stated. At

Γ = 4 finally, the averaged PDF results narrowed down to σ = 0.02, indicative of a

temperature field dominated by rapid, short-lived fluctuations.

5.3 Comparison with other measurements and DNS

As this represents the first study that applies TSP to study RBC, it is worthwhile

to compare the results to data available in the literature from comparable studies.

Recently, Weiss et al. [23] employed the same RBC setup as used in the current

study to measure the volumetric velocity field in the fluid using Lagrangian particle

tracking (LPT). Figure 5.5 depicts an instantaneous temperature fluctuation field

from case #5 of the current study (see Table 4.1) side-by-side with a plot of the

vertical velocities by Weiss et al. [23] in a horizontal slice above the bottom plate

at z = 0.1/H. As expected, given the opposing measurement planes, the flow fea-

tures are complementary: the LPT data reveals cold downwelling fluid, while the

TSP measurements show warm upwelling fluid defining the convection cells. De-

spite depicting different quantities from different positions in the fluid, the observed

coherent structures are strikingly similar, given the strong coupling between tem-
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perature and vertical velocity in the boundary layers. Naturally, the structures have

opposite sign. Besides that, TSS as well as thermal plumes can be clearly recog-

nised, and the coherent structures result of comparable dimensions in the TSP and

LPT data sets. While LPT provides highly resolved measurements of velocities and

accelerations in the volume, and TSP measures thermal imprints at the surface with

high spatial and temporal resolution, the different measurements techniques reveal

complementary views on the large and small scale structures in the RBC experiment

in study. Combining the findings from these techniques can hence allow for a more

comprehensive understanding of RBC and the observed turbulent structures.

Another comparison can be drawn between the TSP measurements in the cur-

rent study and the direct numerical simulation (DNS) by Pandey et al. [20] in a

volume with Γ = 25, at Pr = 7 and Ra = 105, see Fig. 5.6. It should be noted,

though, that the TSP results are given as temperature fluctuation fields, as before,

while the DNS visualises the temperature derivative at the wall. The latter was

performed applying isothermal boundary conditions at the bottom and top plates,

with thermally insulated sidewalls and no-slip condition. Consequently, a direct

comparison of wall temperatures is not meaningful, as the DNS, by definition, does

not exhibit thermal structures on the heating plates. Nevertheless, this comparison

is pertinent, as both TSP and the DNS data analysed here are highly related to

the local heat flux. As a result, at first glance, striking similarities in the structures

Figure 5.5: Two snapshots of RBC with Ra = 1.1× 106 and Pr = 7. Snapshot (a)
represents the temperature fluctuations on the cooling plate measured with TSP,
while snapshot (b) represents the vertical velocity component measured using LPT

by Weiss et al. [23] close to the bottom plate at z = 0.1/H.
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Figure 5.6: Comparison of instantaneous temperature data. (a) Temperature
fluctuations on the cooling plate measured with TSP at Γ = 32, (b) vertical

temperature gradient on the heating plate from DNS by Pandey et al. [20] with
Γ = 25, Ra = 105 and Pr = 7. The fields are depicted at the same spatial scale for

comparison.

can be observed. The warm upwelling fluid regions display similar circular shapes

and sizes, and in both datasets, these regions align to form polygonal structures.

The thermal line plumes ejected from the thermal boundary layer are also visible in

both temperature fields. In both results, few warm regions are concentrated along

the sidewalls, with the convection cells showing little interaction with them. Specif-

ically, it is observed in results (a) and (b) that the domain walls of the convection

cells, at least one face of each polygon, are aligned with the container walls. In

case (a), the cells are predominantly pentagonal or squared in shape, a trend also

observed in case (b). Finally, the polygonal structures are very similar in size too.

However, a more detailed investigation is required to quantify this observation with

high statistical relevance.

5.4 Final discussion and summary

In the current chapter, temperature fluctuation fields of a selected subset of test-

cases comprising three similar temperature differences (5, 10 and 15 K) at aspect

ratios 32, 16, 8 and 4 were presented and discussed qualitatively and, in certain as-

pects, quantitatively. Besides the PDF of the temperature fluctuations, the shape,

size, and alignment of coherent structures were analysed in both instantaneous and
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averaged temperature fields. Considering the temporal evolution in the time-series,

the dynamic evolution and temporal stability of the coherent structures were elabo-

rated upon. Integrating these observations already allows for a preliminary classifi-

cation of the flow regimes with respect to the question whether they are dominated

by pattern, turbulent superstructures (TSS) or large-scale circulations (LSC).

At Γ = 32, especially at the two lower Ra, the temperature fluctuation fields

exhibited well-defined polygonal structures formed by upwelling warm fluid, with

wavelengths smaller than the lateral sample size L. These structures displayed min-

imal interaction with the sidewalls and shined out with high temporal stability,

undergoing only smooth and limited rearrangements. Averaging over 50 tf further

enhanced the visibility of these structures by filtering out rapid fluctuations. The

temporal stability was further confirmed by the PDF analysis, which revealed only

a minimal alteration by the averaging process. These characteristics are often in-

dicative of a predominantly time-dependent pattern flow. At the highest measured

Ra for this Γ, these polygonal structures became slightly less discernible in the in-

stantaneous fields; however, the averaging procedure revealed again the underlying

pattern. At Γ = 16, the flow became increasingly turbulent, and the arrangement of

warm regions was more difficult to determine in the instantaneous snapshots. Nev-

ertheless, averaging highlighted the polygonal structures, allowing for a more precise

assessment of their shape and size and suggesting that these structures evolve into

TSS, partially overshadowed and frequently rearranged by the turbulent flow. With

increasing Ra, the structures became less pronounced and even localised breakdown

could be observed. At Γ = 8, a higher number of warm fluid regions exhibited

interaction with the sidewalls. Coherent structures were barely recognisable in in-

stantaneous snapshots, and averaging revealed only a few longer-lived structures,

suggesting transition from TSS to LSC. Finally, at Γ = 4, no coherent structures

were observable in either the instantaneous temperature snapshots or the averaged

fields. This absence of discernible structures was a direct consequence of the sig-

nificant constraint imposed by the sidewalls, which strongly interact with the flow

and dictate its circulation pattern. The flow, as expected, is here characterised by

a clear dominance of LSC.

In summary, a transition from time-dependent flow to turbulent flow was ob-

served between the measurements with Γ = 32 and Γ = 16, occurring between

Ra = 2.5 × 105 and Ra = 5.2 × 105. This transition broadly corresponds to that

identified by Krishnamurti [11] in the regime diagram shown in Fig. 2.2. Further-

more, a smooth evolution from TSS to LSC was observed from Γ = 16 to Γ = 8,

occurring between Ra = 1.7 × 106 and Ra = 4.4 × 106, and with increasing Ra at



53

Γ = 8. Finally, at Γ = 4, the flow is completely dominated by LSC.





Chapter 6

Conclusions

This study on the application of temperature sensitive paint to a Rayleigh-Bénard

convection volume presented several novel challenges.

Firstly, achieving ideal boundary conditions, typically difficult in any RBC ex-

perimental setup, necessitated a thorough assessment of their thermal uniformity.

Secondly, the unconventional use of high-power LEDs for long-term measurements,

along with their non-linear behaviour throughout the acquisitions, required the im-

plementation of reference signals to account for these effects in post-processing.

Lastly, the limited existing literature regarding TSP behaviour when submerged in

water necessitated a new characterisation of the paint performance and tracking of

its properties throughout the measurement campaigns. Addressing these effects led

to the development of a precise calibration method capable of accurately relating

the paint luminescent intensity to temperature fluctuations relative to a reference

state. This calibration allowed for the conversion of the raw images into temperature

fields underneath the top plate in Rayleigh-Bénard convection at varying Γ and dif-

ferent Ra. The results are rich in information, and provides excellent visualisation

of the thermal imprint of flow structures at the fluid sample’s top plate with high

spatial and temporal resolution. Qualitative and quantitative observations of the

flow features already reveal multiple interesting dynamics, and initial conclusions re-

garding the transition between turbulent superstructures and large-scale circulation

can be drawn. Moreover, the comparison with existing experimental and numeri-

cal data demonstrate the TSP’s ability to capture flow structures consistent with

previous studies of RBC. Many opportunities for further investigation remain, such

as measurements of autocorrelation to extract temporal and spatial power spectral

densities, that can bring information on the structures’ wavelengths, and analysis of

cross-correlation to assess their stability in time. Furthermore, proper orthogonal

decomposition (POD) could be employed to isolate the dominant modes of the flow,
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providing an even deeper understanding of the flow physics.
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