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Abstract
The current global energy landscape demands a fundamental reassessment of the pri-mary sources sustaining modern societies. While the imperative of deep decarboniza-tion has elevated the role of renewable energy, their inherent intermittency necessi-tates reliable, low-emission alternatives capable of ensuring system stability and con-tinuity. Within this framework, nuclear power emerges as a key component, offeringfirm capacity that enhances both grid resilience and energy security.The structural limitations of existing nuclear technologies have prompted the ad-vancement ofGeneration IV reactors, which aim to enhance sustainability, reducewaste,and improve flexibility. Among these, Lead-cooled Fast Reactors (LFRs) stand out fortheir inherent safety features, high thermal efficiency, and compatibility with closedfuel cycles. In Europe, ENEA is leading the development of ALFRED, the reference demon-strator for LFR technology.As a Generation IV system, ALFRED integrates technological innovation with an ad-vanced safety philosophy, requiring robust tools to assess the impact of physical andmodeling uncertainties on key neutronic parameters.Sensitivity analysis is essential for both understanding core neutronics and optimiz-ing design safety margins. By quantifying how input parameters affect key outputs, ithighlights the components requiring tighter control to ensure stable reactor behavior.It also lays the groundwork for uncertainty analysis, which assesses the impact of datauncertainties on integral quantities and informs regulatory decisions during reactor li-censing.In this framework, the present thesis contributed to the neutronic design activitiesfor ALFRED by extending the ERANOS code system with new computational modulesfor the sensitivity analysis of the effective delayed neutron fraction, β̂eff , with respectto nuclear data other than cross sections.The methodology is based on Generalized Perturbation Theory (GPT), and enablesthe evaluation of sensitivity coefficients S(β̂eff , α), where α represents a generic nu-clear parameter. Specifically, the study addressed sensitivities with respect to the av-erage number of delayed and prompt neutrons per fission (νd, νp), as well as delayedand prompt fission spectra (χd, χp). All new expressions were derived from first princi-ples and implemented by leveraging validated ERANOS functionalities, ensuring inter-nal consistency and preserving the integrity of the existing code framework.A progressive numerical verification strategy was adopted, starting from an analyt-ically solvable minimal configuration and culminating in a simplified ALFRED-inspiredToy Model featuring a finite cylindrical geometry subdivided into two zones with differ-ent fuel compositions.Verification focused primarily on νd, chosen for its practical advantages and physi-cal relevance. For this parameter, GPT-based sensitivity coefficients were benchmarkedii



against reference values obtained via a Direct Perturbation (DP) method. The resultsdemonstrated strong consistency, with relative discrepancies in the total sensitivitiesremaining below 0.2% across all isotopes and precursor families, confirming the relia-bility of the GPT-based implementation.Verification for the remaining parameters (νp, χd, χp) was conducted using progres-sively complex, simplified models, enabling a controlled assessment of the methodol-ogy without compromising validation fidelity.Overall, the tools produced in this thesis establish a robust foundation for advancedsensitivity and uncertainty analyses of β̂eff in realistic reactor models, directly support-ing the safety-oriented design and licensing objectives of the ALFRED project.
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

1 Energetic and Technological Context
The contemporary global energy landscape is characterized by a complex interplay offactors, such as rising demand, finite resources, environmental responsibilities, andgeopolitical instability. Addressing these issues requires a diversified and sustainableenergy strategy, where nuclear systems play a crucial role. Given the broad context andthemultifaceted nature of nuclear technology, this introduction surveys challenges andframes the role of the nuclear energy as a key player in meeting future requirements.
1.1 Global Energy Scenario
The trajectory of human civilization inevitably leads to a steadily increasing demand forenergy.Although the major economic powers may not exhibit a clear political commitmentto reversing this trend, recent data indicate a modest decline in energy consumptionacross several high-income regions: a development that appears driven more by struc-tural and economic shifts than from deliberate policy choices. [1].This decline can be attributed to improvements in energy system efficiency, a grow-ing public awareness of the need for more ecological lifestyles (at both individual andsystemic scale), implying a gradual shift from fossil fuels to cleaner energy sources and,notably,demographic stagnation.By contrast, emergingmarkets and developing economies (EMDEs), which accountsfor roughly 85% of the global population, , are now the primary engine of rising energydemand. Over the past decade, these regions have experienced an average annualgrowth of about 2.6% in energy demand, driven primarily by massive population in-creases and industrial development [2].Assuming that the future energy landscape will be shaped by policies currently inplace or officially announcedby governments, it is possible to define the so called StatedPolicies Scenario (STEPS). This scenario represents the "business as usual" case, inwhichno changes are expected relative to existing strategies, and the future energy trajectoryis essentially driven by economic and demographic factors. In addition to STEPS, suchprojections typically consider two other scenarios based onmore committed hypothet-ical policies aimed at reversing the growth trend in energy consumption. These are theAnnounced Pledges Scenario (APS) and the Net Zero Emissions by 2050 (NZE) scenario.Under the APS, it is assumed that, in addition to the current commitments, gov-ernments will take action to implement announced plans – although these may notyet be legally binding or fully enacted – regarding energy consumption policies. APSthus offers an intermediate transition outlook, in which declared climate targets shapethe development of the global energy trajectory. Under these conditions, total energydemand is expected to peak around 2030, reaching about 3% below current levels by
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

2035 [3].The third and most ambitious scenario is NZE, which is formulated in a manner op-posite to the previous two: it starts from the objective of eliminating net greenhousegas emissions by 2050 and then defines the energy policies necessary to achieve thisgoal. In theory, this ideal scenario is the only one capable of delivering the outcomesenvisioned by the Paris Agreement [4], provided that aggressive climate policies areadopted early, technological development in energy systems is strongly promoted, anddrastic behavioral changes are implemented on a global scale. The impact of the NZEScenario extends beyond reductions in total energy demand: it significantly reshapesthe global energy system. Under this pathway, global energy-related CO2 emissions areprojected to decline by approximately 40% between 2020 and 2035, while total en-ergy consumption is expected to decrease by about 7% by 2030 and further declinemodestly by 2050 [5].Figure 1 charts total energy demand and electricity demand, starting from the early2000s through 2050. Across all scenarios considered, total energy demand either re-main broadly flat or rises slightly (STEPS scenario), or it decline progressively (APS andNZE scenarios). Regardless of the path for total energy demand, electricity demandincreases in all cases –more sharply in scenarios pursuing more ambitious decarboniza-tion targets [3].Returning to the current reality, it must be acknowledged that the triad of oil, coal,and natural gas – resources from which a decisive disengagement has yet to occur –is becoming increasingly unsustainable. This has become ever more evident in recentyears, as the long-standing challenges associated with fossil fuels (namely greenhousegas emissions and the depletion of finite terrestrial resources) are now compounded byheightened geopolitical risks. The vulnerability inherent in reliance on a limited numberof fossil-fuel suppliers was starkly revealed by the outbreak of thewar in Ukraine, whichseverely disrupted European energy markets and exposed the fragility of the currentenergy systems.In this context, where the transition towards sustainable and secure energy systemsis imperative, nuclear energy can play a pivotal role in strategies aimed at developmentof more efficient energy sources, as well as the enhancement of storage systems andthe resilience of electrical grids. According to the IEA’sWorld Energy Outlook 2024 [3],the variable and intermittent nature of predominant renewable energy sources, such aswind and solar, can be effectively balanced and complemented by nuclear energy sys-tems. These nuclear systems combine low greenhouse gas emissions with the ability toprovide programmable, baseload electricity over long operational lifespans – featuresthat are essential for ensuring long-term grid stability.Historically, nuclear power has been a key contributor to global electricity genera-tion since the 1950s, maintaining a prominent role for approximately half a century [6].Its contribution has fluctuated over time due to a combination of technological ad-
2



1 ENERGETIC AND TECHNOLOGICAL CONTEXT

(a) Energy demand

(b) Electricity demand
Figure 1: Historical trends and future projections of total energy demand (a) and electricity de-mand (b) under the STEPS, APS, and NZE scenarios (2000–2050). While total energy demandis expected to remain stable or decline depending on the scenario, electricity demand consis-tently shows consistent growth across all scenarios, with the most rapid increases occurring inthe APS and NZE pathways - reflecting a broadershift toward electrification as a key strategy forachieving climate goals [3].
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

vancements, shifts in electricity demand, and political factors. The energy crises ofthe 1970s, the scaling back of nuclear programs in various countries during the 1980sand 1990s, and the growing emphasis on renewable energy in the 21st century have allsignificantly influenced the trajectory of nuclear energy development. In particular, thepast decade has seen a rapid surge in electricity demand, growing at twice the rate ofoverall energy demand [7]. This trend has led to the characterization of the current eraas the "Age of Electricity", reshaping both the operational landscape and policy frame-work surrounding nuclear energy.
1.1.1 Nuclear Power and Energy Transition
In 2024, global installed nuclear capacity reached approximately 420GW, driven by theaddition of over 7GW of new nuclear power capacity. This increase represents a 33%rise in newly installed capacity compared to the amount added in 2023 [2].Despite this growth, nuclear energy still accounts for approximately 9% of globalelectricity generation, a significant drop from thehistorical peak of about 16.6% achievedaround the year 2000 [8]. This decline is partly due to the expansion of overall electric-ity demand, which has outpaced the relative growth of nuclear generation. Accordingto the IEA [3], nuclear energy remains the second largest source of low-carbon electric-ity1 globally, providing approximately (∼ 2600TWh) annually. it is surpassed only byhydropower, which contributes around (∼ 4300TWh).Global nuclear energy production exceeds that from wind by 20%, surpasses solarby approximately 70%, and is nearly four times greater than the energy produced frombiomass (see Figure 2).In terms of CO2 emissions, currently operating nuclear reactors prevent the releaseof approximately 1.5Gt of CO2 into the atmosphere each year [10]. Cumulatively, overtheir operational lifetime, it is estimated that nuclear power has avoided the emissionof around 72Gt of CO22. In high-income, developed economies, nuclear energy plays amore prominent role than the global average, contributing approximatively 9% of theelectricity generation in 2023 [11]. The countries most reliant in nuclear power includeFrance, where it accounts for 65% of the total energy consumption, and Slovakia with
60%. By comparison, in the United States – which hosts the largest fleet of nuclearreactors globally, with 94 operational units – nuclear energy supplies about 20% oftotal electricity demand.Shifting the focus to emerging markets and developing economies (EMDEs), a clearcontrast emerged in the deployment of nuclear technology. As of 2023, nuclear energy

1Low-carbon electricity refers to electricity produced from sources that emit little to no CO2 dur-ing generation, such as hydroelectric, nuclear, solar photovoltaic and thermal, wind, and in some casesbiomass.2This quantity represents the amount of CO2 that would have been emitted if the same quantity ofelectricity had instead been generated using fossil fuels such as coal, oil, or natural gas.
4



1 ENERGETIC AND TECHNOLOGICAL CONTEXT

Figure 2: Global low-emissions electricity generation by source in 2023. Energy values are ex-pressed in terawatt-hour. Other low-emissions sources are not shown, as their contribution iscomparatively minor. [9]

contributes an average of 5% to electricity generation in these countries. However,there are notable exceptions within this group of countries: in Ukraine, where 50% ofelectricity comes from nuclear plants, and Belarus, where nuclear power accounts for
35% [11].Global investments in the nuclear sector has fluctuatedover time. Interest increasedsignificantly in the first half of the 1980s, driven by the energy crisis of the previousdecade, which had caused a sharp rise in oil prices. At the same time, the sector has alsofaced severe downturns, most notably in the aftermath of the Chernobyl disaster (1986)[12] and Fukushima (2011) [13] accident. These events prompted the adoption of strictsafety principles that underpin current regulatory frameworks, resulting in substantiallyhigher costs and much longer construction times for nuclar plants – often exceeding10 years – than had previously been the case [14]. Investments in the nuclear sectorgrewmodestly between 2000 and 2010. During this period, most investments were di-rected toward extending the operational lifetimes of reactors in developed economies,and constructing new plants in China, which was significantly expanding its nuclear ca-pacity. However, in recent years, interest in the sector has been revitalized: in 2024,investments reached approximately USD 80 billion, nearly double the average annuallevel of the previous decade [3].A significant paradigm shift has occurred regarding the countries where nuclearprojects are being developed: the majority of these activities now take place in EMDEsrather than in advanced economies. China and Russia have emerged as the leadingplayers, both through large-scale domestic construction and by exporting their nuclear
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

Figure 3: Nuclear power capacity under construction by region and national origin of technology(as of December 2024). [9]

technologies (a trend clearly reflected in Figure 3, which shows the nuclear power ca-pacity under construction by region and national origin of technology as of December2024). The technical and industrial dominance of these two powers is evident – indeed,over the past five years, every newly launched nuclear construction project has beenbased on Chinese or Russian designs. As of February 2025, a total of 62 nuclear reactorsare under construction across 15 countries, with a total capacity of nearly 70GW. Al-most half of the global nuclear capacity currently under construction is located in China,while advanced economies account for only 9.5GW, distributed among two reactors inJapan, two in South Korea, two in the United Kingdom, and one in Slovakia [2]. In con-clusion of the overview of the global energy landscape and the role of nuclear energytherein, the future outlook projected by the IEA [3] is examined according to the threescenarios previously outlined: STEPS, APS, and the NZE pathway.
STEPS An increase in nuclear energy capacity is projected from the current 420GWavailable at the end of 2024 to an expected 647GW by 2050. This rate of growth,characterized as moderate and aligned with the general expansion of clean en-ergy technologies – such as wind, solar, and hydro, which are increasingly con-tributing to the global energy mix – cannot be deemed sufficient to fulfill the re-quirements of the necessary energy transition. In fact, fossil fuels (oil, gas, coal)would still account for approximately 58% of global energy demand in 2050.
APS Assuming that all countries fully comply with their already declared climate com-mitments, such as those outlined in the Paris Agreement or in national plans for
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

climate neutrality, nuclear expansion is promotedmore strongly than in the STEPSscenario, with projected nuclear capacity reaching 874GW by 2050. The futureenvisioned under this scenario entails a faster and deeper reduction in the useof fossil fuels and a greater deployment and integration of low- or zero-emissionenergy sources. The energy policies consideredwould also help limit the increasein global average temperature to approximately 1.7 ◦C by the end of the century.
NZE Explicitly ambitious, the assumptions underlying this scenario would result in pro-jected nuclear capacity reaching 1017GW by 2050, highlighting the central roleof the nuclear sector in the global decarbonization effort. This outcome repre-sents the minimum required to keep global warming on a trajectory below the

1.5 ◦C limit relative to pre-industrial temperature levels (as it’s been set by theParis Agreement), and would require a reduction in CO2 emissions by 15% annu-ally starting from today. The technological means currently available would needto undergo drastic development in all areas related to clean energy productionand energy efficiency in order to realize such a scenario.
Taking into account the considerations outlined above, the key priorities emphasized bya global institution such as the IEA for revitalizing the nuclear sector within the energytransition process become evident and can be summarized as follows: targeted finan-cial incentives, adequate infrastructure investments, and strong governmental policies.Thesemeasures are essential to mitigate (if not eliminate) the economic risks that havehistorically affected the sector, particularly those associated with construction delays(see the cases of the Vogtle projects [15] in the USA and Olkiluoto [16] in Finland) andthe related cost overruns. Ultimately, the successful integration of nuclear power intoa low-emission energy systems worldwide will depend on coordinated international ef-forts and sustained investments to ensure the technologies achieve their full potential.
1.2 The Generation IV International Forum (GIF) Initiative
In the current context of energy instability and mounting concerns over the ongoingclimate crisis—primarily driven by excessive reliance on fossil fuels – nuclear energysystems represent a crucial resource. Nuclear power is distinguished byminimal green-house gas emissions during operation (and acrosss its entire life cycle) and high relia-bility, owing to the availability of extractable fuel and the capacity for sustained energyproduction. However, to fully realize its potential and convincingly demonstrate thebenefits of this technology – even to the most critical segments of public opinion –nuclear power must undergo substantial advancements and innovations. In particu-lar, it must become safer and more cost-effective, maximize the efficient use of naturalresources, and minimize both the production and long-term radiotoxicity of radioac-tive waste, thereby surpassing the capabilities of the existing fleet of nuclear reactors,which, at best, belong to the third generation of nuclear systems.
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

An international collaboration aimed at advancing the research and developmentof next-generation nuclear energy systems began to take shape around the year 2000:the Generation IV International Forum (GIF). As of today, the Forum include the fol-lowing member Countries: the People’s Republic of China, the Russian Federation, andAustralia.Argentina, Brazil, Canada, France, Japan, the Republic of Korea, South Africa,Switzerland,the United Kingdom, the United States, Euratom3. It is important to notethat this body is not the unique global initiative concernedwith the development of Ad-vanced Reactors (ARs) – the next generation of nuclear energy systems. However, GIFremains the only international organization specifically dedicated to coordinating andintegrating all components of the candidate Generation IV systems in a unified frame-work aimed atmeeting established long-term objectives. In addition, the Forum carriesout cross-cutting studies addressing key aspects such as safety, security, and techno-economic performance [17]In practical terms, the objectives defined by the GIF are expressed by eight essentialcriteria, which are grouped into four overarching categories: sustainability, economics,safety and reliability, and proliferation resistance and physical protection. As might beexpected progress in one area may at times come at the expense of another, and sub-stantial research and development (R&D) efforts are therefore devoted to identifyingand implementing optimal trade-offs among these competing priorities.
Sustainability-1 Be capable of delivering the expected amount of energy for the sectorwhile ensuring the long-term availability of systems, in compliance with interna-tional agreements on greenhouse gas emissions and fuel material usage.
Sustainability-2 Minimize nuclear waste production and simplify its long-term man-agement, with direct implications for environmental protection andpublic health.
Economics-1 Offer an advantage in terms of total operating and decommissioning costscompared to other energy sources.
Economics-2 Reduce the financial risks associated with the nuclear energy system to alevel comparable with other energy projects of different origin.
Safety and reliability-1 Excel among energy systems in terms of safety and reliability.
Safety and reliability-2 Minimize core damage risks and their severity.
Safety and reliability-3 Eliminate the need for off-site emergency response systems.

3Euratom (EuropeanAtomic Energy Community) is an international organization established in 1957 tocoordinate themember states’ research programs for the peaceful use of nuclear energy and to promotenuclear safety and security within the European Union.
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

Proliferation resistance and physical protection Reduce attractiveness as a pathwayfor proliferation or theft of fissile materials for weaponization, and ensure ad-vanced physical protection against terrorist threats.
Based on these criteria, a committee of experts within the GIF, reviewed over 130 reac-tor concepts, ultimately selecting 6 deemed themost promising for further R&D efforts.The selected technologies are:

• Gas-cooled Fast Reactor (GFR) [18];
• Lead-cooled Fast Reactor (LFR) [19];
• Molten Salt Reactor (MSR) [20];
• SuperCritical Water-cooled Reactor (SCWR) [21];
• Sodium-cooled Fast Reactor (SFR) [22];
• Very-High-Temperature Reactor (VHTR) [23].
To illustrate how these six technologies embody the latest stage in nuclear reactordesign, the following sections provide an overview of the historical evolution of nu-clear reactor systems across successive generations, with particular emphasis on theinnovations and objectives that define Generation IV.

1.2.1 Technological Evolution of Nuclear Reactors
To provide context for the advanced reactor systems discussed above, it is useful tofirst review the historical development of nuclear reactor technology. This evolutioncan be broadly classified into three main generations, together with an intermediatestage that marks the most recent advancements bridging current technologies and theforthcoming fourth generation.Each of these stages is defined by specific technological features and improvements,reflecting continuous efforts to enhance safety, efficiency, and sustainability. The fol-lowing overview provides a concise summary of the key attributes and milestones thatdefine these successive generations of nuclear reactors.
Generation I This category includes the early prototypes and first-generation powerreactors that marked the beginning of nuclear energy applications in the civiliansector. These reactors represented a preliminary technological stage, precedingthe development of more powerful, efficient, and reliable systems in later gener-ations. Their prototype nature meant that each project was essentially unique,often characterized by differing technological approaches and experimental con-figurations.

9



1 ENERGETIC AND TECHNOLOGICAL CONTEXT

The operational life of Generation I reactors began in the 1950s and 1960s, typ-ically lasting several decades. As of today, all such reactors have been decom-missioned; the last to cease operations was the Wylfa Nuclear Power Station inWales, which was permanently shut down on December 30, 2015 [24]. Typically,the power delivered by a single reactor was below 300MW.
Generation II This category comprises the first generation of reactors to achieve tech-nological maturity sufficient for commercially competitive energy production..The expansion of nuclear R&D programs led to the standardization of several coretechnologies including pressurizedwater reactors (PWR), CANadaDeuteriumUra-nium reactors (CANDU), boiling water reactors (BWR), and advanced gas-cooledreactors (AGR) [25]. Ongoing refinements in engineering practices and the ac-cumulation of operational experience enabled a process of continuous improve-ment in safety performance, further supported by the emergence and consolida-tion of a genuine nuclear safety culture. Generation II reactors generally rely ontraditional active safety systems, which involve mechanical or electrical compo-nents and may require manual initiation by an operator.

These reactors form the majority of currently operating nuclear power plantsworldwide, with more than 400 commercial PWRs and BWRs in service [26].Their deployment began in the late 1960s through 1990s, with a typical designlifetime of around 40 years.
The increase in reactor during this era leverages the principle of “economy ofscale”, wherein fixed costs – such as those for construction – are spread over alarger output, making the energy produced among the most cost-effective in thehistory of nuclear power. The power output of individual reactors in this genera-tion often exceeds 1000MW.

Generation III This class of reactors builds upon the technological advancements andoperational experience gained fromGeneration II, introducing significant improve-ments in several key areas. These include enhanced fuel technology, improvedthermal efficiency, and the adoption of standardized designs – a developmentthat enables modular construction, thereby reducing both construction time andassociated costs.
A major innovation in Generation III systems is the transition from active to pas-sive safety systems, which rely on natural physical principles (such as gravity, nat-ural circulation, or pressure differentials) rather than operator intervention orpowered equipment, enhancing safety in emergency scenarios.
This category includes all reactors currently under construction, with a typicaldesign lifetime of 60 years, which may be significantly expanded through ap-propriate maintenance and refurbishment programs. In terms of power output
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

and underlying technologies, Generation III reactors are generally consistent withthe best-performing systems fromGeneration II, continuing to offer high-capacitygeneration—often around or above 1000MW per unit.
Generation III+ Reactors in this category represent an evolutionary enhancement ofGen III designs, offering significant improvements, particularly in safety systems.A defining feature is the strong emphasis on passive safety aiming to reducedependence on human intervention and active mechanical or electrical compo-nents. Many Generation III+ designs incorporate passive mechanisms – such asgravity-driven cooling or natural convection – to effectively manage abnormalevents and enhance overall safety.

The pronounced inclusion of passive safety measures brings, in turn, economicbenefits, accelerating regulatory certification process and shortening construc-tion timelines. A prominent example of Generation III+ reactors is the so-calledSmall Modular Reactors (SMR) [27]. In thee designs, critical reactor componentsarewhere the various key components of the nuclear reactor are integrated into asingle compact unit, as opposed to the distributed configuration of conventional-large-scale reactors.This integrated architecture enhances safety, simplifies instal-lation and operation, and reduces construction costs. However, the smaller scaleof SMRs limits their ability to benefit from traditional economies of scale, pre-senting a trade-off between flexibility and cost-efficiency.
1.2.2 IV Generation: Advanced Reactors
Generation IV nuclear reactors were developed within the framework established bythe GIF. Despite their differences, these systems share common goals aimed at advanc-ing the global energy landscape:

• optimization of operational efficiency;
• extension of nuclear energy applications beyond electricity (e.g. hydrogen pro-duction);
• sustainable strategies for nuclear material management.

Generation IV nuclear technologies encompass a variety of reactor systems designed toaddress key challenges in sustainability, safety, and efficiency. Among their defining fea-tures are the ability of the design to operate at elevated outlet temperatures – therebyenhancing the efficiency of process-heat applications such as hydrogen production –and the adoption of closed fuel cycles, which promote sustainability by enabling thereprocessing and recycling of plutonium, uranium, and minor actinides. Fast neutronspectrum reactors, which employs high-energy neutrons, are particularly effective in
11



1 ENERGETIC AND TECHNOLOGICAL CONTEXT

managing minor actinides and improving fuel utilization. By increasing the probabilityof fission in heavy nuclei, these systems enable the consumption of both fissile andfertile materials, thereby reducing the radiotoxicity, heat load, and volume of nuclearwaste. This not only contributes to more favorable waste disposal strategies but alsoconserves uranium resources through repeated recycling within the fuel cycle. It is im-portant to note that alternative approaches beyond fast neutron spectra and closedfuel cycles can also satisfy key Generation IV criteria even in the absence of recycling.This is exemplified by the VHTRs, which compensate for this limitation through the useof TRI-structural ISOtropic fuel (TRISO) particles4. These features provide enhancedproliferation resistance and physical protection, while maintaining strong performanceunder demanding operating conditions. [28].Table 1 provides a comparative overview of the six nuclear reactor technologies cur-rently under development within the Generation IV framework. These systems differ inneutron spectrum, coolant type, outlet temperature, fuel cycle approach, and poweroutput, reflecting a diversity of design strategies aligned with varied operational goals.The VHTR is characterized by a thermal neutron spectrum and helium coolant, achiev-ing outlet temperatures up to 1000 ◦Cwith an open fuel cycle. TheGFR also uses heliumbut operates with a fast neutron spectrum and a closed fuel cycle, targeting higher fuelefficiency. SFR and LFR utilize liquid metal coolants, with sodium and lead respectively,operating in the fast neutron spectrum and closed fuel cycles, and exhibiting outlettemperatures between approximately 480 ◦C and 550 ◦C. The MSR employs fluoridesalt coolant and can operate in either thermal or fast spectra with a closed fuel cycle.Finally, the SCWR utilizes water at supercritical pressures, operating across thermal andfast spectra, and supports both open and closed fuel cycles depending on the specificdesign.This diversity illustrates the multifaceted approaches within Generation IV to opti-mize reactor performance, safety, and fuel sustainability across different technologicalpathways.Based on an evaluation of the advantages and limitations of each technology interms of performance and short- to medium-term feasibility (as schematically summa-rized in Table 2) the technology based on Lead-cooled Fast Reactors (LFRs) has beenidentified as oneof themost promising options by ENEA [29], the ItalianNational Agencyfor New Technologies, Energy and Sustainable Economic Development. This position isconsistent with the strategic direction adopted by several prominent research institu-tions and international stakeholders, including the European Commission through theEuratom research and training programmes [30]. ENEA’s commitment to Lead-cooledFast Reactor (LFR) technology is further evidenced by its prominent and proactive in-
4TRISO fuel particles consist of a uranium-based fuel kernel encapsulated within three successivelayers: a porous carbon buffer, an inner pyrolytic carbon layer, and an outer silicon carbide (SiC) layer.This multilayer configuration provides inherent containment of fission products and ensures exceptionalstructural stability under extreme irradiation and high-temperature conditions.
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT
Table 1: Generation IV reactor systems selected by the GIF and their main features. [17]
System NeutronSpectrum Coolant Outlet Temp.(°C) Fuel Cycle Size (MWe)

VHTR Thermal Helium 900–1000 Open 250–300
GFR Fast Helium ∼850 Closed ∼1200
SFR Fast Sodium 500–550 Closed up to 1500
LFR Fast Lead 480–570 Closed up to 1200
MSR Thermal/Fast Fluoride salt 700–800 Closed 300–1000
SCWR Thermal/Fast Water 510–625 Open/Closed up to 1500

volvement in the ALFRED project (Advanced Lead Fast Reactor European Demonstra-tor) [31]. ALFRED currently represents the European reference demonstrator for LFRtechnology and is conceived as a key milestone toward the future industrial deploy-ment of lead-cooled fast reactors.
1.3 The European LFR Technology Demonstrator: ALFRED
The ALFRED project was initiated with the objective of developing a prototype thatfaithfully replicates, at full scale, the characteristics of a nuclear reactor intended forindustrial energy production. As a technological demonstrator, it is designed to com-bine a particularly high level of safety with the capability to operate under a wide rangeof scenarios. These scenarios include both transient and accidental conditions, aimingto simulate situations that reactors of this type might encounter in the future. The siteselected for the construction of the reactor is located at the RATEN research center inMioveni, Romania. RATEN, togetherwith AnsaldoNucleare and ENEA, is part of the Fos-tering ALfred CONstruction (FALCON) international consortium, the entity responsiblefor coordinating all activities related to the reactor’s realization. The FALCON consor-tium carries out its activities following a collaborative approach, involving an increasingnumber of international research institutions, engineering companies, and manufac-turing enterprises. These entities contribute concrete resources to the development ofsolutions that are technically sound, practically feasible, and economically sustainable.The roadmap of the ALFRED Project aims to achieve, by 2040, a level of technologicalcompetitiveness that enables the industrial-scale deployment of LFRs, with particularemphasis on the adopted engineering solutions [33].
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

Figure 4: Schematic cross-sectional view of the ALFRED reactor core layout. The configurationincludes 134 hexagonal fuel assemblies divided into two radial zones: an inner zone (light yel-low) and an outer zone (red). It also features 12 control rods (green), 4 safety devices (purple),and 1 test assembly for in-pile irradiation experiments (blue). The surrounding region contains102 dummy assemblies, which are further classified as reflector-type (white) and absorber-type(gray). The outermost boundary represents the core barrel and radial shielding structures.
1.3.1 ALFRED’s core
The ALFRED core is designed to produce a nominal thermal power of 300MWth undernormal operating conditions, using a MOX fuel, (U, Pu)O1.97, composed of reprocessedPlutonium and depleted Uranium.The core configuration consists of 134 hexagonally wrapped fuel assemblies, 12 con-trol rods, 4 safety devices, 1 special position for in-pile irradiation experiments, and 102dummy assemblies. A schematic representation of their arrangement is shown in Fig-ure 4.Neutronic analyses were performed to define the fuel enrichment level and its cor-responding zoning, pursuing three main objectives regarding core design [34]:

• Ensure criticality during operation while maintaining a target maximum burn-upof 100MWdkg−1HM;
• Achieve a uniformpower distribution among the fuel rods to avoid localized peaksthat could compromise fuel integrity or limit the core lifetime;
• Provide adequate negative reactivity worth from the reactor control and shut-down systems, necessary to safely manage reactivity variations over time and toguarantee reactor shutdown under abnormal or emergency conditions.
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

The outcome of these studies resulted in the core configuration currently adopted forALFRED (the one depicted in the Figure 4), featuring two fuel zones – referred to asinner and outer – characterized by MOX fuel with different plutonium enrichments:
20.5wt.% for the 56 FAs in the inner zone, and 26.2wt.% for the remaining 78 in theouter zone.
1.3.2 Safety Margins for ALFRED
Due to its demonstrative nature, the safety objectives defined for the ALFRED reac-tor extend beyond the general directives issued by the IAEA, incorporating additionalguidelines formulated within the framework of the GIF.According to the IAEA Safety Standards, the fundamental safety objective is to pro-tect people and the environment from the harmful effects of ionizing radiation [35].This overarching principle is further articulated into the following specific safety goals:

• To control radiation exposure to individuals and the release of radioactive mate-rials into the environment;
• To limit the probability of events that could lead to a loss of control over thereactor core, the chain reaction, or any radioactive source;
• To mitigate the consequences of such events, should they occur.
The safety framework established by the Generation IV initiative contributes tothese objectives by introducing the following additional requirements:
• Generation IV systemsmust demonstrate excellence in both safety and reliability;
• They must exhibit a very low probability and extent of core damage, which ne-cessitates robust analysis tools capable of evaluating uncertainties across a widespectrum of scenarios;
• They must aim to eliminate the need for off-site emergency response by imple-menting preventive measures that significantly reduce the potential release ofradioactive materials to the environment.
Safety margins, defined as “the difference or ratio in physical units between thelimiting value of an assigned parameter, the surpassing of which leads to the failure ofa system or component, and the actual value of that parameter in the plant” [36] (asillustrated in Figure 5), are considered adequate as long as all physical barriers complywith safety criteria across the full range of operational states considered in the reactordesign, including conditions beyond normal operation.The purpose of safety analysis is to provide robust evidence that these safety re-quirements are effectively met – i.e. that sufficient safety margins exist between the
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1 ENERGETIC AND TECHNOLOGICAL CONTEXT

actual operating values of key physical parameters and the threshold values whose ex-ceedance would compromise the structural or functional integrity of barriers designedto contain radioactive materials [37].For this reason, it is necessary to categorize potential operational and accidentalevents according to their probability of occurrence and the severity of their conse-quences – two parameters generally characterized by an inverse correlation.The classification typically adopted includes the following categories:
Normal Operation (NO): All operating conditions forwhich the plant is designed through-out its intended lifetime.
Anticipated Operational Occurrences (AOOs): Deviations from normal operation thatare expected to occur during the reactor’s lifetime but do not cause significantdamage to safety-related systems or lead to accident scenarios.
Design Basis Accidents (DBAs): Hypothetical accidents for which the plant is explicitlydesigned, following established engineering criteria and conservative method-ologies. In these scenarios, any release of radioactivematerialmust remainwithinacceptable limits.
Design Extension Conditions (DECs): Low-probability postulated accident conditions notincluded in the design basis, but still considered during the design process. Thesemay involve either minor fuel degradation or core meltdown. In both cases, therelease of radioactive material must be minimized so as not to pose a risk to pub-lic health or the environment.

Due to the current limited knowledge regarding the physics of Gen-IV systems, andin alignment with the GIF vision integrated into ALFRED’s safety objectives, safety anal-yses for AOOs, DBAs, and DECs should be conducted using conservative approaches.This includes consideration of uncertainties in data, models, and boundary conditions– an approach known as Best Estimate Plus Uncertainty (BEPU).
1.4 Thesis Motivation and Goals
The studies carried out in support of this work were carried out at the Core Design Lab-oratory of the ENEA Bologna Research Center, which plays a central role in the devel-opment of ALFRED – the European demonstrator of LFR technology – by coordinatingthe core design activities within the FALCON consortium. In recent years, several stud-ies were conducted by ENEA with the aim of advancing the core design towards a finalconfiguration suitable for licensing. [32, 34, 38].In this context, neutronic analyses are a key tool for evaluating reactor safety char-acteristics, and for defining and optimizing design margins.
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Figure 5: Graphical representation of the concept of safety margin. In the case of GenerationIV reactors, the BEPU methodology is expected to be applied even to DECs, whereas it is notrequired for the licensing of existing light- and heavy-water-cooled reactors.

This thesis contributes to the core design activities by developing and implementingnew computationalmodules within the ERANOS (European Reactor ANalysis OptimizedSystem) code system, an advanced suite for fast reactor neutronic analysis. Thesemod-ules enable the calculation of sensitivity coefficients associated with specific neutronicparameters, thereby providing the basis for future studies on the ALFRED core.Sensitivity analysis investigates how small variations applied to input parameters(e.g., fuel isotopic composition, the cross section of a specific nuclear reaction, thenumber of neutrons emitted per fission event, etc.) affect the reactor’s neutronic be-havior, by quantifying the corresponding changes in selected quantities of interest.The results of sensitivity analysis play a fundamental role in both deepening thephysical understanding of core characterization and in optimizing the design safetymar-gins and overall reactor performance. Specifically, beyond providing a detailedmappingof the interdependencies among nuclear parameters, sensitivity analysis guides the de-sign process by identifying which components require more stringent safety margins toavoid notable deviations in the reliable operation of the entire system.Furthermore, sensitivity analysis is an essential prerequisite for subsequent uncer-
18
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tainty analysis, which propagates the uncertainties of input parameters into those of"derived" (integral) quantities. This provides essential information on design reliabilityand safetymargins, supporting regulatory decision-making in the licensing process [37].
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2 THEORETICAL BACKGROUND

2 Theoretical Background
Sensitivity analysis can be carried out by considering perturbations in either the re-actor’s geometric and structural quantities or in the underlying nuclear data. Whilesensitivity with respect to structural parameters can directly inform design decisionsby identifying the most influential physical dimensions and configurations, sensitivityto nuclear data is equally important – not only for assessing the reliability of neutrontransport calculations, but also because uncertainties in these data can propagate tointegral reactor parameters in ways that may influence design margins, safety assess-ments, and operational flexibility.The perturbations considered in this work are limited to nuclear parameters, suchas fission spectra and average neutron multiplicities, which characterize fundamentalnuclear processes. The resulting sensitivity analysis is thus aimed at identifying the nu-clear parameters that most significantly influence the evaluation of key integral quan-tities. Moreover, this type of sensitivity coefficients represents a fundamental compo-nent for assessing the uncertainties in reactor parameters arising from nuclear data.Indeed, nuclear data have always been among the primary sources of uncertainty inreactor simulations, however, with the progressive refinement of reactor physics toolsand the associated reduction of numerical approximations – enabled by advances incomputational capabilities – this role has become even more pronounced [39, 40].In case of Generation IV reactors, uncertainties in nuclear data are particularly criti-cal due to the lack of extensive operational experiencewith these systems. Unlike previ-ous generations, whose design and optimization benefited by decades of experimentalfeedback, the development of advanced reactors depends more heavily on predictivemodeling, making the reduction of nuclear data uncertainties a fundamental require-ment.
2.1 Overview of Nuclear Data and Integral Parameters
The term "nuclear data" covers a broad set of structures and quantities, including reac-tion cross-sections (typically expressed in differential form, i.e., interaction probabilitiesper unit energy and solid angle), nuclear masses with their decay modes and parame-ters, as well as various types of emission spectra.From the 1950s through the 1990s, extensive experimental campaigns were car-ried out to characterize fundamental nuclear data [41]. In the following decades, therapid increase in computational power enabled significant advances in the modelingand simulation of nuclear systems, providing increasingly detailed descriptions of theunderlying physical phenomena.The high level of sophistication achieved by modern numerical tools underscoresthat uncertainties in cross-section data – together with those introduced by processing
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2 THEORETICAL BACKGROUND

codes – remain the main source of uncertainties.These tools generate nuclear data libraries by reconstructing the continuous-energybehavior of cross sections across the full energy spectrum of interest, consistently in-tegrating experimental measurements with theoretical model predictions.The production of increasingly updated and refined nuclear data – both in termsof precision and accuracy – relies on a multi-stage process. Starting from experimentalmeasurements, nuclear data evaluators use theoretical models to reconstruct quanti-ties that either have not yet been measured, cannot be directly measured due to ex-perimental limitations, or have been measured with insufficient precision or accuracy.The integration of experimental observation with theoretical prediction allows theconstruction of continuous nuclear data libraries covering the full energy range of inter-est. These libraries result from a rigorous assessment process, in which specialists (theso-called "evaluators") analyze, compare, and combine all available datasets, select themost reliable ones, and establish a consistent set of standardized reference data, whichconstitute the nuclear data libraries – e.g. the Evaluated Nuclear Data File (ENDF) [42],mainly developed by the National Nuclear Data Center (NNDC) in the USA, and the JointEvaluated Fission and Fusion File (JEFF) [43], developed in collaboration by several Eu-ropean countries within the framework of the Organization for Economic Co-operationand Development project of the Nuclear Energy Agency (OECD-NEA) [44].Once nuclear data libraries are established, their impact on reactor behavior is as-sessed through a set of derived quantities known as integral parameters. These macro-scopic observables (such as reaction rates, multiplication factors, and reactivity coeffi-cients) result from integrating nuclear data over the entire reactor system and its oper-ating conditions, and are essential for characterizing the overall macroscopic behaviorof the reactor.At the core of this process lies the neutron flux, which links the microscopic nucleardata (e.g., cross sections, fission yields) to themacroscopic response of the reactor. Theflux describes the spatial, energy, and time-dependent distribution of neutrons withinthe system, and acts as a weighting function in the computation of integral parameters.
2.2 Derivation of Neutron Fluxes from the Boltzmann Transport Equa-tion
The distribution of neutrons within a reactor, or more generally within any medium, isdescribed by the neutron transport equation. This equation represents a net balanceof the neutron population between gains and losses within an infinitesimal volume ofthe six-dimensional phase space, defined by the spatial coordinates (r⃗), the energy (E),and the flight direction (Ω̂).The neutron transport equation can be derived by considering the time variation ofthe neutron distribution, described by the neutron density functionN(r⃗, E, Ω̂; t). This
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function expresses the number of neutrons present at time t within an infinitesimalvolume centered at r⃗, having kinetic energyE and traveling in the direction Ω̂, per unitvolume, energy, and solid angle. For practical purposes, however, it is customary toadopt an alternative quantity for this formulation, namely the angular flux, defined as:
ϕ(r⃗, E, Ω̂; t) = v(E)N(r⃗, E, Ω̂; t) , (1)

where the parameter v denotes the neutron velocity.Neutron transport theory finds a natural application in the field of nuclear reactordesign, as the characteristics of the neutron distribution govern the reactor’s behavior.To predict these characteristics, the nuclear reactor theory is developed, based on astatistical analysis of neutron dynamics within thematerials that constitute the system.The Boltzmann equation (another term commonly used to refer to the neutrontransport equation) provides a framework for determining the neutron distribution ateach point within the aforementioned six-dimensional phase space. While neutron-neutron interactions are generally neglected, the dominant interactions between neu-trons and the nuclei of the surrounding medium can typically be classified into the cat-egories outlined below.
Elastic Scattering: Reactions in which the neutron changes its flight direction and en-ergy depending on the mass of the target nuclide it collides with, while the totalkinetic energy of the two-body system (neutron and nuclide) is conserved.
Inelastic Scattering: Reactions that differ from those described above in terms of totalkinetic energy conservation. Following the collision with the neutron, the targetnuclide becomes excited and occupies higher energy levels within its configura-tion, leading to a greater energy loss for the neutron.
Nuclear Capture: Reactions in which the incoming neutron is absorbed by the targetnuclide, which transmutes into an isotope with an atomic mass increased by oneunit. If the newly formed nuclide is unstable, the capture reaction may subse-quently result in the emission of secondary particles (e.g., gammas, alphas).
Nuclear Fission: Reactions in which the incoming neutron is absorbed by the targetnuclide, leading to its fission into twoormore nuclear fragments, accompanied bythe emission of secondary neutrons and the release of a large amount of energy.

Within the Boltzmann equation, the following contributions must therefore be con-sidered:
Transport term: Represents the spatial transport of neutrons through the infinitesimalvolume under consideration, including both those entering and those leaving it.
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Removal term: Represents the loss of neutrons from the infinitesimal volume due toany type of interaction with the nuclei present.
Scattering term: Represents the scattering source, that is, all neutronswhich, althoughentering the infinitesimal spatial volume surrounding the point identified by r⃗with different energy and direction, are redirected into the specific infinitesimalvolume of interest in phase space following a collision (r⃗, E ′ → E, Ω̂′ → Ω̂).
Additional sources: Refers to various terms contributing to neutron generation withinthe system. These include the contribution from neutrons emitted promptly asa result of fission processes (both neutron-induced and spontaneous), neutronsproduced with delay from the decay of so-called precursor nuclides (unstable fis-sion fragments), and finally the contribution of any neutrons introduced into thereactor via external sources.
Incorporating all the considerations outlined above, the neutron transport equationcan be expressed in its integro-differential form as follows:
1
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(2)

where Ni(r⃗, t) represents the atomic density of isotope i localized at r⃗ and time t;
σx,i(E) denotes the microscopic cross-section dependent on energy for reaction x as-sociated with nuclide i (where x = s indicates scattering reaction, x = f neutron-induced fission, x = sf spontaneous fission, and x = t total cross-section); νp

y,i is theaverage number of promptly emitted secondary neutrons per fission event (y = f forneutron-induced, y = sf for spontaneous) of nuclide i; χz
i is the energy spectrum ofprompt (z = p) or delayed (z = d) secondary neutrons produced by the fission ofnuclide i; λw,i is the decay constant of nuclide i corresponding to neutron-emitting re-

actions (w = d) or spontaneous fission (w = sf ); and Sext(r⃗, E, Ω⃗, t) accounts for anyadditional external neutron source.Based on the nature of the terms present in the Boltzmann equation in its integro-
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differential form, two operators can be identified within it:
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which is the so-calledneutron loss operator, accounting for the contributions of neutrontransport, removal, and scattering phenomena; and
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4π

∑
i

νp
sf,iλsf,iNi(r⃗, t)χ

p
i (E) +

1

4π

∑
i

λd,iNi(r⃗, t)χ
d
i (E) ,

(4)

which is the neutron production operator associated with the fission source, includingprompt and delayed neutrons generated by neutron-induced and spontaneous events.The Boltzmann equation can therefore be rewritten in the following compact form:
1

v

∂Ψ

∂t
= (F−A)Ψ + S , (5)

which can be further simplified in accordance with the assumptions adopted in thiswork, namely the steady-state condition (underwhich the neutronflux is time-independentand the time derivative vanishes) and the absence of external sources (i.e., S = 0,which renders the equation homogeneous). It is important to note that, in this formu-lation, the effective multiplication factor keff is introduced as a formal eigenvalue of theneutron transport equation. Specifically, by factoring 1/keff in front of the fission sourceterm, the neutron balance equation is recast as an eigenvalue problem. The goal is nolonger to simply balance sources and losses for a given flux, but to determine the valuesof keff for which a non-trivial neutron flux distribution exists.Based on these assumptions, the steady-state neutron transport equation takes theform of an eigenvalue problem, known as the Boltzmann eigenvalue equation:(
A− F

keff

)
ϕ = 0 . (6)

The eigenvalue problem is assumed to admit a countable infinity of real and positiveeigenvalues keff , each associated with a corresponding eigenfunction. Among these,the largest eigenvalue – associated with the zeroth-order harmonic – is referred to asthe fundamental multiplication factor, and its corresponding eigenfunction is known asthe fundamental flux. This solution characterizes the steady-state behavior of the reac-tor under critical conditions and is of primary interest in most reactor physics analyses.
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The fluxes associated with the eigenvalues of the neutron transport equation (in-cluding both the fundamental and higher-order modes) are defined only up to a multi-plicative constant: if ϕi is a solution of the equation (A−F/keff)ϕi = 0, then any scalarmultiple λϕi, with λ ∈ R, is also a valid solution.Moreover, each operator involved in the neutron balance equation admits a corre-sponding adjoint operator. When the transport equation is reformulated using theseadjoint operators, the resulting eigenvalues remain unchanged, while the associatedeigenfunctions correspond to what is defined as the adjoint flux, denoted by ϕ†.The time-independent adjoint problemwith no external sources can thus bewrittenas:
ϕ†
(
A† − F†

keff

)
= 0 . (7)

which represents the adjoint eigenvalue formulation of the Boltzmann transport equa-tion.The adjoint flux is commonly interpreted as the importance function. It quanti-fies the relative contribution of a neutron (characterized by its position in the seven-dimensional phase space – including spatial coordinates, energy, direction, and time)to a given response function of interest, typically related to reactor performance, suchas power generation. Equivalently, the importance function can be understood as thevariation in the steady-state neutron flux resulting from the introduction of a singleneutron at a specific location r⃗, with energyE and direction Ω̂. In this sense, it reflectshow significantly that neutron, through its progeny, affects the transition from an initialsteady-state flux ϕ0 to a new steady-state flux ϕ∞ following a perturbation.To provide an intuitive illustration, consider two limiting cases: a thermal neutronintroduced at the core center, and a fast neutron emitted near the reactor boundary anddirected outward. The first neutron is well positioned within the fissile region and hasan energy corresponding to high fission cross sections, thereby having a high probabilityof inducing further fission reactions. Conversely, the second neutron is likely to escapethe system almost immediately without interacting, making a negligible contributionto the neutron population. As expected, the thermal neutron introduced at the centerhas a substantially higher importance than the fast neutron lost at the periphery. In thiscontext, the importance quantifies the expected long-term contribution of a neutronto the asymptotic flux distribution after the system has returned to equilibrium.
2.3 Role of Delayed Neutrons in Reactor Dynamics
It is now appropriate to shift the focus toward integral quantities that encapsulate keyphysical aspects of reactor behavior. Among these, particular attention is devoted tothe effective delayed neutron fraction, βeff , which is the parameter of interest of thisthesis. To underscore the crucial role of delayed neutrons in the dynamic behavior and
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controllability of nuclear reactors, it is helpful to briefly recall the fundamentals of thefission chain reaction and the conditions required to keep it under operational control.A power reactormust be configuredwith appropriate inventories and geometries offuel, absorbers (and/ormoderator), and reflector so that a critical state can be achievedand maintained. In critical conditions the number of neutrons produced in one fissiongeneration equals the number in the next. It is important to note that reactor criticalityis not solely a design-based condition. While the geometrical and material configura-tion of the reactor core – as defined at the design stage – determines the potential toreach a critical state (i.e. an effective multiplication factor keff = 1), the actual achieve-ment andmaintenance of criticality depend on the instantaneous physical conditions ofthe reactor. These include fuel composition, temperature, control rod positions, neu-tron poisoning, and other operational parameters5.Power is regulated bymoving control rodswithin the core. Inserting rods introducesnegative reactivity (ρ < 0) by increasing neutron absorption and drives the system sub-critical: withdrawing rods introduces positive reactivity (ρ > 0) and drives it supercrit-ical. A power change is executed quasi-statically by briefly biasing keff = 1, ρ = 0to ramp the neutron population up or down, and then restoring criticality at the newpower level. Control rods play a central role not only in short-term reactivity control, butalso over longer timescales. During reactor operation, they are continuously adjustedto compensate for reactivity changes caused by fuel burn-up – including fuel depletionand spectral shifts – as well as by the accumulation of neutron poisons6, both of whichhave a significant impact on the neutron economy and, consequently, on the reactor’scriticality.Within this framework the fundamental role of delayed neutrons becomes evident:the controllability margin that distinguishes a stable, power-producing reactor from aprompt-supercritical device depends on the small fraction of fission neutrons emittedwith a delay. To provide a more concrete understanding of their impact on the balanceof the chain reaction, it is useful to introduce some basic calculations.A key parameter for characterizing the reactor state is the effective multiplicationfactor, keff (for a detailed discussion of itsmicroscopicmeaning, see the dedicated chap-ter in [45]). At themacroscopic level, it is interpreted as the ratio of neutron populations
5Formally, a reactor is said to be critical when keff = 1, meaning that each fission event causes, onaverage, exactly one subsequent fission, sustaining a steady-state chain reaction. However, in practice, areactor that is shut down is no longer critical, despite its configuration potentially allowing for criticality.This is because, in the absence of sufficient neutron population and adequate operating conditions, thechain reaction cannot be maintained.6Neutron poisons are nuclides with high neutron absorption cross-sections that build up during re-actor operation, such as 135Xe and 149Sm. Their presence reduces the neutron population and thus thereactivity of the core. This phenomenon is particularly significant in thermal reactors, such as light waterreactors, where these isotopes strongly absorb thermal neutrons. In fast reactors, although the samenuclides are produced, their impact is considerably less pronounced due to the much lower absorptioncross-sections in the fast energy range.
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in successive generations:
keff =

Ni+1

Ni

, (8)
where (Ni+1) and (Ni) denote the numbers of neutrons in two consecutive fission gen-erations. As its name suggests, the effective multiplication factor keff represents thefactor bywhich the neutron population changes fromone generation to the next: when
keff = 1 (i.e., the neutron population remains, on average, constant in time), the reactoris in a critical state. For values keff < 1, the reactor is subcritical, while for keff > 1, it issupercritical.Introducing the mean generation time τ , the prompt-only kinetics balance can bewritten as [46]:

dN

dt
= N

keff − 1

τ
, (9)

where keff − 1 represents the excess reproduction beyond the single neutron per gen-eration required to sustain the chain reaction in critical balance. The solution of thisfirst-order homogeneous differential equation is given by:
N = N0e

(keff−1)t/τ , (10)
where N0 is the neutron density at the reference time t0, and N its value at t. Thereactor time constant is defined as TR = τ/(keff − 1).For practical reactor operation, keff is very close to unity; deviations are commonlyexpressed in terms of “per cent mille” (pcm), i.e. ∆keff

keff
× 10−5.To illustrate the impact of small supercritical conditions, consider a reactor withan effective multiplication factor of keff = 1.001 . According to Equation 10, and as-suming a typical prompt neutron mean generation time τ ∼ 0.1ms, as in a thermalreactor, the neutron population would increase by more than four orders of magnitudewithin one second. Such a rapid increase would make the reactor effectively uncontrol-lable. In a fast reactor, where the prompt mean generation time is significantly shorter(τ ∼ 0.1 µs), the same reactivity would result in an exponential increase of the neutronpopulation by a factor of e10000 over one second – a physically unrealistic and opera-tionally unacceptable scenario.Fortunately, the reality is less severe. Alongside prompt neutrons, a small num-ber of neutron-rich fission products are produced during each fission event. These un-stable isotopes, known as precursors, undergo beta decay after a characteristic delay,eventually emitting delayed neutrons. For modeling purposes, these precursors arenot treated individually, but are grouped into a finite number of families (typically sixor eight) based on their average decay constants. This classification is not physicallyfundamental, but rather a practical simplification that allows the complex spectrumof decay times to be represented by a small set of representative kinetic parameters,averaged over contributing nuclides.[47]
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The presence of delayed neutrons affects the average neutron lifetime, which inthermal reactors reaches values on the order of 0.01 s. This is sufficient to ensure that,over a time interval of one second, in a core with keff = 1.001, the neutron populationincreases by approximately 1%, a value that is generally manageable. It is evident that,for fast reactors, these rates of increase become significantly more pronounced. This isone of the main reasons why such systems inherently require critical safety measures,which often translate into stringent design constraints.In practice, reactors (of any type) are designed to operate in a subcritical configu-ration when considering only the prompt neutron component. The reactor becomescritical (or supercritical, if operationally required) when the contribution of delayedneutrons is also included. This state is sometimes referred to as the delayed criticalcondition. To provide an idea of the range within which reactor reactivity can be con-trolled, a fundamental quantity needs to be defined: the reactivity
ρ =

keff − 1

keff
. (11)

It should be noted that in thermal reactors the delayed neutron fraction typically con-tributes to a reactivity of approximately 650 − 700 pcm, whereas in fast reactors thisvalue is limited to about 200− 300 pcm.
2.4 The Effective Delayed Neutron Fraction β̂eff

The parameter β, commonly referred to as delayed neutron fraction, denotes the frac-tion of fission neutrons emitted with a delay, following the decay of specific fissionproducts, rather than being released promptly at the moment of fission. It is a physicalparameter that depends solely on the fissioning isotopes. On the other hand, the effec-
tive delayed neutron fraction, denoted as β̂eff (which constitutes the central focus of thisthesis), incorporates both the production of delayed neutrons and their importance inthe reactor system economy – i.e their contribution to the nuclear chain reaction. Al-though its difference from the parameter β may initially appear subtle, it is, in fact,of fundamental significance. In fact, β̂eff is not a fixed nuclear constant, but a reactor-and configuration-dependent quantity that captures the spatial, spectral, and temporalcharacteristics of the neutron field.
2.4.1 Physical Interpretation of the Delayed Neutron Fraction β̂eff

The effective delayed neutron fraction associated with a specific precursor family (Sec-tion 2.3), denoted by β̂eff,n – where the subscript n is consistently used throughout thiswork to identify a particular family – can be formally defined as [48]:
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β̂eff,n =

∫
V

∫
dE ′ ϕ†(r⃗, E ′)χd

n(E
′)
∑

i

∫
dE βinνi(E)Σf,i(r⃗, E)ϕ(r⃗, E) dr⃗∫

V

∫
dE ′ ϕ†(r⃗, E ′)χ(E ′)

∑
j

∫
dE νj(E)Σf,j(r⃗, E)ϕ(r⃗, E) dr⃗

, (12)
where the macroscopic fission cross section Σf is defined as:

Σf(r⃗, E) =
∑
i

Ni(r⃗)σf,i(E) , (13)
and an isotropic medium is assumed (thus eliminating the angular dependence of theflux and cross sections with respect to Ω̂).By introducing a notation reminiscent of the Bra-Ket formalism, the integration overthe full phase space can be compactly expressed using the angled brackets ⟨ , ⟩, wherethe comma separates two distinct energy variables (E ′ andE). This allows Equation 12to be written in a more concise form:

β̂eff,n =
⟨ϕ†χd

n, βnνΣfϕ⟩
⟨ϕ†χ, νΣfϕ⟩

=
⟨ϕ†,Fd,nϕ⟩
⟨ϕ†,Fϕ⟩

. (14)
The final equality introduces the delayed neutron production operator Fd,n, which dif-fers from the total fission source operator in that it includes only the delayed compo-nent associated with precursor family n, by considering the spectrum χd

n, and includingthe multiplicative factor βn applied to the prompt fission source term νΣfϕ.In order to clarify the physical meaning of the delayed neutron fraction β̂eff,n, a step-by-step interpretation of the individual terms appearing in its definition is presentedbelow, following an incremental approach:
ν – Average number of neutrons emitted per fission event Represents themeannum-ber of secondary neutrons emitted during a single fission event.
νΣf – Fission neutron source Represents the total source of neutrons (both promptand delayed) produced per unit length.
βnνΣf – Delayed neutron source from family n Denotes the portion of the total neu-tron source that originates from the precursors of family n.
⟨ϕ†χd

n, βnνΣfϕ⟩ – Delayed fission source This constitutes the numerator of the ex-pression and represents the effective production (per unit of volume and time) ofdelayed neutrons from family n, weighted by the adjoint flux ϕ†, which encodesthe importance of neutrons in phase space.
⟨ϕ†χ, νΣfϕ⟩ – Total fission source This forms the denominator and accounts for thetotal effective neutron production in the system, again weighted by the impor-tance ϕ†.
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β̂eff ,n – Complete expression The overall ratio defines the effective delayed neutronfraction associated with precursor family n. It quantifies the relative contributionof that family to the system’s reactivity. This metric accounts not only for thequantity of delayed neutrons produced (through the parameter βn), but also fortheir energy and spatial distributions, as well as their overall importance withinthe reactor’s economy.
2.4.2 Sensitivity Analysis of β̂eff

As discussed in Section 2.3, the effective delayed neutron fraction, β̂eff , plays a pivotalrole in the analysis of reactor safety and control. This parameter becomes particularlycritical in the context of advanced reactor systems (such as ALFRED) which employMOXfuels. In such designs, reactor control tends to be more challenging due to the substan-tial presence of actinides, particularly plutonium isotopes, which are characterized bysignificantly lower values of β̂eff .The relevance of this parameter extends well beyond its nominal value. In fact,quantities such as β̂eff are often directly involved in the definition of design safety mar-gins, through their sensitivity and uncertainty (S/U) analysis performed during the stageof reactor design development [40].However, the task of conducting sensitivity analysis for β̂eff presents notable chal-lenges, stemming from the greater physical and mathematical complexity involved inits definition, especially when compared to a quantity like the multiplication factor keff ,which is more amenable from an S/U perspective.While sensitivity analyses for keff can be effectively performed using the StandardPerturbation Theory (SPT) [40], this formalism does not extend naturally to more com-plex response functions such as β̂eff . As shown in Equation 14, the effective delayedneutron fraction is defined as the ratio of two functionals, each dependent on the neu-tron flux ϕ, the importance ϕ†, and a combination of nuclear parameters. This structurerenders SPT inapplicable for a rigorous evaluation of the delayed neutronfraction sen-sitivities, as it can be used for sensitivity calculation only if the observable consideredis an eigenvalue (i.e. only for the effective multiplication factor keff ).In such cases, the Generalized Perturbation Theory (GPT) [48] must be adopted.GPT extends the capabilities of standard sensitivity methods to response functions thatare non-linear or non-homogeneous in the flux7, such as β̂eff , making it the only suitabletheoretical framework for this kind of analysis.
7A functional is said to be linear if its response scales proportionally with the flux (i.e.,

R(ϕ1 + ϕ2) = R(ϕ1) +R(ϕ2)), and homogeneous of first order if scaling the flux by a constant factor
α yieldsR(αϕ) = αR(ϕ).
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2.5 The Generalized Perturbation Theory
The techniques introduced by perturbation theories in the field of reactor physics playa central role in all aspects of sensitivity analysis. The strength of this mathematicaltool lies in its remarkable versatility, understood as the ability to be applied to a widevariety of physical systems, ranging from cosmology to quantummechanics. In fact, thefundamental problem addressed by perturbative approaches is exceptionally general innature: to evaluate the variations of a quantity of interest induced by small perturba-tions applied to the variables of the system under consideration. Several formulationsof perturbation theory have been developed, each tailored to address specific needsdictated by the characteristics of the problem at hand. The most relevant factors con-cern the nature of the parameter of interest to be analyzed and the approximationsallowed by the type of perturbation being considered.This work focuses on a perturbation approach classified as "first-order," consistentwith the computational tools employed. This refers to the assumption that the pertur-bations introduced are sufficiently small so that the resulting variation in the outputquantity can be evaluated solely on the basis of the unperturbed system and the mag-nitude of the perturbation. This avoids the need to explicitly compute perturbed states,resulting in a potentially significant reduction in computational cost.When the first-order approximation is no longer valid – for instance, when pertur-bations are not small – higher-order formulations of perturbation theory must be used.These require knowledge of both perturbed and unperturbed states, andmore detaileddiscussions of such methods can be found in [49].From a mathematical standpoint, perturbation theories can generally be classifiedinto three categories:
Differential Methods: based on the Taylor series expansion of the quantity of interestwith respect to the input parameters, evaluating each partial derivative at thenominal point [50];
Variational Approaches: based on the optimization (typically minimization) of a re-sponse functional associated with the quantity of interest, subject to constraintsusually derived from the governing physical equations [51];
Heuristic Approaches: based on the principle of the neutron importance conservation[52].
Although these three approaches are formally equivalent under appropriate assump-tions, the variationalmethod is adopted in this work, in accordancewith the implemen-tation of perturbation theories within the ERANOS code system.
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2.5.1 First Order Formulation of the GPT using the Variational Approach
The perturbation (and thus the sensitivity) of quantities such as ratios of reaction ratesor importance-weighted reaction rates with respect to state variables cannot be ob-tained through standard theory [48].For simplicity (and in line with the assumptions adopted in the ERANOS calculationsperformed in this work), the reactor is assumed to operate under steady-state condi-tions, without external neutron sources, and to be critical. This assumption allows theuse the Boltzmann equations in the form given by Equation 6 and Equation 7, and en-ables the calculation of sensitivities with respect to nuclear data of homogeneous func-tionals of degree zero with respect of the direct and adjoint fluxes. An example of suchparameter is:

f = f(σ, ϕ, ϕ†) =
⟨ϕ†, σ1ϕ⟩
⟨ϕ†, σ2ϕ⟩

, (15)
where, for convenience, σ denotes a set of input nuclear data σ1, σ2, etc., for which thefollowing property holds:

f(σ, λϕ, µϕ†) = f(σ, ϕ, ϕ†) , (16)
for any scalar coefficients λ and µ. This property characterizes almost all linear andbilinear ratios typically encountered in critical reactor analysis.Under these premises, the infinitesimal variation of this functional can be expressedas:

df = ⟨∂f
∂σ

, dσ⟩+ ⟨∂f
∂ϕ

, dϕ⟩+ ⟨ ∂f
∂ϕ† , dϕ

†⟩ . (17)
As can beobserved, besides the terms proportional to dσ, additional contributions arisethat depend on the variations of both the direct neutron flux (dϕ) and the importance(dϕ†). This dependence is undesirable, as the goal of sensitivity analysis is to evaluatethe response of integral reactor parameters solely as a function of perturbations in theinput nuclear data, without requiring knowledge of how the fluxes themselves changeunder such perturbations.Thus, the central idea behind the development of the GPT is to eliminate, at themathematical level, the explicit dependence on flux variations, both direct or adjoint.Achieving this requires introducing a set of constraints equal in number to the termsthat must be removed. For the physical system considered, these constraints corre-spond to the direct and adjoint Boltzmann equations, respectively:

(A− F/keff)ϕ = 0 and (A† − F†/keff)ϕ
† = 0 . (18)

Under the imposed constraints, the Lagrange multipliers Ψ and Ψ† are introduced.Since they share the same dimensionality as the direct and adjoint fluxes ϕ and ϕ†,
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they are referred to as the generalized direct flux and generalized adjoint flux, or moregenerally as generalized importances.On this basis, the constrained response functionalR is defined, preserving the samephysical interpretation as the original parameter of interest:
R = f(σ, ϕ, ϕ†)− ⟨Ψ†, (A− F

keff
)ϕ⟩ − ⟨Ψ, (A† − F†

keff
)ϕ†⟩ . (19)

The subsequent step involves computing the differential of this constrained responsefunctional:
dR =⟨∂f

∂σ
, dσ⟩+ ⟨∂f

∂ϕ
, dϕ⟩+ ⟨ ∂f

∂ϕ† , dϕ
†⟩+

− ⟨Ψ†, d(A− F

keff
)ϕ⟩ − ⟨Ψ†, (A− F

keff
)dϕ⟩+

− ⟨Ψ, d(A† − F†

keff
)ϕ†⟩ − ⟨Ψ, (A† − F†

keff
)dϕ†⟩

=⟨∂f
∂σ

, dσ⟩+ ⟨∂f
∂ϕ

− (A− F

keff
)Ψ†, dϕ⟩+

+ ⟨ ∂f
∂ϕ† − (A† − F†

keff
)Ψ, dϕ†⟩+

− ⟨Ψ†, (dA− dF

keff
)ϕ⟩ − ⟨Ψ, (dA† − dF†

keff
)ϕ†⟩+

− dkeff
k2
eff

(
⟨Ψ†,Fϕ⟩+ ⟨Ψ,F†ϕ†⟩

)
.

(20)

Given the interpretation of the generalized fluxes Ψ and Ψ† as Lagrange multipliers,their value can be determined according to the computational requirements, providedthat the compatibility conditions (see Equation 23 below) between the imposed pertur-bation and the physical behavior of the system are fulfilled.By exploiting the degrees of freedom introduced by the generalized fluxes, thesefluxes are required to satisfy the following equations:(
A† − F†

keff

)
Ψ† =

∂f

∂ϕ
, (21)

and (
A− F

keff

)
Ψ =

∂f

∂ϕ† . (22)
The compatibility conditions that must be satisfied, which are directly related to neu-tron balance in the system, are given by:
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〈
∂f

∂ϕ
, ϕ

〉
= 0 and

〈
∂f

∂ϕ† , ϕ
†
〉

= 0 , (23)
and are associated respectively with Equation 21 and Equation 22. The terms on theright-hand side of these last two equations, namely ∂f

∂ϕ† and ∂f
∂ϕ
, are referred to as the

generalized forward flux source Q and the generalized adjoint flux source Q†, respec-tively:
Q =

∂f

∂ϕ† and Q† =
∂f

∂ϕ
. (24)

Among the advantages of considering the functional f , which is homogeneous ofdegree zero with respect to the fluxes, is that the compatibility conditions mentionedabove are automatically satisfied as a direct consequence of Euler’s theorem on homo-geneous functions [48]. Specifically, for a generic homogeneous function of degree n(i.e. f(λx) = λnf(x)), it holds that
⟨∂f
∂x

, x⟩ = nf . (25)
Having established this property, attentionmust bedirected towards thenon-uniquenessof the generalized fluxesΨ andΨ†. Indeed, for arbitrary scalars λ and λ†, the solutionsto Equations 21 and 22 are not unique, since they admit the infinite family of solutionsgiven by (Ψ− λϕ) and (Ψ† − λ†ϕ†), respectively.The adopted approach to uniquely determine these generalized fluxes consists offirst selecting particular solutionsΨ0 andΨ†

0, and then fixing λ and λ† so as to enforceorthogonality of the generalized fluxes with respect to the fluxes ϕ† and ϕ, namely:
⟨Ψ†,Fϕ⟩ = 0 and ⟨Ψ,F†ϕ†⟩ = 0 . (26)

This procedure removes the perturbation term proportional to dkeff from the differen-tial expression dR (see Equation 20). Accordingly, the generalized fluxes are definedas:
Ψ = Ψ0 − λϕ , such that ⟨Ψ,F†ϕ†⟩ = 0 ⇒ λ =

⟨ϕ†,F†Ψ0⟩
⟨ϕ†,Fϕ⟩

(27)
and

Ψ† = Ψ†
0 − λ†ϕ† , such that ⟨Ψ†,Fϕ⟩ = 0 ⇒ λ =

⟨Ψ†
0,Fϕ⟩

⟨ϕ†,Fϕ⟩
(28)

Building on these arguments, the infinitesimal variation of the homogeneous func-tional f(σ, ϕ, ϕ†), which is of degree zero with respect to the fluxes ϕ and ϕ† and sub-ject to the constraints imposed by the Boltzmann equations (A − F/keff)ϕ = 0 and
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(A† − F†/keff)ϕ
† = 0, can be expressed as follows:

df = ⟨∂f
∂σ

, dσ⟩ − ⟨Ψ†, (dA− dF/keff)ϕ⟩ − ⟨Ψ, (dA† − dF†/keff)ϕ
†⟩(

A† − F†

keff

)
Ψ† =

∂f

∂ϕ
, with ⟨Ψ†,Fϕ⟩ = 0(

A− F

keff

)
Ψ =

∂f

∂ϕ† , with ⟨Ψ,F†ϕ†⟩ = 0

(29)

Here, the equivalence between dR and df has been employed to write the expres-sion in the first line of the system. The first term on the right-hand side of the sameequation is referred to as the direct sensitivity term, while the remaining two termsrepresent the indirect terms.Despite the mathematical abstraction underlying the present formulation, inter-preting the results summarized in Equation 29 from a physical perspective is straight-forward. In particular, it can be observed that:
• the direct term represents the component of the perturbation of the parameterof interest caused solely by the small variation of an input parameter;
• the indirect term exclusively reflects the perturbation of the parameter of inter-est due to the side effects experienced by the system (e.g. the variations inducedin the flux and the importance) as a consequence of the same small variation ofthe considered input parameter.
The use of GPT offers numerous advantages, particularly in terms of efficiency andinterpretability, when compared to other perturbation techniques (see for example theone discussed in Section 4.2.2).The fundamental basis of this enhanced computational efficiency is the introductionof generalized fluxes. Physically, these mathematical constructs are analogous to neu-tron importance functions, but are defined within the sensitivity framework: a locallyhigh generalized flux indicates that a perturbation in that region has a strong impacton the response. The key advantage of generalized fluxes lies in their computationalreuse; once calculated, they enable the evaluation of the effects of multiple perturba-tions without necessitating repeated full system resolutions.

2.5.2 GPT application on β̂eff

The objective of applying the GPT to the effective delayed neutron fraction, β̂eff , is toderive a formally consistent expression for its sensitivity coefficients with respect to ageneric input parameterα. This approach is particularly advantageous, as GPT providesa unified mathematical framework that yields multiple sensitivity coefficients from a
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single transport solution, significantly reducing computational cost while enhancing theinterpretability and traceability of the results.The aim is to establish a general formulation that provides the foundation for thedevelopment of parameter-specific expressions tailored to the various input quantitiesconsidered in this work. To this end, the analysis begins by examining the perturba-tion of the effective delayed neutron fraction associated with a single precursor family,
β̂eff,n, as defined in Equation 14. The corresponding response functional, subject to theconstraints imposed by the direct and adjoint Boltzmann equations, can be written as:

R = β̂eff,n − ⟨Ψ†,

(
A− F

keff

)
ϕ⟩ − ⟨Ψ,

(
A† − F†

keff

)
ϕ†⟩ (30)

Imposing the independence of R from the fluxes ϕ and ϕ† leads to the stationarityconditions:
∂R

∂ϕ
= 0 and ∂R

∂ϕ† = 0 . (31)
Focusing on the first of these conditions, and substituting the definition ofR fromEqua-tion 30, yields:

∂β̂eff,n

∂ϕ
−
(
A† − F†

keff

)
Ψ† = 0 . (32)

After normalization with respect to β̂eff,n and rearrangement of terms, the relation be-comes: (
A† − F†

keff

)
Ψ̃†

n =
1

β̂eff,n

∂β̂eff,n

∂ϕ
, (33)

where the definition Ψ̃†
n = Ψ†/β̂eff,n has been introduced. By computing the deriva-tive on the right-hand side of the equation, the expression for the source term of thegeneralized adjoint flux is obtained, namely:(

A† − F†

keff

)
Ψ̃†

n =

[
ϕ†χd

n

]
βnνΣf

⟨ϕ†χd
n, βnνΣfϕ⟩

−
[
ϕ†χ
]
νΣf

⟨ϕ†χ, νΣfϕ⟩
, (34)

where the convention has been introduced that square brackets [ · ] denote integrationover the entire energy spectrum. In a completely analogousmanner, the expression forthe source term of the generalized forward flux is derived, which takes the form:(
A− F

keff

)
Ψ̃n =

χd
n [βnνΣfϕ]

⟨ϕ†χd
n, βnνΣfϕ⟩

− χ [νΣfϕ]

⟨ϕ†χ, νΣfϕ⟩
, (35)

where the definition Ψ̃n = Ψ/β̂eff,n has been used. Under these assumptions, the
sensitivity coefficient of the parameter β̂eff,n with respect to a generic input parameter
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α can be defined as:
S
(
β̂eff,n, α

)
=

α

β̂eff,n

δβ̂eff,n

δα
≃ α

β̂eff,n

∂R

∂α
, (36)

where the variation ratio δβ̂eff,n/δα is approximated by the partial derivative of theconstrained response functional R with respect to the parameter α. By substitutinginto this definition the expression of R given in Equation 30, the sensitivity coefficientcan then be evaluated in terms of the generalized fluxesΨ andΨ† and the perturbationof the operators with respect to α:
S
(
β̂eff,n, α

)
=

α

β̂eff,n

{
∂β̂eff,n

∂α
− ⟨Ψ†,

(
∂A

∂α
− 1

keff

∂F

∂α

)
ϕ⟩

−⟨Ψ,

(
∂A†

∂α
− 1

keff

∂F†

∂α

)
ϕ†⟩
}
.

(37)

The resulting expression clearly shows that the general formula for the sensitiv-ity coefficients (in this case, relative sensitivities, due to the normalization with re-spect to β̂eff,n) consists of three distinct contributions: a direct term and two indi-rect terms. These components correspond to those introduced and discussed in Sec-tion 2.5.1, and collectively describe how the perturbation of the input parameter αpropagates through both the direct and adjoint physical models to influence the de-layed neutrons fraction β̂eff,n.It should be noted that, at this stage, the initial objective of deriving an expressionfor the sensitivity coefficients of β̂eff with respect to the generic parameter α can beconsidered as effectively accomplished. Indeed, the total sensitivity coefficient can beexpressed in terms of the previously derived quantities S(β̂eff,n, α) as follows:
S(β̂eff , α) =

α

β̂eff

δβ̂eff

δα
=

α

β̂eff

∑
n

δβ̂eff,n

δα
=
∑
n

β̂eff,n

β̂eff

S(β̂eff,n, α) , (38)

where, to obtain the last equality, Equation 36 was used to express the ratio δβ̂eff,n/δα.As can be readily observed, the total sensitivity coefficient is obtained as a weightedsum of the individual contributions associated with each precursor family n, where theweighting factor β̂eff,n/β̂eff represents the relative contribution of each family to the to-tal effective delayed neutron fraction. This decomposition highlights the role of eachprecursor family in the overall sensitivity of β̂eff to the input parameter α, and em-phasizes how the family-wise sensitivities S(β̂eff,n, α) collectively determine the globalresponse.
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3 ERANOS: Computational Frameworkand Implementation Details
Within the GPT framework, fundamental nuclear data such as cross sections, neutronsources, flux distributions, integral quantities, and kinetic parameters constitute theessential input for the evaluation of system response variations and sensitivity coeffi-cients. The European Reactor ANalysis Optimized System (ERANOS) provides dedicatedcomputational modules for the generation and storage of these quantities, organizingthem into Evaluated Data Libraries (EDLs) to ensure consistent access and integrationwithin the broader calculation chain.In the context of the present work, particular emphasis is placed on the calcula-tion of the effective delayed neutron fraction, β̂eff , a key kinetic parameter that plays acrucial role in reactor safety and dynamic behavior. Accurate sensitivity analysis of β̂effrequires a consistent and detailed description of the underlying nuclear data andmodelparameters. Therefore, understanding how ERANOS generates, structures, and storessuch data is a prerequisite for ensuring the reliability of subsequent perturbation-basedevaluations.This section provides an overview of the procedures used within ERANOS to gen-erate and manage these quantities, with particular emphasis on the aspects most rel-evant to GPT-based analyses and their application to the sensitivity characterization ofthe effective delayed neutron fraction β̂eff in reactor systems.
3.1 Computational Paradigms inNeutron Transport: Deterministic andMonte Carlo Approaches
The study of the sensitivity of the delayed neutron fraction β̂eff necessarily involves theresolution of the neutron transport equation (Equation 2), which describes the behaviorof neutrons within a medium.Due to the high level of complexity inherent in this equation – as can be seen from itsintegro-differential form presented in Section 2.2 – an analytical solution is only feasiblein highly simplified cases. Therefore, its application to realistic reactor configurationsrequires the adoption of numerical methods.To this end, various computational codes have been developed, which can be clas-sified into two main categories depending on their nature:
Deterministic Codes: These codes solve the neutron transport equation using numer-ical methods based on the discretization of the 6-dimensional phase space, con-sisting of spatial, energy, and angular variables.
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This involves subdividing the reactor volume into discretemesh elements definedby a spatial grid; discretizing the energy domain (typically going from 0 to 20MeV)into spectral intervals optimized to capture the system’s integral behavior; reduc-ing the angular domain to a finite set of discrete directions.
The simplifiednuclear systemobtained from this approximation can thenbe solvedusing several techniques, the most common of which include:

• the discrete ordinates method, commonly referred to as the SN method– where S denotes angular segmentation and the subscript N specifiesthe number of discrete directions used. This is the approach adopted inthis work for neutron flux calculations; further details are provided in Ap-pendix A;
• the spherical harmonics expansion (PN), which is based on the projectionof the angular flux on spherical harmonics, and the approximation of thatexpansion by limiting it to the firstN harmonics [51];
• the diffusion approximation to the transport equation [53].

These codes yield a deterministic average solution, i.e. a continuous estimate ofthe variables of interest, free from statistical noise. The accuracy of the solutionstrongly depends on the discretization choices, such as the number of energygroups, angular directions, and spatial resolution.
Stochastic Codes: In contrast, stochastic codes solve the transport problemusing prob-abilistic simulations based on the Monte Carlo method [54].

In this approach, neutron transport is modeled by simulating the trajectories ofa large number of individual neutrons, each of which interacts with the materialaccording to probabilistic laws derived from nuclear data.
This strategy allows the neutron transport equation to be solved regardless ofthe geometric complexity of the model, without requiring energy group conden-sation or angular discretization, and enabling the use of pointwise nuclear data.
However, the statistical nature of the method introduces stochastic noise intothe results, which can only be reduced by increasing the number of simulatedparticles, leading to increased computational time.

In the context of this thesis, deterministic codes (in particular, ERANOS) are pre-ferred over their stochastic counterparts, as they are better suited for systematic stud-ies, such as design optimization or sensitivity analysis of nuclear systems. This prefer-ence stems from their numerical stability and computational efficiency.
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3.2 General Architecture and Functional Overview of ERANOS
Jointly developed by themajor European nuclear research institutions as a comprehen-sive computational suite for reactor physics, the strengths of the deterministic codeERANOS lie in its high degree of modularity and operational flexibility [55].It encompasses a wide range of applications, including core operation simulation,the effects of refueling and of control and safety devices, as well as neutron shieldinganalysis and advanced analyses performed on computed flux and reaction rate distri-butions – such as sensitivity analysis, which is the focus of this study.These characteristics allow, on the one hand, for the flexible evolution of the codeover time through the integration of new functionalities, and on the other hand, theyprovide users with the ability to overcome the intrinsic code limitations by employingdedicated routines developed in the ERANOS metalinguistic interface “LU” (LanguageUtilisateur). These user-defined routinesmake it possible to configure and interconnectmodules in various ways, enabling the construction of specific analytical sequences asrequired. Thanks to these features, ERANOS is particularly well suited for performingneutronic characterization of nuclear reactor cores under both static and transient con-ditions.Considering the latest version of ERANOS (version 2.3N), the code provides a com-prehensive framework for reactor physics analysis, supporting a wide range of neu-tronic calculations including core modeling, fuel cycle studies, shielding evaluations,and perturbation-based methods for sensitivity and uncertainty analysis. It also in-cludes the European Cell COde (ECCO [55]), designed for detailed cell-level calculations.These consist in the accurate modeling of individual fuel or structural cells within a re-actor lattice, typically involving the solution of the neutron transport equation over arepresentative geometry to produce homogenized cross sections for use in subsequentreactor physics calculations.ECCO processes evaluated nuclear data libraries using a high-resolution energy grid,with up to 1968 energy groups, in order to accurately resolve resonance structures andgenerate group-wise cross sections. The resulting condensed and self-shielded crosssections serve as input for reactor-scale transport or diffusion calculations, commonlyreferred to as core-level analyses, where the spatial and spectral behavior of the neu-tron flux is evaluated over the entire reactor geometry.
3.2.1 Computational Workflow and Multi-Level Structure of ERANOS
Due to the intrinsic complexity of solving the neutronic transport equation, it is essentialto find a compromise between result accuracy and computational costs in terms of timeand resources. To address this need, the general computational sequence of ERANOScan be described as developed in three levels (see the schematic illustration in Figure 6),which are distinguished from one another based on the following characteristics:
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Nuclear data levelThis stage involves processing nuclear data fromevaluated libraries by condensing continuous-energy cross sections into a standardized, problem-independent multi-group format(see the concluding part of Section 3.2). This discretization facilitates the efficient treat-ment of nuclear interactions in subsequent reactor physics calculations, ensuring anaccurate representation of energy-dependent phenomena while preserving computa-tional feasibility.
It constitutes the foundational step for all subsequent computational operations, asthe nuclear data libraries contain the complete information on neutron-isotope inter-actions.
The primary objective at this level is to transform the nuclear data extracted from eval-uated libraries into a format compatible with ERANOS.8 To this end, the processed dataare organized according to the ECCOLIB [56] format, a dedicated library structure de-signed to store multi-group cross sections alongside the probability tables necessaryfor the sub-group method employed at the cell level by ECCO. This conversion processencompasses not only data reformatting but also essential transformations, such ascollapsing continuous-energy data into discrete energy groups and generating the rel-evant probability tables. Therefore, specialized processing codes [57, 58] are utilized toguarantee that the resulting ECCOLIB libraries faithfully represent microscopic nuclearinteractions in a form suitable for reactor physics calculations within ERANOS.
Cell levelThis stage begins with the definition of elementary cells representing fuel assemblies,aimed at accurately capturing the key physical effects arising from the heterogeneousstructure of the system under investigation. The evaluated nuclear data, previouslyprocessed into multi-group libraries, provide the input for these cell-level calculations.At this point, the ECCOmodule performs detailed neutron transport simulations withineach cell, producingmicroscopic andmacroscopic cross sections that account for spatialand material heterogeneities.
Following the generation of these cross sections, the structural details of each cell arehomogenized, and the ultra-fine energy discretization is collapsed into a coarser groupstructure, yielding effective cross sections suitable for subsequent core-level analyses.Throughout the condensation and homogenization processes, physical consistency ismaintained by ensuring the preservation of global reaction rates.
The primary purpose of this intermediate step is therefore to reduce the complexityinherent in continuous-energy data and heterogeneous geometries, while preserving

8Although the original nuclear data libraries provide physical data over a continuous energy spectrum,ERANOS operates exclusively with multi-group representations.
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the essential physical information required for accurate core-level calculations. Furtherdetails on ECCO can be found in Section 3.3.
Core levelAt this stage, the entire reactor core is modeled, with heterogeneity considered onlyat the level of different assembly types. The neutron transport equation is solved byassociating the macroscopic cross-section data derived at the cell level with the corre-sponding homogeneous regions definedwithin a user-specified spatialmesh represent-ing the reactor geometry. This approach enables an efficient yet accurate simulation ofneutron flux distribution across the core.
Specializedmodules are incorporated to build a comprehensive systemmodel that faith-fully reproduces the reactor’s physical behavior under operational conditions. Thesemodules account for important phenomena such as Doppler broadening of resonancecross sections, core thermal expansion, changes in isotopic composition due to fuelburn-up, control rod insertion effects, and feedback mechanisms influencing reactivityand power distribution over time.
Furthermore, this level supports sensitivity and uncertainty analyses, allowing the as-sessment of howvariations in nuclear data, operating parameters, ormodeling assump-tions impact key reactor performance indicators. By integrating these effects, the core-level calculations provide reliable predictions of reactor behavior essential for safetyanalysis, fuel management, and operational planning.The specific modules employedin this work are described in detail in Section 3.4.

3.3 The ECCO Cell Code
ECCO is used to perform cell-level calculations aimed at producing homogenized andcondensed cross-section libraries tailored to a specific system, starting from fine-groupnuclear data sources (e.g., JEFF or ENDF/B via ECCOLIB). These cell calculations aretypically applied to assemblies or representative portions thereof, enabling efficientreactor-scale analysis.A cell calculation in ECCO involves two key operations:

• Energy group condensation: Fine-groupmicroscopic cross sections are collapsedinto a coarse multi-group structure using flux weighting. For example, a macro-scopic cross section in broad groupG is computed as:
ΣG

x,z =

∑
g∈GΣg

x,z ϕ
g
z∑

g∈G ϕg
z

(39)
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Figure 6: Representation of the general computational scheme of ERANOS, highlighting thethree calculation phases and their intersections. [37]
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where the indices x, i, and z indicate respectively the reaction type, the isotope,and the cell region considered; g identifies a specific group in the fine energystructure contained within the broad energy group labeled with G; ϕ denotesthe flux, and in particular it holds that ϕG
z =

∑
g∈G ϕg

z , which represents theformula adopted for flux condensation.
• Material homogenization: Material compositions and number densities acrosssubregions are combined into homogenized values under the coarse-group fluxdistribution. For example, a microscopic cross section for reaction x of isotope iin broad energy groupG can be homogenized as:

σG
x,i =

∑
z σ

g
x,iz VzNiz ϕ

g
z

(
∑

z Vzϕ
g
z) (
∑

z VzNiz/
∑

z Vz)
(40)

where the volume V , the homogenized flux ϕg =
∑

z Vzϕ
g
z/V , and the homoge-nized number densityNi =

∑
z VzNiz/V are defined.

The calculationmethods adopted by ECCO for determining the flux differ dependingon the type of cell considered (homogeneous or heterogeneous), and would require anin-depth discussion that lies beyond the scope of this work. For further details, thereader is referred to the ECCO manual [59].ECCO supports different geometric cell descriptions using a hierarchical “link” struc-ture. Links may be 0D, 1D, or 2D with appropriate base geometries (e.g. homogeneous,planar, cylindrical, square, hexagonal lattices). Materials are defined at specified tem-perature, with options for temperature effects. Boundary conditions – such as vacuumor reflection – are applied at the outer surfaces of the cell as needed.Reactor-scale calculations utilize the homogenized and condensed cross sectionsto reduce computational cost and enhance numerical stability. This approach is par-ticularly well-suited for deterministic methods – such as SN or PN – which inherentlyrequire the definition of energy groups. Moreover, the use of a reduced number of en-ergy groups contributes to greater numerical stability, as the fine-scale fluctuations ofthe cross sections are already accounted for during the nuclear data processing stage.Specifically, phenomena such as Doppler broadening and self-shielding are incorpo-rated into the generation of multi-group cross-section libraries, effectively smoothingout energy-dependent variations and ensuring consistent behavior in the reactor-scalecalculations. These considerations also justify the homogenization of thematerial prop-erties within the unit cell model.
3.3.1 ECCO-ERANOS Interface
This section provides an overview of the function responsible for generating the threefundamental EDLs from an ECCO file. The function, designated BASIC_EDL_CREATION_
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STARTING_FROM_ECCO_FILE9, serves as the critical interface between cell-level andcore-level calculations, producing the essential data required for all subsequent ERA-NOS computations.The module outputs three distinct types of EDLs, described as follows:
MICRO: Contains microscopic cross-section data σ (expressed in barns, where 1 b =

10−24 cm2), defined for each isotope, energy group, reactor or core zone, andreaction type.
MACRO: Containsmacroscopic cross-section dataΣ, as defined in Section 2.4.1. WithinERANOS, Σ is expressed in units of cm−1 for each combination of energy group,spatial zone, and reaction.
MEDIUM: Contains material composition and related information necessary for thedefinition of the system.

During the generation of these outputs, the user must specify the list of reactionsto be considered from the ECCO files. Consequently, the data produced correspond tothe so-called sections of both the MICRO and MACRO libraries. These sections include,but are not limited to, total, capture, and fission cross-sections, the product of the av-erage neutron yield per fission and the fission cross-section (νΣf ), as well as the fissionspectrum (normalized to unity).
3.4 Neutronic Data Analysis Modules
The ERANOS neutronic calculation suite provides a broad set of validated computa-tional modules for reactor core analysis. Within the context of this thesis, particularattention is devoted to a subset of thesemodules that enable the evaluation of integralquantities derived from the neutron flux and reaction rate distributions, such as thoseinvolved in sensitivity analysis. Therefore, this section focuses on describing the spe-cific ERANOS modules that were directly employed or extended in the development ofthe computational procedures presented in this work (as comprehensively detailed inChapter 4). For a complete and exhaustive description of all ERANOS functionalities,the reader is referred to the official documentation of version 2.3 [48].
3.4.1 Module for the Calculation of MACRO EDLs
The module MACRO_CALCULATION can be employed for the following purposes:

9In this work, ERANOSmodule names are consistently typeset in monospace font to distinguish themfrom the surrounding text.

45



3 ERANOS: COMPUTATIONAL FRAMEWORK AND IMPLEMENTATION DETAILS

• to generate a MACRO EDL starting from aMICRO EDL, provided in input togetherwith amedium EDL (or a concentration EDL containing burn-up data), fromwhichthe initial isotopic concentrations are extracted;
• to update an existing MACRO EDL by supplying a consistent set of macroscopicand concentration data;
• to produce partial MACRO EDLs limited to a user-defined subset of isotopes.
Macroscopic cross-sections are generally calculated using Equation 13, which is re-produced below for convenience:

Σg =
∑
i

Ni σi.g , (41)
whereNi denotes the atomic density of isotope i, andσi,g represents the correspondingmicroscopic cross-section in energy group g.In particular, the macroscopic fission spectrum χgz in region z is evaluated throughthe following relation:

χgz =

∑
i χigz

∑
g(νσf)igzNizϕgz∑

g(νΣf)gzϕgz

, (42)
where χigz denotes the microscopic fission spectrum of isotope i in region z, (νσf)igz isthe product of the average number of neutrons emitted per fission and themicroscopicfission cross-section, and (νΣf)gz is its macroscopic equivalent. The quantitiesNiz and
ϕgz represent, respectively, the atomic density of isotope i and the group-wise neutronflux in region z, the latter obtained during the cell-level calculation and stored for eachmedium in the MICRO set.The sections included in the resulting MACRO will match those present in the cor-responding MICRO (with the necessary differences discussed in Section 3.3.1) or in theMACRO provided as input, unless the user explicitly specifies a list of sections to beconsidered. A similar selection mechanism is available for the isotopes to be includedin the MACRO generation: unless explicitly defined by the user, all isotopes present inthe input MICRO will be considered. Concentrations, on the other hand, are selectedfrom the medium EDL, or selected in the concentration EDL if such a set is provided.
3.4.2 Modules for the Evaluation of Source Distributions
Prior to introducing the module responsible for generating source distributions em-ployed in generalized importance calculations – namely, IMPORTANCE_CALCULATION_
SOURCE_CREATION – it is essential to clarify the nature and role of source terms alreadyembedded within the flux EDLs, which accompany the stored neutron flux data.

46



3 ERANOS: COMPUTATIONAL FRAMEWORK AND IMPLEMENTATION DETAILS

Specifically, for each spatial volume element m with volume Vm, the flux EDL con-tains a quantity denoted as the total source, whose definition depends on whether thecalculation is performed in the forward or adjoint mode:
Vm

G∑
g=1

νΣf,gϕg , for the forward calculation ; (43)
G∑

g=1

χgϕ
†
g , for the adjoint calculation , (44)

whereG is the total number of energy groups,ϕg andϕ†
g denote the forward and adjointneutron fluxes in group g, respectively, νΣf,g is the product of the average number ofneutrons produced per fission and themacroscopic fission cross-section in group g, and

χg is the corresponding fission neutron spectrum.In the forward case (Equation 43), the total source is scaled by the volume of thespatial element, thus having units of neutrons per second. This unit convention is con-sistent with the source terms generated by the IMPORTANCE_CALCULATION_SOURCE_
CREATIONmodule, discussed subsequently. Conversely, the adjoint source (Equation 44)is stored as a dimensionless quantity, since no volumetric scaling is applied.This distinction between the sources associated with forward and adjoint fluxes en-ables ERANOS to efficiently compute bilinear integrals involving products of forwardand adjoint flux functions (see Section 3.4.4), using these total sources directly ex-tracted from the corresponding fluxes, without requiring explicit geometric informationof the reactor configuration [48].The sources generated via theIMPORTANCE_CALCULATION_SOURCE_CREATIONmod-ule are constructed by combining neutron flux distributions with relevant cross-sectiondata.10 Input data consist of flux EDLs (either forward or adjoint) and cross-section data,which can be obtained directly from a MACRO EDL, derived from a MICRO EDL com-bined with a medium EDL, or specified manually by the user through explicit numericalvalues.As previously noted, the resulting source terms are expressed in physical units ofneutrons per second (n/s). This arises because the source values represent the prod-uct of the source density (in n/s/cm3) and the volume of each spatial mesh element (incm3). It is important to highlight that the source EDLs generated by this procedure sharethe same structural format as the flux EDLs, but store group-wise source values by de-fault. Furthermore, when accessed from their respective data segmentswithin the EDL,the arrays containing source values and scalar fluxes possess identical dimensionality,corresponding to the number of spatial volume elements defined by the computationalmesh.

10The term “cross-section” is understood broadly here to include other section-like quantities presentin the MICRO and MACRO EDLs, such as the fission neutron spectrum.
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3.4.3 Module for the Evaluation of Flux Distributions
When computing a fluxwith the procedureRECTANGULAR_SN_TRANSPORT_ITERATION,ERANOS outputs two distinct quantities:
Angular flux ϕn(r⃗, E, Ω⃗n) represents the number of neutrons at position r⃗, with en-ergy E, and traveling in the direction Ω⃗n, which belongs to a discrete set of vec-tors used to approximate the solid angle as described in Appendix A.
Scalar Flux ϕ(r⃗, E) corresponds to the weighted sum of the discrete angular fluxes,and is given by:

ϕ(r⃗, E) =
N∑

n=1

wnϕn(r⃗, E, Ω⃗n) , (45)
where the coefficients wn are those defined in Equation 167.

The role of these quantities in sensitivity analysis, particularlywhen conductedwithinframeworks such as GPT, is both diverse and fundamental. The classification of fluxesconsidered in this context distinguishes two categories: direct (ϕ) and adjoint (ϕ†) fluxes,which are solutions to homogeneous Boltzmann equations; and generalized impor-tances (Ψ̃n and Ψ̃†
n), obtained from solutions to non-homogeneous Boltzmann equa-tions. Accordingly, the methodology employed by ERANOS for computing these quan-tities is presented separately for each case, both of which are characterized by iterativesolution processes.

Homogeneous calculation The direct and adjoint fluxes computed in ERANOS are theresult of an iterative process whose essence can be analytically expressed by the fol-lowing system: 
Si =

Fϕi

keff,i
Aϕi+1 = Si

keff,i+1 =
⟨Fϕi+1⟩
⟨Aϕi+1⟩

(46)

This computational cycle is composed of what are referred to as "outer iterations". Infact, as can be observed, the relation appearing at the center of the system
Aϕi+1 = Si , (47)

is itself iterative and involves what are known as "inner iterations". The convergence ofthe iterative process is assessed according to two criteria. The first is a global, integralcriterion: ∣∣∣∣keff,i+1

keff,i
− 1

∣∣∣∣ < ϵI , (48)
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and the second is a local criterion, expressed as:
max

∣∣∣∣1− ϕi(r⃗, g)

ϕi+1(r⃗, g)

∣∣∣∣ < ϵP . (49)
Using this methodology, the flux converges to the solution of the Boltzmann equationassociated with the fundamental eigenvalue keff . However, it remains possible to per-form the calculation for any harmonic n by employing a procedure similar to the onepreviously described, provided that the harmonics (fluxes and eigenvalues) of ordersranging from zero to n− 1 are known in both the direct and adjoint cases.For what concern the algorithm for the calculation of adjoint fluxes, the only differ-encewith respect towhat has been described so far for the direct case, is that the fluxesand operators in the presented equations are replaced by their dual counterparts (i.e.
ϕ → ϕ†, F → F†,A → A†).
Inhomogenous calculation As previously introduced in Section 2.5.1, the GPT formal-ism relies on the definition of suitable generalized importances (denoted in the presentwork as Ψ̃n and Ψ̃†

n) that quantify the sensitivity of a given integral quantity with respectto local variations in system parameters. These generalized importances are solutionsof an inhomogeneous transport equation, whose structure depends on the specificfunctional under consideration.To illustrate this concept, consider the following example of an adjoint Boltzmannequation, which represents a typical formulation used to compute generalized impor-tances within the GPT framework:(
A† − F†/keff

)
Ψ† = S† . (50)

Continuing with this example, the existence of a solutionΨ† implies that the condition
⟨S†, ϕ⟩ = 0must necessarily be satisfied. Indeed:

⟨S†, ϕ⟩ = ⟨
(
A† − F†

keff

)
Ψ†, ϕ⟩ = ⟨Ψ†,

(
A− F

keff

)
ϕ⟩ = 0 . (51)

The ERANOS code is nonetheless capable of providing a solution to the adjoint equa-tion even when the theoretical condition ⟨S†, ϕ⟩ = 0 is not satisfied. In other words,a result is still obtained even if the adjoint source term S† is not orthogonal to thefundamental direct flux ϕ. It follows that the solution produced under such conditionsdoes not strictly correspond to that of the original theoretical problem, since ERANOSis, in practice, solving a modified form of the equation required for the computation ofgeneralized importances.This deviation arises from an internal orthogonalization procedure implementedduring the outer iteration cycle. At each step, ERANOS adjusts the adjoint solution to
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enforce orthogonality with respect to the fission source – thus indirectly ensuring or-thogonality to the direct fundamental mode ϕ. As a result, the system being solvedis no longer the original one, but rather a projected version that satisfies the imposedorthogonality constraint.The key steps and mathematical properties of this iterative orthogonalization pro-cess are described below. At iteration i + 1, a raw (non-orthogonalized) solution Ψ̃†
i+1is obtained using the adjoint fission source constructed from the previously orthogo-nalized solution Ψ†

i . This intermediate solution is then orthogonalized with respect tothe direct fission source associated with the fundamental flux (i.e. the solution of thezeroth-order harmonic calculation) according to the following scheme:

A†Ψ̃†
1 = S†

. . .

A†Ψ̃†
i+1 = S† +

F†

keff
Ψ†

i

. . .

(52)

where, for each iteration i, the following holds:
Ψ†

i = Ψ̃†
i −

⟨Ψ̃†
i ,Fϕ⟩

⟨ϕ†,Fϕ⟩
ϕ† , (53)

In analogy with what was previously obtained in Equation 28.If the iterative process converges, thenΨ†
i and Ψ̃†

i respectively tend to the functions
Ψ† and Ψ̃†, for which the following relations can be demonstrated [48]:

A†Ψ̃† = S† +
F†

keff
Ψ†

Ψ† = Ψ̃† − ⟨Ψ̃†,Fϕ⟩
⟨ϕ†,Fϕ⟩

ϕ†

⟨Ψ†,Fϕ⟩ = 0

⟨Ψ̃†,Fϕ⟩ = keff⟨S†, ϕ⟩

(54)

First of all, it is noted that the generalized importances Ψ† and Ψ̃† differ only by acomponent proportional to ϕ†, which, as previously recalled, is itself a solution of theadjoint Boltzmann equation (see Equation 7). As a consequence, both quantities satisfythe following equation:(
A† − F†

keff

)
Ψ† = S† − ⟨S†, ϕ⟩ F†ϕ†

⟨ϕ†,Fϕ⟩
= Σ† . (55)
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This is the form effectively solved by ERANOS for the computation of generalized impor-tances, in which the source termΣ† (constructed to satisfy the orthogonality condition
⟨Σ†, ϕ⟩ = 0) replaces the original S† appearing in Equation 50.An important aspect to consider when computing generalized importances fromsources that exhibit sign changes is that the resulting fluxes will also display sign varia-tions. This is strictly related with their pointwise convergence, which is not achievable(according to the method used for its verification) in most cases. This occurs becauseERANOS checks the maximum of the pointwise relative discrepancies between the so-lutions obtained at the two latest inner iterations within the same outer iteration. How-ever, these relative differences can become very large at points where the solution isclose to zero, regardless of how small the absolute variation between the two iterationsis, since one encounters a quantity of the form

lim
xn→0

∣∣∣∣xn+1 − xn

xn

∣∣∣∣ = ∞ . (56)
Nevertheless, these apparently large relative differences have no real impact on thecalculated physical quantities (such as perturbation integrals, Section 3.4.4), becausethey are localized at points in phase space where the generalized importance has zeroor negligible value (otherwise convergence would not fail).
3.4.4 Modules for the Calculation of Integral Quantities
ERANOS includes a set of dedicated modules for the evaluation of integral quantities.For a comprehensive overview of the available functionalities, the reader is referred tothe official user manual [48]. The present discussion is limited to the two categories ofintegrals relevant to the computation of sensitivity coefficients: perturbation integralsand generalized integrals.
Perturbation Integrals In the context of neutronic analysis, perturbation integrals aremathematical tools used to estimate the impact of small local variations in reactor pa-rameters – such as macroscopic cross-sections or geometric/material properties – onglobal neutronic quantities of interest, including the effective multiplication factor keffor spatially integrated reaction rates. These methods enable fast and computationallyefficient evaluations, without the need to recompute the entire flux field for each per-turbation scenario.Two dedicated ERANOS modules are available for the calculation of such integrals:

• DIFFUSION_PERTURBATION_INTEGRAL, which uses fluxes obtained from diffu-sion theory;
• TRANSPORT_PERTURBATION_INTEGRAL, which instead relies on transport-theory-based flux solutions.
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In this work, only the transport-based formulation is employed, in accordance withthe transport model consistently adopted throughout all flux calculations.The integration domain corresponds to those regions of the reactor core for whichthemacroscopic cross-sections (hence, their perturbations) can be considered spatiallyuniform. These regions are defined in the MACRO EDL, which must be provided to themodule alongside the flux and importance EDLs.The perturbation integrals relevant to this study, and consistent with the internalERANOS nomenclature, are given below:
• the contribution of the direct flux in group g to the adjoint source:

SIAPg =

∫
V

ϕg

(
G∑

g′=1

χg′ ϕ
†
g′

)
dV , (57)

• the contribution of the adjoint flux in group g to the forward source:
SIDPg =

∫
V

ϕ†
g

(
G∑

g′=1

νΣf,g′ ϕg′

)
dV , (58)

• a global bilinear integral quantifying the coupling between forward and adjointfluxes via the fission source and spectrum.
VIMPOR =

∫
V

(
G∑

g′=1

χg′ ϕ
†
g′

)(
G∑

g=1

νΣf,g ϕg

)
dV . (59)

These integrals play a central role in the formulation of generalized perturbationtheory (GPT) and are used extensively in ERANOS for sensitivity and importance analy-ses.
Generalised Integrals Linear and bilinear integrals are computed using the ERANOSmoduleGENERALIZED_INTEGRAL. The specific typeof linear integral evaluateddependson the keyword provided in the corresponding directive. The available options includethe following:

• explicitly requesting that no source term be used (WITHOUT): ⟨ϕ⟩;
• providing an EDL source S in the directive: ⟨S, ϕ⟩;
• requesting the use of the source term stored in the EDL flux (TOTAL, see Sec-tion 3.4.2): ⟨νΣfϕ⟩ or ⟨χϕ†⟩, depending on the nature of the flux specified in themodule call.
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Table 3: Types of bilinear integrals computable via the GENERALIZED_INTEGRAL module. Theadopted notation assumes that the integration is performed with respect to the variables indi-cated in the subscript, specifically energy (E) and spatial coordinate (r⃗).

Case Integral Directive SOURCEfor the forward flux Directive SOURCEfor the adjoint flux1 ⟨ϕ†, ϕ⟩r̃,E WITHOUT WITHOUT2 ⟨ϕ†, νΣfϕ⟩r̃,E TOTAL WITHOUT3 ⟨ϕ†, Sϕ⟩r̃,E (flux source EDL S) WITHOUT4 ⟨ϕ†χ, ϕ⟩r̃,E WITHOUT TOTAL5 ⟨ϕ†S†, ϕ⟩r̃,E WITHOUT (flux source EDL S†)6 ⟨⟨S†ϕ†⟩E, ⟨Sϕ⟩E⟩r̃ (flux source EDL S†) (flux source EDL S)7 ⟨ϕ†,Fϕ⟩r̃,E TOTAL TOTAL

The various types of bilinear integrals that can be computable are listed in Table 3.Therefore, when the module performs the calculation of a generalized integral, aproduct is carried out between:
• the adjoint part, which is treated as a pointwise function, i.e. a quantity definedper unit volume;
• the forward part, which is already multiplied by the volume of the element.
To correctly perform the calculation of a bilinear integral using two source EDLs(as in Case 6 reported in Table 3), the values from one of them must be divided bythe element volume. This is necessary because source EDLs already contain volume-integrated values, and multiplying them directly would double-count the volumetriccontribution. The same principle applies if the source is constructed as the product oftwo source EDLs: in such a case, one of them must first be normalized with respect tothe volume, thereby converting it from an integrated value to a density and ensuringthe physical consistency of the result.

3.4.5 Module for the Evaluation of the Effective Delayed Neutron Fraction β̂eff

The module of interest is called BETA_EFFECTIVE_CALCULATION and is used to com-pute and store as LU variables the values of the effective delayed neutron fraction β̂eff .To configure this module, the following data must be specified in the appropriatedirective:
• the average number of delayed neutrons emitted per fission event, provided foreach fissile isotope included in the core model and for every precursor nuclidefamily;
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• the decay constants associated with each precursor family;
• the energy spectrum of delayed neutrons for each precursor family.
These data are obtained through dedicated LU procedures distributed with ERA-NOS. These procedures extract the required values from a selected evaluated nucleardata library and process them to generate the input data in the appropriate format foruse within the module. These procedures enable the generation of delayed neutronspectra for any energy group structure, provided that its boundaries correspond to asubset of those defined in the standard 1968-group structure.The formula used by the module to evaluate the effective delayed neutron fractionis analogous to that introduced in Equation 14 and is expressed in the multi-group formas:

β̂eff =
⟨ϕ†,Fdϕ⟩
⟨ϕ†,Fϕ⟩

=

∫
V
d3r
∑I

i=1

∑N
n=1 βin

(∑G
g=1 χ

d
ngϕ

†
g

)(∑G
g=1(νΣf)igϕg

)
∫
V
d3r
(∑G

g=1 χgϕ
†
g

)(∑G
g=1(νΣf)gϕg

) , (60)

where:
• i = 1, . . . , I denotes the isotopes considered in the calculation domain;
• n = 1, . . . , N identifies the delayed neutron precursor families;
• g = 1, . . . , G represents the discrete energy groups used in the multi-group for-mulation;
• βin is the delayed neutron fraction associated with isotope i and precursor family
n;

• χg denotes the total fission neutron spectrum, normalized to unity, in energygroup g;
• χd

ng represents the delayed neutron emission spectrum for precursor family n inenergy group g;
• ϕg and ϕ†

g denote the direct and adjoint neutron fluxes, respectively, in energygroup g;
• (νΣf)ig is the product of the average number of neutrons emitted per fissionevent by isotope i and the corresponding macroscopic fission cross section, bothevaluated in energy group g.
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4 Methodological Framework for theDelayed Neutrons FractionSensitivity Analysis
4.1 Analytical Derivation of the Sensitivity Coefficients
The delayed neutrons fraction (β̂eff ) is an integral parameter that depends on multiplequantities, as previously shown in Equation 60 and reported below:

β̂eff =

∫
V
d3r
∑I

i=1

∑N
n=1 βin

(∑G
g=1 χ

d
ngϕ

†
g

)(∑G
g=1(νΣf)igϕg

)
∫
V
d3r
(∑G

g=1 χgϕ
†
g

)(∑G
g=1(νΣf)gϕg

) . (61)

The implementation of dedicated modules within ERANOS for the computation of sen-sitivity coefficients of β̂eff with respect to input parameters (α), namely the coefficientsgenerally denoted in Section 2.5.2 as S(β̂eff , α), is required to evaluate the impact ofnuclear data uncertainties on the delayed neutron fraction. This approach enables theidentification of which input dependencies aremore or less significant, and contributes– within a broader scope – to a sensitivity analysis aimed at the neutronic characteriza-tion of ALFRED, in order to assess both performance optimization and the adequacy ofthe imposed safety margins.The set of parameters α considered in this work includes all nuclear quantities thatenters the formulation of β̂eff , with the exception of those for which ERANOS alreadyprovides dedicated modules to calculate the corresponding sensitivity coefficients.In line with Section 2.5.2, the sensitivity coefficients of the total effective delayedneutrons fraction are derived from the expression given in Equation 38, which can bewritten as:
S(β̂eff , α) =

∑
n

β̂eff,n

β̂eff

S(β̂eff,n, α) . (62)
As a result, the parameters of primary interest in most of the calculations are the effec-tive delayed neutron fractions associated with each family (β̂n), whose mathematicaldefinition is provided in Equation 14.The analytical development of the expression for the S(β̂n, α) coefficients, as givenin Equation 37, is carried out with the objective of reducing it to a combination of termsthat can be evaluated using functions already implemented in the ERANOS suite. Thisapproach enables the use of methods that have already undergone both verificationand validation. Verification ensures that the implemented methods accurately repro-duce the underlying mathematical and numerical models, while validation confirms
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that the results are consistent with experimental data or reference benchmarks [60].These verification and validation processes are not only considered good practice, butalso represent a requirement imposed by safety authorities, as they provide the nec-essary confidence in the reliability of the results used during the reactor design phase.Together, these processes confirm that the physical and numerical models are capableof adequately represent real systems.In order to derive the analytical expressions of the various sensitivity coefficients
S(β̂eff , α), it is necessary to introduce the definition of some fundamental parameters:

• The average number of neutrons emitted per fission event, νigz, which is definedas the sum of its prompt and delayed components:
νigz = νp

igz +
∑
n

νd
in . (63)

The total values νigz can be directly extracted from the MICRO and MACRO EDLs,while the delayed neutron yields νd
in are obtained using a dedicated procedurealready implemented in ERANOS, which provides their values for each precur-sor family (thus, their contribution is expressed as a sum over all such families).The prompt component νp

igz, which represents the average number of neutronsemitted during the nuclear fission process, is not directly available and must bedetermined by subtracting the delayed contribution from the total.
• The fission spectrum χigz, that is similarly composed of prompt and delayed con-tributions:

χigz = (1− β)χp
igz +

∑
n

βnχ
d
ng , (64)

where the total spectrum χigz is available from theMICRO andMACRO EDLs (seeSection 3.3.1), the delayed fission spectra χd
ng are derived, for each delayed neu-tron family, through a specific ERANOS routine and the prompt spectrum χp

igzis not directly accessible and must be reconstructed by appropriately combiningthe total and delayed components. Each contribution is weighted by the corre-sponding delayed neutron fraction, ensuring consistency with the actual neutronemission profile.
• The quantity βin, which represents the fraction of delayed neutrons associatedwith isotope i and family n:

βin =

∑
z

(∑
g,m∈z ν

d
inNizσf,igzϕgmVm

)∑
z, j

(∑
g,m∈z

(
νp
jgz +

∑
n ν

d
jn

)
Njzσf,jgzϕgmVm

) . (65)
This operational definition of βin expresses the ratio between the production rateof delayed neutrons from a given precursor family and isotope, and the total neu-tron production rate. The numerator accounts of delayed neutron from family n
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of isotope i, summed over all zones, whereas the denominator includes the com-bined prompt and delayed contributions from all isotopes and precursor families.

For the definitions provided above, the subscript n denotes the delayed neutronfamily under consideration, the index i (or j) refers to the fissile isotope, g indicates theenergy group, z the reactor zone, andm the mesh element within the specified zone.Notice that, throughout the discussion, the absence of certain subscripts (where theywould ordinarily be expected) implies that summation over the corresponding index isassumed. For instance, the total fraction of delayed neutrons associated with family nis expressed as βn =
∑

i βin.In deriving the expressions for the sensitivity coefficients, and in line with the strat-egy of relying on modules already available in the current ERANOS release, the nomen-clature conventionally adopted within the code environment is preserved in the ana-lytical formulations. Accordingly, the perturbation integrals introduced in Section 3.4.4are consistently referred to by their standard names, namely SIAP (Equation 57), SIDP(Equation 58), andVIMPOR (Equation 59). In addition to these, the following quantityis introduced:
VIMPORd

n = ⟨ϕ†χd
n, νΣfϕ⟩ =

β̂eff,n

βn

VIMPOR , (66)
which differs from the parameter VIMPOR solely by the use of the delayed emissionspectrum (χd

ng) instead of the fission spectrum (χingz).With regard to the spectral quantities discussed above, including the prompt neu-tron emission spectrum χp
igz, particular care must be paid to their normalization. Ingeneral, emission spectra that satisfy the condition∑

g

χg = 1 (67)
are referred to as "constrained". In ERANOS, this condition applies to all emission andfission spectra [61]. As a result, any perturbation must preserve the normalization con-straint, a requirement that has direct implications for the derivation of the sensitivitycoefficient expressions S(β̂, α). The effect of this constraint on the spectral shape isanalyzed below in the case of a localized perturbation affecting a specific energy group.Let us consider a perturbation applied to the emission spectrum in a specific energygroup g′. Taking into account the normalization condition in Equation 67, which requiresthat the integral of a spectrum over its entire energy domain equals unity, the followingrelation is obtained: ∑

g

(χg +∆χg′δgg′) = 1 + ∆χg′ . (68)
Dividing both sides by the right-hand term yields:∑

g

χg +∆χg′δgg′

1 + ∆χg′
= 1 . (69)
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On this basis, a perturbed emission spectrum can be defined as:

χ′
g =

χg +∆χg′δgg′

1 + ∆χg′
, (70)

so that the corresponding variation is given by
∆χg = χ′

g − χg =
χg +∆χg′δgg′

1 + ∆χg′
− χg =

(δgg′ − χg)∆χg′

1 + ∆χg′
. (71)

From this relation, the infinitesimal variation of the spectrum is obtained as:
dχg = lim

∆χg′→dχg′
∆χg = (δgg′ − χg)dχg′ , (72)

which directly leads to the expression for the derivative of the emission spectrum:
dχg

dχg′
= (δgg′ − χg) . (73)

This relation is of key importance in the derivation of the analytical expressions of thesensitivity coefficients, as it is applied in cases where the perturbed input parameteris an emission spectrum. In particular, the derivative in Equation 73 reflects the effectof the normalization constraint: a perturbation in one energy group g′ inherently in-duces compensatory variations in all other groups g ̸= g′, in order to preserve the totalintegral of the spectrum. As a consequence, it is not possible to perturb a single com-ponent of the spectrum independently of the others. The action on χg′ modifies thespectral shape rather than the total source intensity, emphasizing that the sensitivitybeing computed is with respect to the spectral form. This gives rise to additional termsin the sensitivity expressions, that would not appear in the absence of the normaliza-tion constraint.An additional aspect of primary importance in the analytical development of thesensitivity coefficient expressions S(β̂, α) concerns the interdependencies among thequantities that enter the definition of the parameter β̂eff,n. Indeed, perturbations ap-plied to quantities such as the average number of neutrons emitted (whether consid-ering only the prompt or delayed component, see Equation 63) have a direct physicalimpact on the delayed neutron fractionβ (see Equation 65). A perturbation applied toβmodifies the weighting factors that determine the relative contributions of the promptand delayed components in the total fission spectrum, as described in Equation 64. Thisalteration propagates further by affecting the neutron fluxes that solve the forward andadjoint neutron transport equations, since the Boltzmann operator itself is perturbed(see Equations 6 and 7). At first glance, the structure of the parametric dependenciesmight suggest the emergence of an infinite loop: the perturbed value of β alters thespectrum, which modifies the fluxes, which in turn re-enters the definition of β, and so
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on. However, this recursive behavior is only apparent. From a physical standpoint, β is afundamental nuclear quantity determined exclusively by the fission yields and delayedneutron emission probabilities. Consequently, the fluxes appearing in the numeratorand denominator of its definition serve merely as weighting functions. These fluxes areconceptually distinct from the physical neutron flux, which is subject to change underperturbation.In what follows, a detailed treatment is given of the calculations performed to ob-tain the sensitivity coefficients S(β̂n, α). It should be recalled that the sensitivity char-acterization of the total effective delayed neutrons fraction can be derived from therelation given in Equation 38, reported here for convenience:

S(β̂eff , α) =
∑
n

β̂eff,n

β̂eff

S(β̂eff,n, α) . (74)
The derivation of the fundamental expressions underpinning this sensitivity analysiswas presented in Section 2.5.2, where the theoretical framework of the GPT was in-troduced. Building on that basis, the sensitivity formulation maps perturbations of thephysical parameters into explicit, computable, sensitivity expressions.
4.1.1 Sensitivity Coefficients of the Effective Delayed Neutron Fraction β̂eff ,n to theDelayed Neutrons Yield νd

in

The derivation of the sensitivity coefficients of the effective delayed neutron fraction tothe delayed neutron yields, S(β̂eff,n, ν
d
i′n′), starts from the expression obtained throughGPT calculations in Section 2.5.2, namely:

S(β̂eff,n, ν
d
i′n′) =

(β̂eff,n)νd
i′n′

β̂eff,n

− ⟨Ψ̃†
n, (A− F

keff
)νd

i′n′
ϕ⟩ − ⟨Ψ̃n, (A

† − F†

keff
)νd

i′n′
ϕ†⟩ , (75)

where it has been introduced the notation
(X)α = α

∂X

∂α
(76)

in whichX denotes a generic parameter (within the scope of this study, it will refer toeither β̂n or, possibly, β̂), and α represents an input parameter.It can be observed that the right-hand side of Equation 75 consists of three contri-butions:
• direct term: accounting for the explicit effect of the considered variation

(β̂eff,n)νd
i′n′

/β̂eff,n ; (77)
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• first indirect term: representing the implicit effect due to the corresponding changein the direct flux

⟨Ψ̃†
n,

(
A− F

keff

)
νd
i′n′

ϕ⟩ ; (78)
• second indirect term: associated with the implicit effect induced by the variationin the adjoint flux

⟨Ψ̃n,

(
A† − F†

keff

)
νd
i′n′

ϕ†⟩ . (79)
The physical interpretation of these contributions is discussed in the final part of thededicated Section 2.5.1.As a first step, the computation of the direct termwill be developed. Therefore, thenumerator is explicitly expressed with the aim of reducing its final form to a combina-tion of basic parameters, whose values can be directly obtained from ERANOS throughpredefined modules, or modules developed based on them:

(β̂eff,n)νd
i′n′

= νd
i′n′

∂β̂eff,n

∂νd
i′n′

= νd
i′n′

∂βn

∂νd
i′n′

· β̂eff,n

βn

+

+ νd
i′n′ βi′n


∂

∂νd
i′n′

⟨ϕ†χd
n, νΣfϕ⟩

⟨ϕ†, Fϕ⟩
+

−
⟨ϕ†χd

n, νΣfϕ⟩ ·
∂

∂νd
i′n′

⟨ϕ†χ, νΣfϕ⟩

⟨ϕ†, Fϕ⟩2

 .

(80)

Note that the development of this expression involves the computation of the twoderivatives contained within the square brackets, concerning:
• the delayed fission source ⟨ϕ†χd

n, νΣfϕ⟩;
• the total fission source ⟨ϕ†χ, νΣfϕ⟩.

The dependence of these fission sources on the average number of delayed neutronsemitted per fission event (νd
in) is manifested in accordance with the definitions of the
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parameters νigz and χigz, respectively provided in Equation 63 and Equation 64. In par-ticular, it is noted that: 

∂ν

∂νd
in

= 1

∂χ

∂νd
in

=
∂β

∂νd
in

χp +
∑

n

∂βn

∂νd
in

χd
n

(81)

The first relation, depicting the derivative of the average number of emitted neu-trons per fission event (ν) with respect to its delayed component, highlights the trivialconnection between the average neutron yield per fission and its delayed componentalone, namely that an increase in the delayed component by a certain amount resultsin an equivalent increase in the total yield.The second relation (the one involving the emission spectrumχ), on the other hand,holds because of the assumption that the shapes of the prompt (χp) and delayed (χd
n)fission spectra are independent of the average number of delayed neutrons emitted.However, the perturbation of a certain νd

in does not leave the overall fission spectrumunchanged, which undergoes variations in the weighting coefficients (β and βn) withwhich the prompt and delayed components are combined. The derivative of the spec-trum shown in the system of Equation 81 thus translates into a linear combination of χp

and the various χd associated with each family, each weighted by the derivative of βnor β with respect to the parameter νd
in. Consequently, it is necessary to introduce the
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development of these derivatives just mentioned:

∂βn

∂νd
i′n′

=

∑
z

(∑
g,m

δnn′ Ni′z σf,i′gz ϕgm Vm

)
[∑

j,z

∑
g,m

(
νp
jgz +

∑
n

νd
jn

)
Njz σf,jgz ϕgm Vm

]×

×

∑
j,z

(∑
g,m

(
νp
jgz +

∑
n

νd
jn

)
Njz σf,jgz ϕgm Vm

)
[∑

j,z

∑
g,m

(
νp
jgz +

∑
n

νd
jn

)
Njz σf,jgz ϕgm Vm

] +

−

∑
i,z

(∑
g,m

νd
in Niz σf,igz ϕgm Vm

)
[∑

j,z

∑
g,m

(
νp
jgz +

∑
n

νd
jn

)
Njz σf,jgz ϕgm Vm

]×

×

∑
z

(∑
g,m

Ni′z σf,i′gz ϕgm Vm

)
[∑

j,z

∑
g,m

(
νp
jgz +

∑
n

νd
jn

)
Njz σf,jgz ϕgm Vm

]

=
βi′n′

νd
i′n′

δnn′+

− βi′n′

νd
i′n′

·

∑
i,z

(∑
g,m

νd
in Niz σf,igz ϕgm Vm

)
∑
j,z

∑
g,m

(
νp
jgz +

∑
n

νd
jn

)
Njz σf,jgz ϕgm Vm

=
βi′n′

νd
i′n′

(δnn′ − βn) , (82)
in which the final equality is obtained by recognizing, within the second term on theright-hand side of the previous step, the definition of the parameter βn, expressed as
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a summation over the considered isotopes of the definition of βin provided in Equa-tion 65.From this, the expression for the derivative of the total delayed neutron fraction (β)can be readily deduced:

∂β

∂νd
i′n′

=
∑
n

∂βn

∂νd
i′n′

=
βi′n′

νd
i′n′

(1− β) . (83)
By substituting this result into Equation 80 and performing a straightforward rear-rangement of the terms, the following expression is obtained:

(β̂eff,n)νd
i′n′

= βi′n′ (δnn′ − βn)
β̂eff,n

βn

+

+ νd
i′n′βi′n

[
⟨ϕ†χd

n,Σf,i′ϕ⟩
⟨ϕ†,Fϕ⟩

−

− ⟨ϕ†χd
n, νΣfϕ⟩

⟨ϕ†χ,Σf,i′ϕ⟩
⟨ϕ†,Fϕ⟩2

+
⟨ϕ† ∂χ

∂νd
i′n′

, νΣfϕ⟩

⟨ϕ†,Fϕ⟩2

] .
(84)

In order to complete the calculation for the direct term, the equation must be nor-malized with respect to β̂eff,n, hence:
(β̂eff,n)νd

i′n′

β̂eff,n

=
βi′n′

βn

(δnn′ − βn)+

+νd
i′n′

βi′n

βn

[
βn

β̂eff,n

⟨ϕ†χd
n,Σf,i′ϕ⟩

⟨ϕ†,Fϕ⟩
− ⟨ϕ†χ,Σf,i′ϕ⟩

⟨ϕ†,Fϕ⟩
−

⟨ϕ† ∂χ
∂νd

i′n′
, νΣfϕ⟩

⟨ϕ†,Fϕ⟩

]

=
βi′n

βn

[
(δnn′ − βn)+

+
βn

β̂eff,n

⟨ϕ†χd
n, ν

d
i′n′Σf,i′ϕ⟩

⟨ϕ†,Fϕ⟩
− ⟨ϕ†χ, νd

i′n′Σf,i′ϕ⟩
⟨ϕ†,Fϕ⟩

− ⟨ϕ†χ̃(νd
i′n′), νΣfϕ⟩

⟨ϕ†,Fϕ⟩

]
,

(85)

where a new quantity has been defined (for further details on how its value is com-puted, refer to Section 4.2):
χ̃(νd

in) = νd
in

∂χ

∂νd
in

, (86)
which represents the component of the total fission spectrum that depends on theaverage number of delayed neutrons emitted per fission event.

63



4 METHODOLOGICAL FRAMEWORK FOR THE DELAYED NEUTRONS FRACTIONSENSITIVITY ANALYSIS
As for the indirect terms in the starting GPT Equation 75, the following results areobtained:

⟨Ψ̃†
n,

(
A− F

keff

)
νd
i′n′

ϕ⟩ = −
⟨Ψ̃†

nν
d
i′n′

∂χ
∂νd

i′n′
, νΣfϕ⟩

keff
− ⟨Ψ̃†

nχ, ν
d
i′n′Σf,i′ϕ⟩
keff

= −⟨Ψ̃†
nχ̃(ν

d
i′n′), νΣfϕ⟩
keff

− ⟨Ψ̃†
nχ, ν

d
i′n′Σf,i′ϕ⟩
keff

(87)

and
⟨ϕ†,

(
A− F

keff

)
νd
i′n′

Ψ̃n⟩ = −
⟨ϕ†νd

i′n′
∂χ

∂νd
i′n′

, νΣfΨ̃n⟩

keff
− ⟨ϕ†χ, νd

i′n′Σf,i′Ψ̃n⟩
keff

= −⟨ϕ†χ̃(νd
i′n′), νΣfΨ̃n⟩
keff

− ⟨ϕ†χ, νd
i′n′Σf,i′Ψ̃n⟩
keff

.

(88)

As can be observed, the terms appearing on the right-hand sides of these recently de-rived equations originate from the dependence of the neutron production operator Fon the parameter νd
in, whereas the neutron loss operatorA (whose expression is writ-ten in Equation 3) plays no role in the composition of the indirect terms, as it is notedependent in any manner on the input parameter νd

in.At this stage, all the necessary information is available to formulate the sensitivitycoefficient of the effective fraction of delayed neutrons belonging to a specific family nwith respect to the average number of delayed neutrons belonging to family n′ emittedper fission event of a given isotope i′. The expression is as follows:
S(β̂eff,n, ν

d
i′n′) =

βi′n

βn

[
(δnn′ − βn) +

βn

β̂eff,n

⟨ϕ†χd
n, ν

d
i′n′Σf,i′ϕ⟩

⟨ϕ†,Fϕ⟩
+

− ⟨ϕ†χ, νd
i′n′Σf,i′ϕ⟩

⟨ϕ†F, ϕ⟩
− ⟨ϕ†χ̃(νd

i′n′), νΣfϕ⟩
⟨ϕ†,Fϕ⟩

]
+

+
1

keff

[
⟨Ψ̃†

nχ̃(ν
d
i′n′), νΣfϕ⟩+ ⟨Ψ̃†

nχ, ν
d
i′n′Σf,i′ϕ⟩+

+ ⟨ϕ†χ̃(νd
i′n′), νΣfΨ̃n⟩+ ⟨ϕ†χ, νd

i′n′Σf,i′Ψ̃n⟩
]

(89)

where all the terms involved can be derived within ERANOS bymeans of already imple-mented modules or through a combination thereof.
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4.1.2 Sensitivity Coefficients of the Effective Delayed Neutron Fraction β̂eff ,n to thePrompt Neutron Yields νp

igz

The formulation of the sensitivity coefficients of β̂eff,n with respect to the average num-ber of prompt neutrons emitted per fission event νp
igz can be expressed (consistentlywith the results obtained from the calculations performed by applying the GPT to theparameter β̂eff,n) as follows:

S(β̂eff,n, ν
p
i′g′z′) =

(β̂eff,n)νp
i′g′z′

β̂eff,n

+

− ⟨Ψ̃†
n,

(
A− F

keff

)
νp
i′g′z′

ϕ⟩ − ⟨Ψ̃n,

(
A† − F†

keff

)
νp
i′g′z′

ϕ†⟩ .
(90)

The right-hand side of the equation consists, in order, of the direct sensitivity term fol-lowed by two indirect contributions.In analogy with the procedure followed in the derivation of the previous sensitivitycoefficient, the focus is first placed on the direct term, represented by the quantity
(β̂eff,n)νp

i′g′z′
/β̂eff,n. Developing the numerator yields:
(β̂eff,n)νp

i′g′z′
= νp

i′g′z′
∂β̂eff,n

∂νp
i′g′z′

= νp
i′g′z′

∂βn

∂νp
i′g′z′

β̂eff,n

βn

+ νp
i′g′z′βi′n

[
∂⟨ϕ†χd

n, νΣfϕ⟩
∂νp

i′g′z′
· 1

⟨ϕ†,Fϕ⟩
+

− ⟨ϕ†χd
n, νΣfϕ⟩ ·

∂⟨ϕ†χ, νΣfϕ⟩
∂νp

i′g′z′
· 1

⟨ϕ†,Fϕ⟩2

]
(91)

As in the previous case, the development of the direct term requires accounting forthe dependence of the fission sources (represented by the integral terms written inBra–Ket notation) on the parameter νp
igz. This dependence arises through both ν and

χ, as defined in Equation 63 and Equation 64. The derivatives to this calculation are:
∂ν

∂νp
igz

= 1

∂χ

∂νp
igz

=
∂β

∂νp
igz

χp +
∑
n

∂βn

∂νp
igz

χd
n

(92)

The same physical considerations discussed for the relations in Equation 81 also applyhere. In particular, the shapes of the prompt (χp) and delayed (χd
n) fission spectra are
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assumed to be independent of the average number of prompt neutrons emitted, andthe derivative of the delayed neutron fraction associated with each family with respectto the parameter νp

igz must be developed:
∂βn

∂νp
i′g′z′

= −

∑
i,z

(∑
g,m νd

inNizσf,igzϕg,mVm

)∑
m∈z′ Ni′z′σf,i′g′z′ϕg′,mVm(∑

j,z

∑
g,m

(
νp
jgz +

∑
n ν

d
jn

)
Njzσf,jgzϕg,mVm

)2
= −βn

∑
m∈z′ Ni′z′σf,i′g′z′ϕg′,mVm∑

j,z

∑
g,m

(
νp
jgz +

∑
n ν

d
jn

)
Njzσf,jgzϕg,mVm

= −βn
βi′ng′z′

νd
i′n

,

(93)

where the following quantity has been defined:
βingz =

∑
m∈z ν

d
inNizσf,igzϕg,mVm∑

j,z

∑
g,m

(
νp
jgz +

∑
n ν

d
jn

)
Njzσf,jgzϕg,mVm

, (94)
representing the fraction of delayed neutrons associated with a given isotope i, be-longing to a specific temporal family n, characterized by an energy corresponding tothe group g, and located in a zone z of the core.From Equation 93, the expression for the derivative of the total delayed neutronfraction can be readily as the sum of the contributions from all families:

∂β

∂νp
i′g′z′

= −
∑
n

βn
βi′ng′z′

νd
i′n

. (95)
At this stage, all the necessary ingredients are available to construct the direct termof the sensitivity coefficient under consideration. By substituting the above relationsinto Equation 91, one obtains:
(β̂eff,n)νp

i′g′z′
= −νp

i′g′z′ β̂eff,n
βi′ng′z′

νd
i′n

+ νp
i′g′z′ βi′n

[Σf,i′g′z′
∫
Vz′

ϕg′

(∑
g χ

d
ngϕ

†
g

)
dV

⟨ϕ†,Fϕ⟩
+

− β̂eff,n

βi′n

Σf,i′g′z′
∫
Vz′

ϕg′

(∑
g χgϕ

†
g

)
dV

⟨ϕ†,Fϕ⟩
+

⟨ϕ†, ∂χ
∂νp

i′g′z′
, νΣfϕ⟩

⟨ϕ†,Fϕ⟩

] .
(96)
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which, at this stage, only requires normalization with respect to the effective delayedneutron fraction of the same family appearing in the sensitivity coefficient under con-sideration:

(β̂eff,n)νp
i′g′z′

β̂eff,n

= −νp
i′g′z′

βi′ng′z′

νd
i′n

+
βi′n

β̂eff,n

(νpΣf)i′g′z′ SIAP
d
ng′z′

VIMPOR

− (νpΣf)i′g′z′ SIAPg′z′

VIMPOR
−

⟨ϕ†χ̃(νp
i′g′z′), νΣfϕ⟩

VIMPOR
.

(97)

where thedefinitions of the perturbation integrals introduced in Equation 59 (VIMPOR)and Equation 57 (SIAP) are applied, and the following quantities are introduced11:
SIAPd

ngz(ϕ
†, ϕ) =

∫
Vz

dr⃗ ϕg

(
G∑

g′=1

χd
ng′ϕ

†
g′

)
, (98)

which differs from the perturbation integral SIAP by employing the emission spectrumof delayed neutrons from family n (χd
ng) instead of the total fission spectrum (χg), and

χ̃(νp
i′g′z′) = νp

i′g′z′
∂χ

∂νp
i′g′z′

, (99)
which denotes the component of the fission spectrum that explicitly depends on theaverage number of prompt neutrons emitted per fission event.The focus can now be shifted to the indirect terms, which are expressed as:

⟨Ψ̃†
n,

(
A− F

keff

)
νp
i′g′z′

ϕ⟩ = −
⟨Ψ̃†

n ν
p
i′g′z′

∂χ
∂νp

i′g′z′
, νΣfϕ⟩

keff

− (νpΣf)i′g′z′

∫
Vz′

ϕg′

(∑
g χgΨ̃

†
ng

)
dV

keff

= −
⟨Ψ̃†

nχ̃(ν
p
i′g′z′), νΣfϕ⟩
keff

− (νpΣf)i′g′z′
SIAPg′z′(Ψ̃

†
n, ϕ)

keff

(100)

11Throughout this discussion, whenever perturbation integrals are evaluated using generalized fluxes„this is explicitly indicated in the argument. Otherwise, the calculation is assumed to be carried out usingthe reference flux and importance.
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and

⟨ϕ†,

(
A− F

keff

)
νp
i′g′z′

Ψ̃n⟩ = −
⟨ϕ†νp

i′g′z′
∂χ

∂νp
i′g′z′

, νΣfΨ̃n⟩

keff

− (νpΣf)i′g′z′

∫
Vz′

Ψ̃n,g′

(∑
g χgϕ

†
g

)
dV

keff

= −
⟨ϕ†χ̃(νp

i′g′z′), νΣfΨ̃n⟩
keff

− (νpΣf)i′g′z′
SIAPg′z′(ϕ

†, Ψ̃n)

keff
.

(101)

As observed earlier (and consistently with the discussion of the indirect terms in theprevious sensitivity coefficient derivation), no contribution to the indirect terms origi-nates from the loss operatorA, since it does not depend on νp
i′g′z′ .By substituting into Equation 90 the expressions derived for both the direct andindirect terms, the analytical formula is derived for the sensitivity coefficient of theeffective delayed neutrons fraction belonging to a specific family n with respect to theaverage number of prompt neutrons emitted per fission event of a given isotope i′, inenergy group g′ and located in a spatial region z′ of the core:

S(β̂eff,n, ν
p
i′g′z′) =− νp

i′g′z′
βi′ng′z′

νd
i′n

+

+
βi′n

β̂eff,n

(νpΣf)i′g′z′SIAP
d
ng′z′

VIMPOR
+

− (νpΣf)i′g′z′SIAPg′z′

VIMPOR
−

⟨ϕ†χ̃(νp
i′g′z′), νΣfϕ⟩

VIMPOR
+

+
1

keff

[
⟨Ψ̃†

nχ̃(ν
p
i′g′z′), νΣfϕ⟩+ (νpΣf)i′g′z′SIAPgz′(Ψ̃

†
n, ϕ)+

+ ⟨ϕ†χ̃(νp
i′g′z′), νΣfΨ̃n⟩+ (νpΣf)i′g′z′SIAPgz′(ϕ

†, Ψ̃n)

]

(102)

which satisfies the initial requirement set for the development of the analytical expres-sions of the sensitivity coefficients, namely that they be composed exclusively of termsdirectly available from ERANOS functions or from suitable combinations thereof.
4.1.3 Sensitivity Coefficients of the Effective Delayed Neutron Fraction β̂eff ,n to theDelayed Neutrons Emission Spectrum χd

ng

The purpose of the following calculation is to derive a formulation for the sensitivitycoefficients of β̂eff,n with respect to the delayed neutron emission spectrum of given
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family n′, evaluated at the energycorresponding to group h. The starting expression,based on the result obtained with GPT calculations in Equation 38, is given by:

S(β̂eff,n, χ
d
n′h) =

(β̂eff,n)χd
n′h

β̂eff,n

− ⟨Ψ̃†
n,

(
A− F

keff

)
χd
n′h

ϕ⟩ − ⟨Ψ̃n,

(
A† − F†

keff

)
χd
n′h

ϕ†⟩ .
(103)

As a first step, the direct term is evaluated, representedby thequantity (β̂eff,n)χd
n′h
/β̂eff,n,whose numerator can be expressed as:

(β̂eff,n)χd
n′h

= χd
n′h

∂β̂eff,n

∂χd
n′h

= χd
n′h

{∫
V
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n′h
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⟨ϕ†,Fϕ⟩
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∫
V
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†
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(
∂χg′

∂χd
n′h

)∑G
g=1 νgΣf,gϕg

⟨ϕ†,Fϕ⟩

}
.

(104)

To proceed with the development of this expression, the two derivatives involving thedelayed neutron emission spectrum need to be evaluated. Specifically, the followingare obtained:
∂χd

ng

∂χd
n′g′

= δnn′
(
δgg′ − χd

ng

)
, (105)

for which Equation 73 for the spectrum derivative has been applied, and
∂χg

∂χd
n′g′

= βn′
∂χd

n′g

∂χd
n′g′

= βn′
(
δgg′ − χd

n′g

)
, (106)

where the first equality is obtained by considering the definition given in Equation 67for the fission spectrum, along with the assumption that its prompt and delayed com-ponents are independent of each other.By inserting these two relations into the recently derived Equation 104, the follow-
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ing expression is obtained:
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}
= χd

n′h

{(
δnn′βn − β̂eff,nβn′

) SIDPh

VIMPOR
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(107)

where the definitions given for the perturbation integrals introduced in Equation 59(VIMPOR) and Equation 58 (SIDP) have beenused, while Equation 66has been rewrit-ten in the following energy-discretized form:
VIMPORd

n =

∫
V

dr⃗

G∑
g′=1

ϕ†
g′χ

d
ng′

G∑
g=1

νgΣf,gϕg . (108)
Hence, the direct term can be obtained finally by dividing this last Equation 107by the value of the effective neutron fraction associated with the precursor family n,leading to the following expression:
(β̂eff,n)χd

n′h

β̂eff,n

= χd
n′h

{(
δnn′

βn

β̂eff,n

− βn′

)
SIDPh
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+
(
β̂eff,n′ − δnn′

)}
. (109)

The development of the indirect sensitivity terms is now undertaken, and they can
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be expressed as follows:
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ϕ⟩ = −χd

n′h

keff

∫
V

dr⃗
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and
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(111)

Once again, no contributions to the indirect terms arise from the neutronic lossoperatorA, as it does not exhibit any dependence on the considered input parameter.Finally, by combining the direct and indirect terms, the expression for the sensitivity
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coefficient is obtained:

S
(
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d
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)
=χd
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{(
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+
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(112)

The terms appearing in the expression of this type of sensitivity coefficients satisfy therequirement that they are obtainable exclusively through the use of functions providedby ERANOS, either directly or through combinations thereof.
4.1.4 Sensitivity Coefficients of the Effective Delayed Neutron Fraction β̂eff ,n to thePrompt Neutrons Emission Spectrum χp

igz

The section is concluded by considering the case in which the perturbed parameteris the prompt neutron emission spectrum (νp
i′hz′) of isotope i′, evaluated at an energycorresponding to group h and in zone z′ of the reactor core, which, when applied tothe result obtained through GPT calculations in Equation 38, translates into the follow-ing expression for the respective sensitivity coefficient of the effective delayed neutronfraction:

S
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p
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ϕ†⟩ .
(113)

As in the previous cases, the derivation startswith thedirect term, givenby (β̂eff,n)
χ
p
i′hz′

β̂eff,n
,
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whose numerator can be written as:

(β̂eff,n)χp

i′hz′
= −β̂eff,n

χp
i′hz′

∫
Vz
dr⃗
∑G

g′=1 ϕ
†
g′

(
dχg′

dχp

i′hz′

)∑G
g=1 νgΣf,gϕg

⟨ϕ†,Fϕ⟩

= −β̂eff,n

χp
i′hz′

∫
Vz
dr⃗
∑G

g′=1 ϕ
†
g′(1− β)

(
dχp

i′g′z′

dχp

i′hz′

)∑G
g=1 νgΣf,gϕg

⟨ϕ†,Fϕ⟩

= −β̂eff,n

χp
i′hz′

∫
Vz
dr⃗
∑G

g′=1 ϕ
†
g′(1− β)

(
δg′h − χp

i′g′z′

)∑G
g=1 νgΣf,gϕg

⟨ϕ†,Fϕ⟩

= −β̂eff,nχ
p
i′hz′(1− β)

∫
Vz
dr⃗ ϕ†

h

(∑G
g=1 νgΣf,gϕg

)
⟨ϕ†,Fϕ⟩

+

+ β̂eff,nχ
p
i′hz′(1− β)

∫
Vz
dr⃗
∑G

g′=1 ϕ
†
g′χ

p
i′g′z′

∑G
g=1 νgΣf,gϕg

⟨ϕ†,Fϕ⟩

= −β̂eff,nχ
p
i′hz′(1− β)

{
SIDPhz′

VIMPOR
− VIMPORp

i′z′

VIMPOR

}
,

(114)

where the following quantity, representing thefission source related exclusively to promptneutrons, has been defined:
VIMPORp

iz =

∫
Vz

dr⃗
G∑

g′=1

ϕ†
g′χ

p
ig′z

G∑
g=1

νgΣf,gϕg

=

∫
Vz

dr⃗

G∑
g′=1

ϕ†
g′

(
χig′z −

∑
n βnχ

d
ng′

1− β

)
G∑

g=1

νgΣf,gϕg

=
VIMPORiz − β̂eff,zVIMPOR

1− β
,

(115)

which in turn involves the effective delayed neutron fraction in zone z of the core (β̂eff,z),and the fission source associated with isotope i in the same zone z (conventionallydenoted as VIMPORiz).At this stage, the direct term is obtained by normalizing the previously inferredEquation 114 with respect to β̂eff,n, yielding:
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(β̂eff,n)χp

i′hz′

β̂eff,n

= −χp
i′hz′

{
(1− β)

SIDPhz′

VIMPOR
−
(
VIMPORi′z′

VIMPOR
− β̂eff,z′

)}
, (116)

in which VIMPORp
i′z′ has been expressed according to its definition given in Equa-tion 115.Regarding the indirect terms, the following expression is derived:

⟨Ψ̃†
n,

(
A− F

keff

)
χp

i′hz′

ϕ⟩ =

= −χp
i′hz′

keff

∫
V

dr⃗
G∑

g′=1

Ψ̃†
ng′

(
dχg′

dχp
i′hz′

) G∑
g′=1

νg′Σf,g′ϕg′
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i′hz′

keff
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dr⃗
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Ψ̃†
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dχp
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dχp
i′h′z
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νg′Σf,g′ϕg′
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G∑
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Ψ̃†
ng′(1− β)

(
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i′g′z′

) G∑
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νg′Σf,g′ϕg′

= −χp
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keff
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dr⃗ Ψ̃†
nh

(
G∑

g′=1

νg′Σf,g′ϕg′

)
+

−
∫
Vz′

dr⃗
G∑

g′=1

Ψ̃†
ng′χ

p
i′g′z′

G∑
g′=1

νg′Σf,g′ϕg′

}

= −χp
i′hz′(1− β)

keff

{
SIDPhz′(Ψ̃

†
n, ϕ)− VIMPORp

i′z′(Ψ̃
†
n, ϕ)

}
= −χp

i′hz′

keff
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(1− β)SIDPhz′(Ψ̃

†
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VIMPORi′z′(Ψ̃

†
n, ϕ)− β̂eff,z′VIMPOR(Ψ̃†

n, ϕ)
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(117)
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and

⟨Ψ̃n,(A
† − F†

keff
)χp

i′hz′
ϕ†⟩ =

= −χp
i′hz′

keff

∫
V

dr⃗
G∑

g′=1

ϕ†
g′ (dχg′/dχi′hz′)
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νg′Σf,g′Ψ̃ng′
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∫
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ϕ†
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νg′Σf,g′Ψ̃ng′

}
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i′hz′(1− β)

keff

{
SIDPhz′(ϕ

†, Ψ̃n)− VIMPORp
i′z′(ϕ

†, Ψ̃n)
}

= −χp
i′hz′

keff

{
(1− β)SIDPhz′(ϕ

†, Ψ̃n)+

−
(
VIMPORi′z′(ϕ

†, Ψ̃n)− β̂eff,z′VIMPOR(ϕ†, Ψ̃n)
)}

.

(118)

Also in this case, it can be observed that the contribution of the loss operators (A and
A†) to the indirect component of the sensitivity is zero, being entirely accounted forby the neutron production operators (F and F†) appearing in the forward and adjointforms of the Boltzmann equation.By combining the direct and indirect contributions, the resulting expression for the

75



4 METHODOLOGICAL FRAMEWORK FOR THE DELAYED NEUTRONS FRACTIONSENSITIVITY ANALYSIS
sensitivity coefficient under investigation is obtained:

S(β̂eff,n,χ
p
i′hz′) = χp

i′hz′

{
1

VIMPOR

[(
VIMPORi′z′ − β̂eff,z′VIMPOR

)
+

− (1− β) SIDPhz′

]
+

− 1

keff

[(
VIMPORi′z′(Ψ̃

†
n, ϕ)− β̂eff,z′VIMPOR(Ψ̃†

n, ϕ)
)
+

− (1− β)SIDPhz′(Ψ̃
†
n, ϕ)

]
+

− 1

keff

[(
VIMPORi′z′(ϕ

†, Ψ̃n)− β̂eff,z′VIMPOR(ϕ†, Ψ̃n)
)
+

− (1− β)SIDPhz′(ϕ
†, Ψ̃n)

]}

(119)

The analytical development of the direct and indirect terms carried out has allowedthis latter type of sensitivity coefficients to be expressed through quantities calcula-ble by functions provided by ERANOS. This calculation completes the set of sensitivitycoefficients addressed in this thesis.
4.2 Implementation of the Quantities Entering Sensitivity CoefficientExpressions
The analytical formulations of the four selected sensitivity coefficients derived in theprevious section were developed with the objective of fully exploiting the function-alities already available in ERANOS. While some of these quantities can be obtaineddirectly as outputs of specific modules, others require the use of a combination of suchquantities, complemented by dedicated procedures written in the LU language.The portion of ERANOS code developed for this purpose constitutes the central partof the overall script, which also includes an initial section dedicated to the construc-tion of the reactor model (the toy model developed for testing is presented below, inSection 5.2.1) and a final section focused on the actual computation of the various sen-sitivity coefficients (discussed later on this chapter, in Section 4.2.1). In the last twostages, particular emphasis was placed on coding flexibility, which is reflected in theability for the user to freely select the multigroup energy discretization, the isotopes,and the precursor families to be included in the calculation. This versatility ensures that
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the developed tools can be applied to different reactor configurations and benchmarkcases without requiring structural modifications to the code.In the following, the implementation strategies adopted for the various quantitiesinvolved in the analytical expressions of the sensitivity coefficients considered in thisstudy are presented.
Flux and Importance (ϕ and ϕ†)Immediately after the cell calculation level is completed - leading to the generation ofthe MICRO, MACRO, and MEDIUM EDLs (as stated in Section 3.3.1) - the reference flux
ϕ and importance ϕ† are evaluated. The setup of this calculation involves a sequence oflogical blocks that specifies the geometric parameters, material properties, and numer-ical solution strategies. These can be categorized into three main steps, correspondingto the three ERANOS modules employed for this purpose :
• In the first step, the FD_DIFFUSION_MATRIX_COEFFICIENTmodule is responsiblefor generating the coefficients of the diffusion matrix for the neutron flux equa-tion. These coefficients describe, for each volume in the discretized domain, thecontribution of the flux exchangeswith neighboring volumes, and form part of thecoefficient matrix of the linear system governing the stationary flux distribution.A key option here concerns the treatment of neutron transport: either througha diffusive approximation or via an explicit transport model. In the present case,the transport model is adopted, providing higher accuracy in the evaluation of thecoefficients.
• In the second step, the numerical method used to solve the neutron flux equa-tion is specified, using coefficients computed previously, by means of the FD_

DIFFUSION_METHOD module. The finite difference method is adopted (see Ap-pendix A), which provides an efficient solution of the linear systems arising fromthe discretization of the transport equation.
• The final step, associated with the DIRECTION_COSINE_AND_WEIGHT_CREATIONmodule, specifies the angular quadrature set for the discrete transport calcula-tions. In the test cases considered, the symmetric S4 quadrature set is employed,which discretizes the solid angle into a finite number of weighted directions whilepreserving symmetry with respect to the principal Cartesian planes.

Hence, the flux is computed as described in Section 3.4.3, providing access to bothscalar and angular components. The only difference between the module used for flux(ϕ andΨ) calculation and that used for importance (ϕ† andΨ†) lies in the directive thatspecifies whether the module is performed in the forward or adjoint mode.
Effective multiplication factor (keff )The calculation ofkeff wasperformedusing theINTEGRALE_PERTURBATION_TRANSPORT
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module (see Section 3.4.4). This module implements a perturbative methodology thatallows the evaluation of keff based on a combination of forward and adjoint angularfluxes (defined in Section 3.4.3), macroscopic cross-sections, and the system geometry.As an alternative, used for verification purposes, the value of the effective multipli-cation factor can be retrieved from the module employed to compute the flux or theimportance.
Average numbers of emitted neutrons (ν)The average number of neutrons emitted per fission event is not explicitly stored inthe MICRO and MACRO EDLs. However, this information is implicitly available in their
NU_FISSION section, which contains the quantity νΣf , representing the total neutronproduction rate per unit volume and per unit time due to fission. Since the EDLs alsoinclude a dedicated section for the fission cross section (FISSION), the average numberof neutrons per fission event, ν, can be computed by taking the ratio of these twoquantities – ensuring consistency in energy group, reactor zone, and (in the case ofMICRO data) fissile isotope – according to the following relations:

νgz =
(νΣf)gz
Σf,gz

for MACRO data
νigz =

(νσf)igz
σf,igz

for MICRO data
(120)

For the delayed component, the average number of delayed neutrons emitted per fis-sion is directly provided by the original cross-sections evaluations. These values, de-noted as νd
in, are given per isotope and per delayed neutron family. The prompt com-ponent is then obtained by subtracting the delayed contribution from the total average,as expressed by:

νp
igz = νigz −

∑
n

νd
in , (121)

where the summation is carried out over all precursor families n to account for theircumulative contribution to the delayed neutron yield.
Fission sourcesThe quantity VIMPOR, representing the fission source weighted by the importancefunction, is computed using the same perturbative framework adopted for the calcula-tion of keff , namely the INTEGRALE_PERTURBATION_TRANSPORTmodule.
The sensitivity analysis of β̂eff with respect to various input parameters requires thecomputation of fission sources constructed from different combinations of fluxes, gen-eralized fluxes, and other nuclear quantities, often restricted to specific isotopes, reac-tor zones, or selected combinations thereof. These selections are configured through
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the directives of the INTEGRALE_PERTURBATION_TRANSPORT module. In particular,isotope-specific contributions are obtained by providing themodule with aMACRO EDLgenerated via the MACRO_CALCULATION module (Section 3.4.1), in which only the iso-tope of interest is retained.
Another frequently used fission source in these calculations is defined using the delayedneutron emission spectrum for each precursor family (χd

ng) in place of the standard fis-sion spectrum (χg). To enable this, the delayed spectra are inserted into the MACROEDL passed as input to the INTEGRALE_PERTURBATION_TRANSPORT module. A ded-icated procedure was implemented to overwrite the original fission spectrum in theEDL data structure with the delayed emission spectrum corresponding to the selectedprecursor family.
SIDP and SIAPThese quantities, being defined as perturbation integrals, are likewise computed usingthe INTEGRAL_PERTURBATION_TRANSPORT module. Following the same proceduresadopted for the evaluation of fission sources, SIAP and SIDP can be computed withrespect to specific isotopes and zones. This is achieved either by restricting the inte-gration domain to selected core regions or by substituting the reference fluxes withappropriately constructed generalized fluxes.
Delayed Neutrons Fraction (β)Defined in accordancewith Equation 65, βin represents the fraction of delayed neutronsoriginating from precursor family n of isotope i. This quantity is not directly providedby ERANOS and must therefore be computed by combining existing modules with ad-ditional operations implemented using the LU input language.
The first step consists in generating a source EDL using the IMPORTANCE_CALCULATION_
SOURCE_CREATION module (described in Section 3.4.2), which stores the fission pro-duction term νΣf . By enabling the optional FUNCTIONAL directive, the functional (nufi
ss_phi_int) is also evaluated, representing the energy- and volume-integrated contri-bution of the product νΣf ·ϕover the entire reactor core. This functional is subsequentlyused as a normalization factor and corresponds to:

nufiss_phi_int =
∑
z

(∑
g,m∈z

(νΣf)gz ϕg,m Vm

)
, (122)

Subsequently, the calculation of βin requires the creation of a second source EDL, againusing the IMPORTANCE_CALCULATION_SOURCE_CREATIONmodule. As input, a MACROEDL is provided that is constructed for the specific isotope i, in which the responsecross sections are restricted to the fission cross section of the selected isotope (Σf,i).
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The associated response functions allow the evaluation of the functional fiss_phi,representing the isotope fission rate over the reactor core volume:

fiss_phi =
∑
z

(∑
g,m∈z

Σf,igz ϕg,m Vm

)
. (123)

This quantity is then multiplied by the average number of delayed neutrons emittedper fission event of isotope i in precursor family n, denoted by νd
in, and subsequentlynormalized with respect to the functional nufiss_phi_int:

νd
in · fiss_phi

nufiss_phi_int
=

∑
z

(∑
g,m∈z ν

d
inΣf,igz ϕg,m Vm

)
∑

z

(∑
g,m∈z νgz Σf,gz ϕg,m Vm

) = βin . (124)

The resulting expression is consistent with the definition of βin given in Equation 65,and therefore represents the fraction of delayed neutrons per isotope and per family.
When the level of detail of the β information is increased by extending its evaluationto combinations defined by isotope, precursor family, energy group, and reactor zone(βingz, which appears in the analytical expression of S(β̂eff,n, ν

p
igz)), particular attentionmust be paid to the computational strategy adopted for the quantity previously referredto as fiss_phi. In this context, ERANOS does not allow for the direct extraction of thefunctional value using the IMPORTANCE_CALCULATION_SOURCE_CREATIONmodule, asit lacks the capability to output quantities resolved by energy group.

It is therefore necessary to reconstruct the term fiss_phi as the product of the aver-age neutron flux ϕ̄gz in the selected zone z and energy group g, and the correspondingmacroscopic fission cross-section Σf,gz:
fiss_phi ≃ ϕ̄gz · Σf,gz , (125)

which provides a sufficiently accurate approximation.
As a result, the delayed neutron fraction evaluated for a specific isotope, family, energygroup, and zone can be expressed as:

βingz =
νd
in · ϕ̄gz · Σf,gz

nufiss_phi_int
. (126)

Notice that, by summing over the indices corresponding to isotope, precursor family,energy group, and reactor zone, the β parameter can be reconstructed in all formsrequired by the expressions used for the computation of the sensitivity coefficients.As discussed in Section 3.4.5, ERANOS provides a dedicated module for the calculationof the effective delayed neutron fraction, available both as a total value and resolved
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by precursor family. The results produced by this module are used as a reference forthe internal verification of the β implementations developed in the present work, byconstructing an independent estimate of β̂eff based on those values.
Generalized sourcesThe distinctive element of the variational approach in GPT lies in the Lagrange multipli-ers Ψ̃ and Ψ̃†, which, in the physical context under consideration, represent generalizedfluxes (see Section 2.5.1). In accordance with this GPT framework, these two quantitiesare computed from their respective generalized sources, namely the forward general-ized source (Equation 35) and the adjoint generalized source (Equation 34), which arereported below:

(
A− F

keff

)
Ψ̃n =

χd
n [βnνΣfϕ]

⟨ϕ†χd
n, βnνΣfϕ⟩

− χ [νΣfϕ]

⟨ϕ†χ, νΣfϕ⟩(
A† − F†

keff

)
Ψ̃†

n =

[
ϕ†χd

n

]
βnνΣf

⟨ϕ†χd
n, βnνΣfϕ⟩

−
[
ϕ†χ
]
νΣf

⟨ϕ†χ, νΣfϕ⟩

(127)

These sources must therefore be computed in ERANOS, so that they can subsequentlybe used as inputs in the different calls of theRECTANGULAR_SN_TRANSPORT_ITERATIONmodule, which is employed to compute the corresponding generalized flux values.
In what follows, the first and second terms on the right-hand side of each general-ized source expression are referred to as the positive and negative components of thesource, respectively. The procedures adopted to implement the necessary elements forreconstructing these source terms in ERANOS, within the framework of the perturba-tive problem under consideration, are described below, starting with the numerators.
• Thenumerator of the direct positive term (corresponding to thequantityχd

n [βnνΣfϕ])is obtained by iterating over all energy groups and multiplying the functional rep-resenting νΣfϕ (evaluated via the source generationmoduleIMPORTANCE_CALCUL
ATION_SOURCE_CREATION) by the previously computed parameter βn. The de-layed neutron emission spectrum χd

ng, which shares the same family index n asthe parameter βn, is then applied as a multiplicative factor at the end of the iter-ation, leading to:
SOURCE_NUM_POS_DIR =

(∑
g′

βn (νΣf)g′ ϕg′

)
χd
ng ; (128)

• The numerator of the direct negative term (expressed as χ [νΣfϕ]) involves no de-layed neutron contributions. It is computed by summing the functional νΣfϕ over
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all energy groups, and multiplying the result by the fission spectrum χg evaluatedat the energy group of interest:

SOURCE_NUM_NEG_DIR =

(∑
g′

(νΣf)g′ϕg′

)
χg ; (129)

• The numerator of the adjoint positive term (represented by [ϕ†χd
n

]
βnνΣf ) is con-structed by multiplying the fraction of delayed neutrons associated with family n(βn), the fission neutron production coefficient (νΣf)g, and the sum over all en-ergy groups of the product ϕ†χd

n:
SOURCE_NUM_POS_ADJ = βn

(∑
g′

ϕ†
g′χ

d
ng′

)
(νΣf)g ; (130)

• The numerator of the adjoint negative term (expressed as [ϕ†χ
]
νΣf ) consists oftwo factors: the summation over energy groups of the product of neutron impor-tance and fission spectrum, and the fission neutron production coefficient (νΣf)g:

SOURCE_NUM_NEG_ADJ =

(∑
g′

ϕ†
g′χg′

)
(νΣf)g . (131)

With regard to the denominators, only two distinct terms are required, as they appearidentically in both the direct and adjoint source expressions:
• The normalization factor in the positive term corresponds to the numerator inthe definition of the parameter β̂eff,n, that is, ⟨ϕ†χd

n, βnνΣfϕ⟩. In ERANOS, this isevaluated using the generalized linear integrals function (Section 3.4.4), with thereference flux ϕ as input and a source term composed of: (i) the sum over en-ergy groups of the product ϕ†χd
n, (ii) the βn value, and (iii) the neutron productioncoefficient from fission. The reconstructed expression in ERANOS is:

NORM_FACTOR_POSn =
∑
g z

(∑
m∈z

(∑
g′

ϕ†
g′mχ

d
n

)
βn(νΣf)gzϕgmVm

)
; (132)

• The normalization factor of the negative term corresponds to the total fissionsource ⟨ϕ†χ, νΣfϕ⟩, i.e., the perturbation integral already defined as VIMPOR.Thus, it is expressed as:
NORM_FACTOR_NEG = VIMPOR . (133)
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Generalized fluxes calculationA total of four generalized fluxes are generated, each corresponding to one of the nu-merator terms of the forward and adjoint generalized sources defined in Equation 127.Each flux is computed using the function RECTANGULAR_SN_TRANSPORT_ITERATION(see Section 3.4.3), which takes as input a source EDL containing the group-wise dataassociated with one of the four terms: SOURCE_NUM_POS_DIR (Equation 128), SOURCE_
NUM_NEG_DIR (Equation 129), SOURCE_NUM_POS_ADJ (Equation 130), andSOURCE_NUM_
NEG_ADJ (Equation 131).
The resulting generalized fluxes are denoted as Ψ̃pos,n, Ψ̃neg,n, Ψ̃†

pos,n, and Ψ̃†
neg,n, re-spectively. These fluxes do not directly match the generalized fluxes introduced in theanalytical formulation (namely, Ψ̃n and Ψ̃†

n), and the associated quantities do not in-dividually represent physically meaningful observables. This apparent discrepancy isresolved by recognizing that the desired generalized fluxes are obtained as linear com-binations of the positive and negative components:
Ψ̃n =

Ψ̃pos,n

NORM_FACTOR_POSn
− Ψ̃neg,n

NORM_FACTOR_NEG

Ψ̃†
n =

Ψ̃†
pos,n

NORM_FACTOR_POSn
−

Ψ̃†
neg,n

NORM_FACTOR_NEG

(134)

In the developed ERANOS modules, generalized fluxes are consistently managed interms of their separate components. This practice, also recommended in the ERANOSuser manual to mitigate pointwise convergence issues (as discussed in Section 3.4.3)and to improve computational efficiency by avoiding explicit summationof source terms,has a direct impact on the structure of the implemented procedures for computing sen-sitivity coefficients.
Prompt component of the fission spectrum (χp

igz)The derivation of the prompt fission spectrum is based on a rearrangement of Equa-tion 64. The total delayed contribution to the fission spectrum, denoted as χDELAYED
g ,is obtained by summing over all precursor familiesn the product of the delayed neutronfraction and the corresponding delayed emission spectrum:

χDELAYED
g =

∑
n

βnχ
d
ng . (135)

Given that the total fission spectrum values are stored in the MICRO EDL as a functionof isotope, energy group, and spatial zone, the prompt component can be computedfor each combination by applying the following relation:
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χp
igz =

χigz − χDELAYED
g

1− β
, (136)

which, by definition, is already normalized to unity.
4.2.1 Implementation of Procedures for Sensitivity Coefficient Calculation Using theGPT Approach
Once all the quantities appearing in the expressions of the sensitivity coefficients havebeen computedwithin the developed ERANOS script, it becomes possible to implementthe modules responsible for the actual calculation of the sensitivity coefficients. Thesemodules combine the previously computed quantities according to the analytical defi-nitions of the sensitivity coefficients, thereby enabling the evaluation of their numericalvalues.A detailed description of the ERANOSmodules is provided below, specifically imple-mented for the calculation of the four sensitivity coefficients analyzed so far.
The Sensitivity coefficient S(β̂eff ,n, ν

d
i′n′)The coefficient S(β̂eff,n, ν

d
i′n′) represents the sensitivity of the effective delayed neutronfraction for family n, with respect to the average number of delayed neutrons of family

n′ emitted per fission event by isotope i′.
Its numerical evaluation requires the computation of some specific quantities, namely:
• the Kronecker delta between the precursor families involved in the parameter ofinterest and the perturbed parameter (δnn′), which distinguisheswhether the fam-ily n′ associated with the perturbed parameter νd

i′n′ is the same as, or different
from, the family n to which the parameter β̂eff,n refers;

• the νd-dependent component of the fission spectrum, χ̃gz(ν
d
i′n′), as defined inEquation 86;

• the various fission source terms expressed as integrals over the full phase space,denoted using the Bra-Ket notation ⟨·⟩.
While the implementation of δnn′ in the LU language is straightforward – returning avalue of onewhen the indicesn andn′ coincide, and zero otherwise – the samedoes notapply to the νd-dependent fission spectrum component and the fission source terms,which require dedicated procedures.
The analytical expression of χ̃gz(ν

d
i′n′), given in terms of quantities already inferred at
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this stage of the calculation, can be retrieved starting from the following relations:

χ̃(νd
in) = νd

in

∂χ

∂νd
in

∂χ

∂νd
in

=
∂β

∂νd
in

χp +
∑
n

∂βn

∂νd
in

χd
n

∂βn

∂νd
in′

=
βin′

νd
in′
(δnn′ − βn)

∂β

∂νd
in

=
βin

νd
in

(1− β)

(137)

which summarizes the information encapsulated in Equation 86, Equation 81, Equa-tion 82 and Equation 83. By performing the appropriate substitutions within the sys-tem and conveniently rearranging the terms of the resulting equation, the followingexpression is obtained for the component of the fission spectrum that depends on theparameter νd
i′n′ :

χ̃gz(ν
d
i′n′) = βi′n′ (β − 1)χp

gz −
∑
f

(
βi′n′(βf − δfn′)χ

d
fg

)
, (138)

where the subscript index f is also used to indicate a given precursor family.
Regarding the various fission sources appearing in the expression for the sensitivity co-efficient under consideration, all of them can be directly obtained using the modulesdedicated to the computation of perturbative integrals. This requires that the neces-sary MACRO EDLs be first generated through the MACRO_CALCULATION procedure, andsubsequently provided as input to the INTEGRAL_PERTURBATION_TRANSPORT mod-ule. However, this process must be preceded by the careful modification, within eachMACRO, of the relevant quantities defining the specific fission source, in particular theappropriate components (prompt, delayed, or both) of the fission spectrum and the av-erage number of emitted neutrons to be considered in each case. This step is performedby assigning the desired values in the sections of the MACRO EDL associated with thespecific parameters to be changed, such as the fission spectrum χgz or the product ofthe average number of neutrons emitted per fission event and the macroscopic fissioncross section (νΣf)gz, using the LU language. Specifically, the fission sources that must
be computed, as they appear in the direct term of S(β̂eff,n, ν

d
in), are the following:

• ⟨ϕ†χ, νd
i′n′Σf,i′ϕ⟩ – obtained form aMACRO calculated for a given isotope i′, wherethe delayed neutron source per unit flux (νd

i′n′Σf,i′), associatedwith precursor fam-ily n′ of isotope i′, is overwritten in the section containing the product of the av-erage number of neutrons emitted per fission event and the macroscopic fissioncross section;
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• ⟨ϕ†χd

n, ν
d
i′n′Σf,i′ϕ⟩ – obtained from a MACRO calculated for a specific isotope i′,in which both the delayed emission spectrum of family n (χd

n) and the delayedneutron source per unit flux (νd
i′n′Σf,i′), associated with family n′ and isotope i′,are overwritten;

• ⟨ϕ†χ̃(νd
i′n′), νΣfϕ⟩ – obtained from a MACRO in which the reference fission spec-trum is replaced by the component that depends exclusively on the parameter

νd
i′n′ , previously denoted by the symbol χ̃(νd

i′n′).
The same approach is adopted for the evaluation of the fission sources contributing tothe indirect terms, which involve generalized fluxes.
A key differencewith respect to the analytical formulation ofS(β̂eff,n, ν

d
i′n′) (as expressedin Equation 89) lies in the fact that, in the numerical implementation, each general-ized flux must be decomposed into two distinct components: one corresponding tothe positive contribution and the other to the negative contribution of the respectivegeneralized source, as prescribed by the numerical approach outlined in Section 4.2.Therefore, for each invocation of the module used in the computation of perturbativeintegrals, it is necessary to explicitly specify which component of the generalized fluxis being utilized. The correct normalization of these components – as defined in Equa-tion 134 – is accounted for only in the final implementation of the sensitivity coefficient

S(β̂eff,n, ν
d
i′n′), which ultimately assumes the following form:

S(β̂eff,n, ν
d
i′n′) =

βi′n

βn

[
(δnn′ − βn) +

βn

β̂eff,n

⟨ϕ†χd
n, ν

d
i′n′Σf,i′ϕ⟩

VIMPOR
+

− ⟨ϕ†χ, νd
i′n′Σf,i′ϕ⟩

VIMPOR
− ⟨ϕ†χ̃(νd

i′n′), νΣfϕ⟩
VIMPOR

]
+

+
1

keff · NORM_FACTOR_POSn

{
⟨Ψ̃†

pos,nχ̃(ν
d
i′n′), νΣfϕ⟩+ ⟨Ψ̃†

pos,nχ, ν
d
i′n′Σf,i′ϕ⟩+

+ ⟨ϕ†χ̃(νd
i′n′), νΣfΨ̃pos,n⟩+ ⟨ϕ†χ, νd

i′n′Σf,i′Ψ̃pos,n⟩
}

− 1

keff · NORM_FACTOR_NEG

{
⟨Ψ̃†

neg,nχ̃(ν
d
i′n′), νΣfϕ⟩+ ⟨Ψ̃†

neg,nχ, ν
d
i′n′Σf,i′ϕ⟩+

+ ⟨ϕ†χ̃(νd
i′n′), νΣfΨ̃neg,n⟩+ ⟨ϕ†χ, νd

i′n′Σf,i′Ψ̃neg,n⟩
}

(139)

The various terms involved in the expression of the sensitivity coefficient S(β̂eff,n, ν
d
i′,n′)as implemented in ERANOS are summarized in Figure 7, where the approach adoptedfor obtaining each term is highlighted.
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S(β̂eff,n, ν
d
i′n′)

1. Directly from existingERANOS modules
β̂eff,n

VIMPOR
keff

2. Combination ofERANOS modules via LUscripting
δnn′ βi′,n, βi′,n

⟨ϕ†χ, νd
i′n′Σf,i′ϕ⟩

⟨ϕ†χd
n, ν

d
i′n′Σf,i′ϕ⟩

⟨ϕ†χ̃(νd
i′n′), νΣfϕ⟩

3. After generalizedfluxes computation
NORM_FACTOR_POSn
⟨Ψ̃†

pos,nχ, ν
d
i′n′Σf,i′ϕ⟩

⟨Ψ̃†
pos,nχ̃(ν

d
i′n′), νΣfϕ⟩

⟨ϕ†χ, νd
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⟨Ψ̃†
neg,nχ, ν

d
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⟨Ψ̃†
neg,nχ̃(ν

d
i′n′), νΣfϕ⟩

⟨ϕ†χ, νd
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i′n′), νΣfΨ̃neg,n⟩

Figure 7: Diagram summarizing the terms contributing to the calculation of the sensitivity coef-ficientS(β̂eff,n, νdi′n′) as implemented in ERANOS (see Equation 139). The contributing terms aregrouped into three distinct categories: (1) quantities directly provided by existing ERANOSmod-ules (notice that NORM_FACTOR_NEG coincides with VIMPOR); (2) derived terms constructedthrough a structured combination of ERANOS modules by means of the internal LU program-ming language; (3) hybrid terms requiring LU-based combination and the explicit use of gener-alized fluxes as input.
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The Sensitivity coefficient S(β̂eff ,n, ν

p
i′g′z′)The analytical expression for the sensitivity of the effective delayed neutron fractionfor family n to the average number of prompt neutrons emitted in energy group g′ perfission event by isotope i′ in core region z′, is provided in Equation 102.

Accordingly, the quantities to be inferred in this context include:
• the component of the fission spectrum dependent on νp, denoted as χ̃gz(ν

p
i′g′z′)and defined in Equation 99;

• the various fission terms represented by integrals extended over the entire phasespace.
The analytical expression of χ̃gz(ν

p
i′g′z′), given in terms of quantities already inferred atthis stage of the calculation, can be retrieved starting from the following relations:

χ̃(νp
igz) = νp

igz

∂χ

∂νp
igz

∂χ

∂νp
igz

=
∂β

∂νp
igz

χp +
∑
n

∂βn

νp
igz

χd
n

∂βn

∂νp
igz

= −βn
βingz

νd
in

∂β

∂νp
igz

= −
∑
n

βn
βi′ng′z′

νd
i′n

(140)

which summarizes the information encapsulated in Equation 99, Equation 92, Equa-tion 93 and Equation 95. By performing the appropriate substitutions within the sys-tem and conveniently rearranging the terms of the resulting equation, the followingexpression is obtained for the component of the fission spectrum that depends on theparameter νp
i′g′z′ :

χ̃gz(ν
p
i′g′z′) =

(∑
f

βf
βi′fg′z′

νd
i′f

)
νp
i′g′z′ χ

p
gz −

∑
f

(
βf
βi′fg′z′

νd
i′f

χd
fg

)
νp
i′g′z′ , (141)

where the subscript index f is also used to indicate a given precursor family.
The relevant fission terms are those appearing in the numerators of the componentsthat constitute the indirect contribution to the sensitivity. Specifically, they all have theform ⟨ϕ†

aχ̃(ν
p
i′g′z′), νΣfϕb⟩, where ϕa and ϕb denote generic fluxes. These terms areobtained modifying the reference MACRO so that the fission spectrum is replaced byits component depending exclusively on the parameter νp

i′g′z′ , previously denoted by
χ̃(νp

i′g′z′).
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As in the previous case, each generalized flux is decomposed into two components (pos-itive and negative), and their proper normalization is accounted for in the the final eva-lution of the sensitivity coefficient S(β̂eff,n, ν

p
i′g′z′), which ultimately takes the followingexpression:

S(β̂eff,n, ν
p
i′g′z′) = −νp

i′g′z′
βi′ng′z′
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i′n

+
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d
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−

⟨ϕ†χ̃(νp
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VIMPOR
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+
1
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{
⟨Ψ̃†

pos,nχ̃(ν
p
i′g′z′), νΣfϕ⟩+

+(νpΣf)i′g′z′SIAPg′z′(Ψ̃
†
pos,n, ϕ) + ⟨ϕ†χ̃(νp

i′g′z′), νΣfΨ̃pos,n⟩+

+(νpΣf)i′g′z′SIAPg′z′(ϕ
†, Ψ̃pos,n)

}

− 1

keff · NORM_FACTOR_NEG

{
⟨Ψ̃†

neg,nχ̃(ν
p
i′g′z′), νΣfϕ⟩+

+(νpΣf)i′g′z′SIAPg′z′(Ψ̃
†
neg,n, ϕ) + ⟨ϕ†χ̃(νp

i′g′z′), νΣfΨ̃neg,n⟩+

+(νpΣf)i′g′z′SIAPg′z′(ϕ
†, Ψ̃neg,n)

}

(142)

The various terms involved in the expression of the sensitivity coefficientS(β̂eff,n, ν
p
i′g′z′)as implemented in ERANOS are summarized in Figure 8, where the approach adoptedfor obtaining each term is highlighted.

The Sensitivity coefficient S(β̂eff ,n, χ
d
n′g′)

The analytical formulation of the sensitivity coefficients of the parameter of interest, β̂n,with respect to the delayed neutron emission spectrum, χd
n′g′ – for each energy group

g′ and precursor family n′ – is provided in Equation 112. The terms computed within thecore of the code are sufficient to evaluate the sensitivity coefficientsS(β̂n, χ
d
n′g′), exceptfor the Kronecker delta term δnn′ , which differentiates between the precursor family nconsidered in the effective delayed neutron fraction and the family n′ associated withthe delayed neutron emission spectrum.
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Figure 8: Diagram summarizing the terms contributing to the calculation of the sensitivity coeffi-cientS(β̂eff,n, νpi′g′z′) as implemented in ERANOS (see Equation 142). The contributing terms aregrouped into four distinct categories: (1) quantities directly provided by existing ERANOS mod-ules (note thatNORM_FACTOR_NEG coincideswithVIMPOR); (2) quantities retrievable from thesame modules when supplied with previously computed generalized fluxes; (3) derived termsconstructed through a structured combination of ERANOSmodules by means of the internal LUprogramming language; (4) hybrid terms requiring both LU-based combination and the explicituse of generalized fluxes as input.
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For the computation of the generalized sources, the adopted approach requires decom-posing the forward and adjoint generalized fluxes into positive and negative compo-nents. These components are then linearly combined – using the appropriate normal-ization factors – in the final expression of the sensitivity coefficient, presented below:

S
(
β̂eff,n, χ

d
n′g′

)
=

= χd
n′g′

{(
δn,n′

βn

β̂eff,n

− βn′

)
SIDPg′

VIMPOR
+
(
β̂eff,n′ − δn,n′

)}
+

+
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{
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†
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n′(Ψ̃
†
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+ SIDPg′(ϕ
†, Ψ̃pos,n)− VIMPORd

n′(ϕ
†, Ψ̃pos,n)

}
+

− βn′

keff · NORM_FACTOR_NEG

{
SIDPg′(Ψ̃

†
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n′(Ψ̃
†
neg,n, ϕ)+

+ SIDPg′(ϕ
†, Ψ̃neg,n)− VIMPORd

n′(ϕ
†, Ψ̃neg,n)

}

(143)

The various terms involved in the expression of the sensitivity coefficient S(β̂eff,n, χ
d
n′g′)as implemented in ERANOS are summarized in Figure 9, where the approach adoptedfor obtaining each term is highlighted.

The Sensitivity coefficient S(β̂eff ,n, χ
p
i′g′z′)All the terms derived within the core of the code are sufficient to evaluate the sensi-tivity coefficient S(β̂eff,n, χ

p
i′g′z′), whose expression is derived in Equation 119. As in thepreviously described modules, the terms involving generalized fluxes are decomposedinto their positive and negative components. These are then recombined within thefinal expression of the sensitivity coefficient, applying the appropriate normalization
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S(β̂eff,n, χ
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Figure 9: Diagram summarizing the terms contributing to the calculation of the sensitivity coeffi-cient S(β̂eff,n, χd
n′g′) as implemented in ERANOS (see Equation 143). The contributing terms aregrouped into four distinct categories: (1) quantities directly provided by existing ERANOS mod-ules (note thatNORM_FACTOR_NEG coincideswithVIMPOR); (2) quantities retrievable from thesame modules when supplied with previously computed generalized fluxes; (3) derived termsconstructed through a structured combination of ERANOSmodules by means of the internal LUprogramming language; (4) hybrid terms requiring both LU-based combinations and the explicituse of generalized fluxes as input.
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factors:

S(β̂eff,n,χ
p
i′g′z′) =

=χp
i′g′z′

{[(
VIMPORi′z′

VIMPOR
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+
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†
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+ (1− β)SIDPg′z′(ϕ
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− β̂eff,z′VIMPOR(ϕ†, Ψ̃pos,n)

]
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†
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†
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†, Ψ̃neg,n)+

− β̂eff,z′VIMPOR(ϕ†, Ψ̃neg,n)

]}

(144)

The various terms involved in the expression of the sensitivity coefficient S(β̂eff,n, χ
d
n′g′)as implemented in ERANOS are summarized in Figure 10, where the approach adoptedfor obtaining each term is highlighted.

The results obtained through the four modules specifically developed within the ERA-NOS framework reflect the progress achieved thus far toward the main objective pur-sued in this thesis.
4.2.2 Implementation of Procedures for Sensitivity Coefficient CalculationUsing theDirect Perturbation (DP) Approach
The numerical values of the sensitivity coefficients derived usign the variational GPTmethod are verified through by comparison with the results of selected sensitivity co-efficients obtained using the Direct Perturbation (DP) approach.
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Figure 10: Diagram summarizing the terms contributing to the calculation of the sensitivity co-efficientS(β̂eff,n, χp
i′g′z′) as implemented in ERANOS (see Equation 144). The contributing termsare organized into four distinct categories: (1) quantities directly provided by existing ERANOSmodules (note that NORM_FACTOR_NEG coincides with VIMPOR); (2) quantities retrievablefrom the same modules when supplied with previously computed generalized fluxes; (3) de-rived terms constructed through a structured combination of ERANOS modules by means ofthe internal LU programming language; (4) hybrid terms requiring both LU-based combinationand the explicit use of generalized fluxes as input.
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The DP method consists in modifying a selected microscopic parameter α involvedin the physical model – such as the average number of delayed neutrons emitted perfission, νd – by a small relative amount, set to 1% in the context of this work, andcomputing the resulting variation in the integral response of interest (e.g., β̂eff ).In the present analysis, the DP technique is employed to evaluate the sensitivitycoefficients S(β̂eff,n, α), quantifying the response of the effective delayed neutron frac-tion for precursor family n to perturbations in the input parameter α. The sensitivity isthen evaluated by the following finite-difference expression:

S(β̂n, α) =
1

β̂n

β̂pert
n − β̂n

αpert − α
, (145)

which constitutes a numerical approximation of the first derivative of the responsefunction (β̂n) to the perturbed parameter (α). The normalization with respect to β̂nproduces a relative sensitivity coefficient. This allows for a direct comparison with theresults previously obtained using the variational GPT-basedmethod (examined in detailin Section 2.5).It is worth recalling that the main strength of the DP approach lies in the trans-parency of its formulation. This method allows perturbations to be applied directly tothe physical quantities of interest, making both the implementation and the verifica-tion of the procedure more accessible (in contrast, variational methods often involvecomplex analytical expressions that include multiple interdependent terms of differentphysical nature, whose derivation and coding require additional care). For this reason,it proves to be an effective verification tool for the results obtained through GPT, de-spite allowing comparison of only a limited subset of coefficients – selected as a sampleamong the possible combinations of isotope, reaction type, energy group, and spatialzone – due to its lower computational efficiency compared to GPT.As simple as this approach to obtaining sensitivity coefficients may seem, the se-lective introduction of the perturbation at specific stages of the calculation processmakes it possible to derive the contributions of the individual components of sensi-tivity, namely the direct and the indirect terms.The flexibility that allows one to evaluate a single component of the sensitivity,rather than only its total value, lies in how the perturbed value of the parameter ofinterest, β̂pert
n is treated computationally. In practice, while the developed modules re-quires no significantmodifications, the perturbed valuemust be consistently associatedwith a perturbation arising either from direct effects(caused directly by the variation ofan input parameter), from indirect effects (caused exclusively by the resulting varia-tion in the neutron fluxes ϕ and ϕ† appearing in the Boltzmann Equation), or from acombination of both, depending on the stage at which the perturbation is introduced:

Total Sensitivity is obtained by perturbing the input parameterα at the very beginningof the computational chain. All the ERANOS modules are then executed with the
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perturbed value, naturally yielding a perturbed value β̂pert in which all quantitiesappearing in Equation 14 are affected;

Direct Sensitivity can be obtained using the DP method by applying the perturbationto the input parameter after the direct (ϕ) and adjoint (ϕ†) neutron fluxes werecomputed. Thus, in the evaluation of β̂pert, the fluxes provided as input to the
BETA_EFFECTIVE_CALCULATIONmodule remain fixed at their nominal values;

Indirect Sensitivity in contrast to the previous case, the perturbation to the input pa-rameter is introduced before the calculation of the reference neutron fluxes, andthen removed (restoring the nominal value) once the flux calculations are com-pleted. In thisway, the difference between β̂pert and the unperturbed value arisesexclusively from the neutron fluxes used in the calculation.
The DP method for calculating the sensitivity coefficients relies on the perturbationof the selected input parameter. However, it is important to emphasize that this stepshould not be treated as straightforward. In fact, due to the absence of a ν-only sectionin the section-based structure of theMICRO andMACRO EDLs, as well as the normaliza-tion constraint imposed on the fission spectra (Equation 67), specific precautions mustbe taken depending on the type of input parameter being perturbed:
• in the case of the average number of delayed neutrons emitted per fission event(νd

in), the perturbation must be applied to the value originally provided by ERA-NOS for a specific isotope i and precursor family n. At the level of the MICROEDL corresponding to the selected isotope, the relevant information is extractedfrom the appropriate sections: the neutron source term (given by the product
νigzσf,igz) and the microscopic fission cross-section (σf,igz).
Their ratio, yields the average number of neutrons emitted per fission event (νigz).The perturbation of its delayed component is then introduces through the follow-ing:

νpert
igz = νigz + 1%νd

in , (146)
where the percentage represents the imposed variation with respect to the nom-inal value. After multiplying again by σf,igz, the resulting value is overwritten inthe corresponding section of the MICRO EDL, and from this, a new MACRO EDLis computed, which is subsequently used for the calculation of the perturbed ef-fective delayed neutron fraction;

• with regard to the average number of prompt neutrons emitted per fission event(νp
igz), the perturbation procedure is analogous to the previous case, except thatthe perturbed value is associated with the prompt component. This componentis obtained by subtraction, according to νp

igz = νigz−
∑

n ν
d
in. Following the same
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steps within the MICRO EDL corresponding to the selected isotope i, the value of
νigz is first retrieved, after which the perturbation is applied to its prompt com-ponent as:

νpert
igz = νigz + 1%νp

igz . (147)
The resulting value is thenmultiplied by σf,igz and overwritten in the correspond-ing section of the MICRO EDL. This updated MICRO EDL is subsequently used asinput for the module that generates the perturbed MACRO EDL, consistently re-flecting this specific modification.;

• when perturbing of the delayed neutron emission spectrum, χd
ng, associatedwitha given precursor family n and energy group g, the main complication lies in en-forcing the unit normalization constraint of the emission spectra. The data pro-vided by ERANOS for this parameter are only available at macroscopic level (i.e.delayed neutron emission spectra for individual isotopes are not resolved). con-sequently, the perturbation is applied directly at the level of the MACRO EDL.

This data structure contains the values of the total fission spectrum for each en-ergy group and reactor zone (χgz). The perturbation imposed onχd
ng is introducedinto the total spectrum at group g across all core zones according to:

χ′
gz = χgz + 1%βnχ

d
ng , (148)

where the primed quantity denotes an unnormalized spectrum, and the delayedneutron fraction βn is kept at its nominal value, since it depends solely on fissionyields and delayed neutron emission probabilities (thus excluding any indirectperturbation resulting from the modification of the fission spectrum).
The next step is the normalization of the perturbed spectrum, which is carriedout for each core zone z as:

χpert
gz =

χ′
gz∑

g′ χ
′
g′z

. (149)
This procedure is repeated independently for every zone z, and the resulting nor-malized values are then overwritten in the corresponding MACRO EDL;

• Lastly, the DP applied to the prompt component of the fission spectrum, χp
igz,associated with a specific isotope i, energy group g, and core zone z, is derivedin ERANOS according to the relation given in Equation 136.

Since this parameter is isotope-dependent, the perturbation must be carried outat the MICRO EDL level, specifically in the section associated to the selected iso-tope i.
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Once the value of the total fission spectrum (χigz) for the group g and zone z isretrived from this MICRO, it is modified by perturbing the prompt component,according to:

χ′
igz = χigz + 1%(1− β)χp

igz , (150)
where the primed quantity denotes the unnormalized spectrum, and the delayedneutron fraction β is kept at its nominal value.
As in the previous case, normalization is then applied using a similar relation tothat expressed in Equation 149:

χpert
igz =

χ′
igz∑

g′ χ
′
ig′z

, (151)
which is performed for each energy group within each zone. The resulting nor-malized values are overwritten in the MICRO EDL section corresponding to thefission spectrum of isotope i. From this modified MICRO, a new MACRO EDL issubsequently generated using the dedicated ERANOS module.
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5 Preliminary Results from theImplemented Sensitivity AnalysisModules
In the previous chapter, the methodological framework for evaluating sensitivity co-efficients was established, encompassing both the variational (GPT-based) and DirectPerturbation (DP) approaches which were both implemented within the ERANOS envi-ronment.This chapter presents preliminary numerical results obtained with these newly de-veloped ERANOS modules. The aim is to provide a preliminary verification of the pro-cedures and to test their internal consistency by comparing the sensitivity estimatesderived from the GPT and DP approaches.It should be emphasized that sensitivity coefficients, are deterministic quantities.They are defined as the functional derivative of a reactor response (such as keff , powerdistribution, or β̂eff ) with respect to an infinitesimal variation of a nuclear data param-eter (e.g. cross sections, neutron multiplicities, or spectra). In the context of deter-ministic codes, sensitivity coefficients are not subject to statistical uncertainty: theyare computed exactly – within the limits of the adopted numerical approximations –through the solution of adjoint-based transport equations. Accordingly, they shouldnot be regarded as statistical estimators, but rather as analytical tools that quantifyhow local perturbations in nuclear data propagate to integral reactor responses.The verification process adopted to assess the correctness and logical robustness ofthe new ERANOS implementations follows a progressive strategy. The developed nu-merical modules were first applied to simplified test configurations – where this termrefers both to the core model and the number of isotopes, delayed neutron precursorfamilies, and energy groups considered. Starting from configurations characterized byminimal complexity, the procedures were then gradually extended to increasingly real-istic configurations. The ultimate goal is to apply the sensitivity evaluation modules forthe delayed neutron fraction with respect to parameters other than cross sections (i.e.,coefficients referred to in previous chapters as S(β̂eff , α)) to the full ALFRED reactorcore model.Notice that the ALFRED core model was originally based on a three-dimensionalhexagonal geometry. However, for the purposes of S/U analysis, it is transformed intoa two-dimensional cylindrical (RZ) representation (see Appendix B for further details).This transformation is necessary not primarily due to geometric support limitations ofthe perturbative modules, but rather because these modules currently accept onlyfluxes computed via finite difference methods, as implemented in the BISTRO code(more information about BISTRO can be found in Appendix A). Since BISTRO does not
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support hexagonal geometry calculations, the core model must be reformulated in RZgeometry to ensure compatibility with the employed numerical solvers.The progressive verification approach makes it possible to determine the level ofcomputational complexity – both in coremodeling and execution parameters – atwhichthe developed ERANOSmodules are still capable of generating accurate and consistentsensitivity estimates. It also facilitates debugging and testing, since significant discrep-ancies in the computed results can more easily be traced back to specific sections ofthe code.Moreover, the strategy keeps the execution time short during the initial stages ofverification, thereby enabling rapid testing of potential fixes for identified issues.
5.1 Verification with a Minimal Core Configuration and Comparisonwith Analytical Benchmarks
Following the progressive validation strategy, the verification process was initially con-ducted using aminimal configuration, chosen both to allow for analytical benchmarkingand to facilitate early-stage debugging. This minimal configuration is characterized bythe following features:

• cylindrical geometry,
• a single isotope,
• one delayed neutron precursor family,
• a single energy group (i.e. no energy resolution),
• one spatial zone corresponding to an infinitely large mesh element.
These simplifications make it possible to derive analytical expressions for the sen-sitivity coefficients, which then serve as benchmarks for verifying the results obtainedwith both the GPT- and DP-based modules.Under these conditions, the general expression of the sensitivity coefficientS(β̂eff,n, α),reported in Equation 37, reduces to the following simplified form of the relative sensi-tivity of the parameter β:

S (β, α) =
α

β

∂β

∂α
, (152)

in which only the direct sensitivity contribution is present.The reduction of the general formulation (Equation 37) to this simplified expressionis justified by the following considerations:
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• The generalized importances Ψ̃ and Ψ̃† vanish due to the orthogonality conditionsimposed on them (Equation 26), which, in this minimal case, reduce to:
Ψ̃∗Fϕ = 0 and Ψ̃F∗ϕ∗ = 0 , (153)

where all quantities are scalars and spatially independent. Assuming the flux ϕand the adjoint flux ϕ∗ are non-zero, the only way to satisfy the conditions inEquation 153 is to have Ψ̃ = 0 and Ψ̃† = 0.
• Under the assumptions of the minimal configuration, the effective delayed neu-tron fraction β̂eff,n reduces to the delayed neutron fraction β. This equivalenceholds as a direct consequence of the following relation:

β̂eff,n = β̂eff =
ϕ∗χβνΣfϕ

ϕ∗χνΣfϕ
= β , (154)

where χp = χd = χ = 1, as imposed by the spectrum normalization conditionin Equation 67.
The values obtained from this configuration provide a robust reference for validatingthe sensitivity coefficients computed by the new ERANOSmodules. Despite its extremesimplicity, this test framework is specifically designed to preserve the essential physicaland numerical features required to meaningfully assess correctness and internal con-sistency.The analytical evaluation of the sensitivity coefficients of the delayed neutron frac-tion β̂eff,n yielded the following results, derived from Equation 152 and developed foreach input parameter considered:

• Sensitivity to the average number of delayed neutrons emitted per fission event νd
inThe reference analytical expression is:

S(β, νd) =
νd

β

∂β

∂νd
= 1− β , (155)

where the derivative term is derived as shown in Equation 83.
Since β ≪ 1, the expected reference value for numerical verification is:

S(β, νd) ≈ 1. (156)
This expectationwas successfully confirmed by both the GPT-based and DP-basedmod-ules implemented in ERANOS .
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• Sensitivity to the average number of prompt neutrons emitted per fission event νp
igzThe corresponding analytical expression is:

S(β, νp) =
νp

β

∂β

∂νp
= −νp

νd
β = −νp

νd

νd

ν
= −νp

ν
, (157)

where the derivative is justified by Equation 95, and the final form follows fromapplyingthe minimal configuration assumption β = νd/νp.
Since the contribution of delayed neutrons to the total number of neutrons per fission isnegligible compared to prompt neutrons, i.e., ν ≈ νp, and in the absence of associateduncertainty evaluation, the expected reference value is

S(β, νp) ≈ −1. (158)
This was confirmed independently by both GPT and DP approaches.
• Sensitivity to the shape of the neutron emission spectra χd

ng and χp
igzIn the minimal configuration, the emission spectra cannot be distinguished, as they arediscretized into a single energy group. Consequently, no shape perturbation can beintroduced, and the corresponding sensitivity coefficients necessarily vanish:

S(β, χd) = S(β, χp) = 0 . (159)
The results obtainedwith the ERANOSmoduleswere indeed consistentwith zero, withinnegligible numerical fluctuations, for both the GPT- and DP-based implementations.

The application of the ERANOS sensitivity modules to this minimal executive con-figuration yielded results in excellent agreement with the analytical reference values.The outcome of this preliminary verification step is concisely summarized in Table 4.
Table 4: Numerical verification of the ERANOS sensitivity modules against analytical referencevalues for S(β, α), with α = νd, νp, χd, χp, under the minimal configuration assumptions.Results are presented for both GPT- and DP-based implementations.

Input parameter SGPT (β, α) SDP (β, α) Sanalytical (β, α)

α = νd 1 1 1
α = νp -1 -1 -1
α = χd 0 0 0
α = χp 0 0 0

This confirms the correct implementation of the underlying sensitivity formulationsin both the GPT and DP modules, as well as their consistent behaviour under minimalconfiguration assumptions. The verification carried out in this simplified context pro-vides a robust foundation for subsequent analyses involving more complex models andinput dependencies.
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5.2 Verification of SensitivityModules by GPT and DP Approaches Us-ing a Simplified Core Model
In accordance with the progressive methodology adopted in this work, the verificationprocess was subsequently extended to an intermediate level of complexity, with theaim of bridging the gap between the analytical benchmarks and the full ALFRED coremodel.To this end, a simplified yet sufficiently representative core model (Toy Model) wasdeveloped, designed to capture key physical behaviors while avoiding the complexitiesof a full-core reactor simulation. The model employs a cylindrical geometry, with acomputational setup featuring increased resolution in the parameters governing thenumber of isotopes, precursor families, energy groups, and spatial zones, relative tothe minimal configuration introduced in Section 5.1.
5.2.1 Computational Testbed for the Newly Developed Sensitivity Analysis Modules
Given the complexity of the target system (ALFRED) for which the sensitivity moduleswere originally developed, the ToyModel mentioned in the introduction to this sectionwas integrated into the ERANOS workflow as a computational testbed. This allows fora thorough testing phase following the initial verification step described in Section 5.1.Although computationally inexpensive, the model was deliberately designed to re-tain a representative level of complexity – featuring multiple isotopes, delayed neutronprecursor families, energy groups, and spatial zones – so as to effectively exercise thefull range of implemented functionalities.This choice served a dual purpose:

• to reduce the computational burden, thereby enabling faster verification and de-bugging cycles;
• to isolate and expose potential numerical or structural issues – such as GPT–DPdiscrepancies, iterative convergence instabilities, spectrumnormalization pitfalls,or unintended input sensitivities – that could otherwise remain concealed in afull-core simulation, as may occur in the case of the detailed ALFRED core model.

In this context, particular attentionwas devoted to achieving comprehensive code-path
coverage, whereby the test cases were designed not only to confirm correct executionbut also to systematically activate all logical branches within the modules (e.g. condi-tionals, loop iterations, fallback procedures, etc.), thereby increasing confidence in therobustness and generality of the implementation.The Toy Model implemented in the ERANOS workflow developed in this work con-sists of a cylindrical geometry entirely filled with fuel, subdivided into two spatial re-gions characterized by different material densities.
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Figure 11: 3D representation of the simplified reactor configuration (Toy Model) employed forintermediate-level numerical verification. The geometry consists of two concentric cylindricalregions: an inner region (zone_A, with a composition of 80% fuel and 20% void) and an outerregion (zone_B, with a composition of 90% fuel and 10% void). Both regions extend verticallyfor 20 cm, with inner and outer radii of 9.47 cm and 20 cm, respectively.
Both the radius and height of the cylinder are set to 20 cm. The cylindrical volumeis radially partitioned into two concentric regions, as illustrated in Figure 11:
• the inner region, extending ∼ 9.47 cm from the central axis, is designated as
zone_A;

• the outer annular region, spanning the remaining ∼ 10.53 cm of the radius, isdesignated to zone_B.
The radius at which the interface between the two concentric regions is positioned isdefined in ERANOS with reference to the spatial lattice used for mesh-based volumediscretization. Specifically, the interface is placed at a given mesh point within this lat-tice. By converting the corresponding lattice coordinate into centimeters, one obtainsthe radius value reported in the text.The fuel is assumed to consist solely of enriched uranium, composed exclusively of235U (20%) and 238U (80%). The two zones differ in their homogenized medium compo-sition: zone_A contains 80% fuel and 20% void by volume, while zone_B contains 90%fuel and 10% void.This zonal distinction serves not only to verify the internal logical structure of theimplemented code – particularly its ability to manage the assignment of material prop-erties to distinct spatial regions – but also to reproduce the two-region volumetric sub-
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division characteristic of the ALFRED reference core model implemented in ERANOS.Indeed, if the implemented procedures demonstrate robustness when applied to thissimplified zonal partitioning, analogous behavior can be anticipated when addressingthe more complex full-core configuration of the ALFRED reactor.The simulation was set up to include only the isotopes 235U and 238U, two delayedneutron precursor families, a six-group energy discretization, and the presence of thetwo distinct fuel zones (see Table 5 for a comparison with the limiting cases defined bythe minimal configuration and the full ALFRED core model adopted in a previous S/Uanalysis study [40]). These modeling choices were made with the same objectives dis-cussed above: to preserve a representative level of physical and numerical complexitysufficient to exercise the logic and data structures of the implemented codewhile at thesame time avoiding the computational burden associated with a full-core simulation.
Table 5: Main features of the core configurations considered in this work, with a progressiveincrease in model complexity. Specifically, the values reported in the table for the ALFRED coremodel correspond to those adopted in a previous S/U analysis study [40].

Feature Minimal Toy ALFRED(S/U analysis implementation)
Geometry Cylindrical Cylindrical Cylindrized from 3D hexagonal
Number of Isotopes 1 2 22

Precursor Families 1 2 8
Energy Groups 1 6 33
Spatial Zones 1 2 25
Spectral Data None Physically consistent fixed values Generated by ERANOS procedures

Moreover, this approach facilitates the identification and isolation of potential sourcesof discrepancies between the sensitivity coefficients computed using the GPT and DPmethods, since such deviations can be more readily traced to specific sections of thecode. Conducting analogous diagnostics in a full-core configuration would be consider-ably more challenging, since numerical deviations may become entangled with model-scale effects and thus harder to interpret.The emission spectra associated with the two delayed neutron precursor families(χd
1 andχd

2)were initializedwithout relying on thededicated ERANOSprocedures, whichtypically generate these data based on nuclear libraries. At this development stage, theprimary objective is to verify the functionality of the sensitivity analysis modules, and itis therefore sufficient to initialize the delayed neutron spectra provided that fundamen-tal physical constraints are satisfied. These constraints can be summarized as follows:
• each delayed neutron spectrum must be normalized to unity, as expressed inEquation 67;
• the resulting prompt fission spectrum χp must remain strictly positive in all en-ergy groups. This condition is essential because χp is computed by subtraction,
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according to Equation 136, which, in the case of two precursor families, takes thefollowing form:
χp
igz =

χigz −
∑2

n=1 βnχ
d
ng

1− β
. (160)

5.2.2 Analysis of Sensitivity Results on the Simplified Core Model
As a follow-up to the preliminary tests conducted on the minimal configuration (Sec-tion 5.1), an additional verification step was carried out by applying the methodologyoutlined in Chapter 4 to themore advanced testbed configuration described above, andby analyzing the resulting sensitivity coefficients.This verification relies on a systematic comparison between the direct and indi-rect components of the considered sensitivity coefficient, as obtained using the ER-ANOS modules developed within the GPT framework and from those based on the DPmethod. The two contributions – the direct term and the indirect term – are examinedseparately to identify any potential discrepancies between the results produced by thetwo approaches.The verification campaign conducted at this intermediate level of complexity en-abled the identification and correction of several issues that had remained hidden in theminimal benchmark case. In particular, this step revealed implementation weaknessesin the sensitivity module related to handling the variable number of elements defin-ing the executive configuration’s parameters (i.e., the number of isotopes, precursorfamilies, energy groups, and spatial zones considered), which had not been sufficientlyexercised under the simplified conditions of the minimal configuration.The most substantial progress, in terms of numerical verification, was achieved inthe implementation of themodule for computing the sensitivity coefficientsS(β̂eff,n, ν

d
in).Among the four input parameters investigated in this work, the average number of de-layed neutrons emitted per fission event, νd

in, was deliberately addressed first. Thisprioritization was motivated by two main considerations:
• νd

in is a fundamental parameter known a priori, as it is directly available from theinput data. In contrast, νp
igz is obtained by subtracting νd

in from the total aver-age number of neutrons per fission, νigz, which must first be computed throughdedicated processing routines (see Section 4.2).
• unlike spectral parameters such as χd

ng and χp
igz, the parameter νd

in is not subjectto additional constraints – such as the normalization condition of Equation 67 orthe positivity requirement across the energy domain imposed by the present ToyModel (see the discussion at the end of Section 5.2.1) – which would otherwiseincrease the structural complexity of the newly implemented ERANOS modulesand require additional development effort and verification time.
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The resulting sensitivity coefficients S(β̂eff,n, ν
d
in) are discussed below, with the indi-vidual contributions from the direct and indirect terms considered separately. Since thedirect term provides the dominant contribution to the total sensitivity, its verificationis addressed first. Any inconsistency detected at this stage would immediately ques-tion the reliability of the newly implemented modules, whereas the indirect term, byconstruction, is expected to play only a secondary role. The discussion therefore beginswith the analysis of the direct component, summarized in Table 6.It should be noted that the numerical results generated by the ERANOS modulesare originally provided with a precision of up to ten decimal digits. In this thesis, how-ever, only the first five significant figures are reported. This level of precision is deemedsufficient for the purposes of the present analysis, as additional digits would not pro-videmeaningful improvements in accuracy andwould have no significant impact on theinterpretation of the results or the conclusions drawn.

Table 6: Direct term’s contributions to the sensitivity of the delayed neutron fraction associ-ated with a specific precursor family, β̂eff,fam, with respect to the average number of delayedneutrons emitted per fission event for a given isotope i and precursor family n, i.e. νdin, as repre-sented by the coefficientsSdir(β̂eff,fam, ν
d
in). Results are obtained using the newly implemented

ERANOS sensitivity modules, based either on the GPT framework, Sdir
GPT(β̂eff,fam, ν

d
in), or on di-rect perturbation techniques, Sind

GPT(β̂eff,fam, ν
d
in), applied to the simplified reactor model de-scribed in Section 5.2.1. The last column reports the relative discrepancies between the twomethods, where the quantity∆Sdir = Sdir

GPT − Sdir
DP has been introduced.

Executive Variables Sdir
GPT(β̂eff,fam, ν

d
in) Sdir

DP(β̂eff,fam, ν
d
in) ∆Sdir/Sdir

DP

fam = 1

i = 235U
n = 1 9.0172× 10−1 9.0164× 10−1 9.0210× 10−5

n = 2 −1.3222× 10−3 −8.4513× 10−4 5.6456× 10−1

i = 238U
n = 1 9.8141× 10−2 9.8149× 10−2 −8.4002× 10−5

n = 2 −6.1359× 10−4 −2.5818× 10−4 1.3766× 100

fam = 2

i = 235U
n = 1 −1.3746× 10−4 −1.8779× 10−4 −2.6804× 10−1

n = 2 7.6454× 10−1 7.6515× 10−1 −7.8411× 10−4

i = 238U
n = 1 −2.5941× 10−5 −2.0442× 10−5 2.6900× 10−1

n = 2 2.3342× 10−1 2.3374× 10−1 −1.3715× 10−3

As shown in Table 6, the results demonstrate good agreement between the directcomponents of the sensitivity coefficients of the delayed neutron fraction with respectto the average number of delayed neutrons emitted per fission event, Sdir(β̂eff,fam, ν
d
in).A detailed examination of the values produced by the newly implemented ERANOS
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modules – based on either the GPT approach or the DP technique – confirms the ex-pected physical behavior.The most significant sensitivity coefficients for the response parameter β̂eff,fam arethose in which the perturbed input parameter νd
in – the average number of delayedneutrons emitted per fission event – belongs to the same precursor family fam asso-ciated with the response. In these cases (n = fam), the sensitivity is positive, as anincrease in the emission of delayed neutrons from a given family directly increases thedelayed neutron fraction attributed to that family.Conversely, when the perturbed parameter νd
in refers to a different precursor fam-ily (n ̸= fam), the effect is of a different nature: increasing the number of delayedneutrons emitted by family n slightly reduces the relative contribution of the analyzedfamily fam to the effective delayed neutron fraction. As a result, the sensitivity be-comes slightly negative. In these cases, the absolute value of the sensitivity is at leasttwo orders of magnitude smaller than in the corresponding n = fam case, which con-firms the physical consistency of the result.From the standpoint of numerical verification, themost relevant aspect is the analy-sis of the relative discrepancies between the sensitivity coefficients computed with theGPT-based modules and the corresponding reference values obtained via DP methods.These discrepancies are expressed in Table 6 as the ratio∆Sdir/Sdir

DP, where
∆Sdir = Sdir

GPT − Sdir
DP . (161)

Here, Sdir
GPT and Sdir

DP denote the contributions of the direct term to the sensitivity, asevaluated using the GPT-based module and the DP approach, respectively.In the physically dominant cases, where both the response and the input parame-ter refer to the same precursor family (i.e. n = fam), the observed relative discrep-ancies are small and can be considered negligible. By contrast, in the cases where
n ̸= fam the relative differences can be significantly larger. For example, the coef-ficient S(β̂eff,1, ν

d
i2) for isotope 238U exhibits a relative deviation of

∆Sdir

Sdir
DP

≈ 1.3766 (162)
between the two methods. Nevertheless, these large discrepancies do not have physi-cal relevance, as they correspond to absolute sensitivity values no greater thanO(10−3).Shifting the focus to the indirect component of the sensitivity coefficients (see Ta-ble 7), additional considerations arise concerning the outcome of the numerical veri-fication. In particular, beyond the large relative discrepancies observed between thevalues computed using the two types of approach (GPT-based and DP-based) there areindications of potential issues in the code sections responsible for evaluating the indi-rect sensitivity termof the delayed neutron fractionwith respect to the average numberof delayed neutrons emitted per fission event, denoted as Sind(β̂eff,fam, ν

d
in).

108



5 PRELIMINARY RESULTS FROM THE IMPLEMENTED SENSITIVITY ANALYSIS MODULES
Table 7: Indirect contributions to the sensitivity of the delayed neutron fraction associated witha given precursor family, β̂eff,fam, with respect to the average number of delayed neutrons emit-ted per fission event for a given isotope i and precursor familyn (νdin), represented by the coeffi-
cientsSind(β̂eff,fam, ν

d
in). Results are obtained using the newly implemented ERANOS sensitivity

modules, based on either the GPT framework (leading to the coefficientsSind
GPT(β̂eff,fam, ν

d
in)) ordirect perturbation techniques (Sind

DP(β̂eff,fam, ν
d
in)), and applied to the simplified reactor modeldescribed in Section 5.2.1 (the Toy Model). The last column reports the relative discrepanciesbetween the two methods, where the quantity∆Sind = Sind

GPT − Sind
DP has been introduced.

Executive Variables Sind
GPT(β̂eff,fam, ν

d
in) Sind

DP(β̂eff,fam, ν
d
in) ∆Sind/Sind

DP

fam = 1

i = 235U
n = 1 −1.2015× 10−6 5.7313× 10−6 −1.2096× 100

n = 2 −6.7652× 10−6 2.1256× 10−5 −1.3183× 100

i = 238U
n = 1 −3.2507× 10−6 −1.4833× 10−6 1.1916× 100

n = 2 −4.0694× 10−5 −3.1806× 10−5 2.7945× 10−1

fam = 2

i = 235U
n = 1 5.5531× 10−6 −1.1914× 10−6 −5.6610× 100

n = 2 2.6353× 10−5 −4.1704× 10−6 −7.3190× 100

i = 238U
n = 1 1.1580× 10−6 1.8701× 10−7 5.1924× 100

n = 2 1.4904× 10−5 5.9368× 10−6 1.5104× 100

This hypothesis is supported by the inconsistent sign pattern exhibited by the indi-rect contributions when comparing the results from the GPT- and DP-based results. Inthe GPT-based implementation, the sign of the indirect term appears to depend primar-ily on the response index fam, with no clear isotope dependence. Conversely, the DPresults suggest a systematic behavior: the indirect contribution is positive for isotope235Uand negative for 238Uwhen the response parameter β̂eff,fam is evaluated for the firstprecursor family (fam = 1), and this trend reversing for the second family (fam = 2).Despite these inconsistencies, the physical impact of the indirect term is limited. Infact, in most cases its contribution is negligible compared to the overall sensitivity – de-fined as the sumof the direct and indirect components of the coefficientS(β̂eff,fam, ν
d
in).The maximum contribution of the indirect term does not exceed approximately 6.2%of the total sensitivity, observed in the specific case fam = 1, i = 238U, n = 2.The limited significance of the discrepancies observed so far – whether in the di-rect or indirect components of the sensitivity of the family-wise delayed neutron frac-tion β̂eff,fam with respect to the average number of delayed neutrons emitted per fis-sion event νd – becomes even more evident when analyzing the total delayed neutronfraction sensitivity. In particular, the coefficients S(β̂eff , ν

d
in), which refer to the global
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quantity β̂eff , are reported in Table 8.
Table 8: Sensitivity of the total delayed neutron fraction, β̂eff , with respect to the average num-ber of delayed neutrons emitted per fission event for a given isotope i and precursor family n,i.e. νdin, represented by the coefficients S(β̂eff , νdin). Results are obtained using the newly imple-mented ERANOS sensitivity modules, based on either the GPT framework (leading to the coef-ficients SGPT(β̂eff , ν

d
in)) or direct perturbation techniques (SDP(β̂eff , ν

d
in)), and applied to thesimplified reactormodel described in Section 5.2.1 (the ToyModel). DP results serve as referencevalues for the numerical verification of the GPT-based implementation. The last column reportsthe relative discrepancies between the two methods, where the quantity∆S = SGPT − SDPhas been introduced.

Executive Variables SGPT(β̂eff , ν
d
in) SDP(β̂eff , ν

d
in) ∆S/SDP

i = 235U
n = 1 1.4305× 10−1 1.4299× 10−1 4.1841× 10−4

n = 2 6.4297× 10−1 6.4353× 10−1 −8.6899× 10−4

i = 238U
n = 1 1.5560× 10−2 1.5566× 10−2 −3.4682× 10−4

n = 2 1.9627× 10−1 1.9659× 10−1 −1.6276× 10−3

The sensitivity coefficients reported in Table 8 are derived using the expressionshown in Equation 38, which, when applied to the specific case of the parameter νd,takes the form:
S(β̂eff , ν

d
in) =

∑
fam

β̂eff,fam

β̂eff

S(β̂eff,fam, ν
d
in) . (163)

The results show that the overall sensitivity – i.e. namely that of the total delayedneutron fraction ,which represents the primary response parameter of interest in thissensitivity analysis – confirms the validity of this verification step. The focus on thisintegral parameters is particularly significant in light of the broader objective of thisstudy, which is to identify the design features required to optimize the safety marginsrequired for the licensing of the ALFRED reactor.None of the coefficients S(β̂eff , ν
d
in) obtained with the newly implemented ERANOSmodules based on the GPT approach exhibit physically significant discrepancies whencompared with the benchmark values computed via the DP techniques. Even in theworst-case scenario, the relative differences remain below 0.2%. This outcome con-firms the successful completion of this intermediate stage and preliminary and providespreliminary evidence of the reliability of the GPT-based sensitivity module using νd asthe input parameter, thereby supporting its application in more advanced sensitivityanalyses involving increasingly complex core configurations.
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6 Conclusions and Perspectives
6.1 Conclusions
The evolution of global energy systems is increasingly shaped by the dual imperativeof accommodating rising demand while achieving profound decarbonization. In thiscontext, ensuring a sustainable and secure energy mix is both urgent and complex, par-ticularly amid geopolitical tensions and the continued reliance on fossil fuels. Nuclearenergy is therefore positioned to play a strategic role, providing low-emission, dispatch-able power that complements variable renewables and enhances system resilience.However, current nuclear technologies face structural challenges related to sustain-ability, waste management, and long-term flexibility. Overcoming these limitations re-quires a fundamental rethinking of reactor design and deployment, as envisioned byGeneration IV systems. These advanced reactors aim to enhance fuel utilization, mini-mize waste production, and provide greater operational flexibility.Among them, Lead-cooled Fast Reactors (LFRs) are distinguished for their favor-able safety features, high thermal efficiency, and compatibility with closed fuel cycles.Their development is actively supported by international collaborations and nationalprograms; in Europe, particularly through ENEA’s commitment to the Advanced Lead-cooled Fast Reactor European Demonstrator (ALFRED), conceived as the European ref-erence project for LFR technology.ALFRED is noteworthy not only for its technological innovation but also for its ad-vanced safety philosophy. As a Generation IV reactor, it is expected not merely to com-ply with, but to surpass IAEA safety objectives, in accordance with the more ambitioustargets set for this class of systems. These includes minimizing core damage risk, ensur-ing intrinsic reliability, and avoiding off-site emergency measures under extreme con-ditions. Achieving goals requires robust safety margins across all operational states,including Design Extension Conditions (DECs). To this end, ALFRED adopts the Best Esti-mate Plus Uncertainty (BEPU) methodology, which explicitly incorporates uncertaintiesin models, data, and boundary conditions. This provides a more realistic and compre-hensive safety evaluation, advancing beyond traditional deterministic analyses and em-bodying a broader paradigm shift in the design and licensing of advanced reactors.

∗ ∗ ∗

The present thesis has been conducted within the framework of neutronic designactivities for the ALFRED reactor, at the Laboratory for Design and Analysis of NuclearSystems of ENEA, in Bologna. The work has primarily focused on extending the capa-bilities of the ERANOS code system through the development and integration of novel
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computationalmodules for the sensitivity analysis of the effective delayed neutron frac-tion β̂eff , with respect to parameters beyond nuclear cross-sections.These functionalities are not currently available within the standard ERANOS toolkitand have been developed as an original contribution aimed at advancing the physicalunderstanding of reactor core behavior and improving the precision and accuracy ofsafety evaluations. In particular, the sensitivity analysis of a key reactor parameters,such as β̂eff , enables a detailed quantification of its dependence on nuclear data, designparameters, and structural features. This, in turn, enables reactor design optimizationby systematically identifying which parametersmust be determinedwith high precisiontomeet safetymargin requirements, andwhich, due to their limited impact on the inte-gral quantity of interest, allow for more flexible design choices that can reduce overallconstruction costs.Moreover, sensitivity analysis constitutes a fundamental prerequisite for rigorousuncertainty quantification, wherein the propagation of input uncertainties to reactor-level integral quantities is systematically evaluated. The resulting insights are essentialfor the application of BEPU methodologies, and provide a robust foundation for safetyassessments and reactor licensing processes conducted by regulatory authorities.The methodological advancements developed in this work directly support the AL-FRED licensing framework and contribute to its alignment with the safety objectivesestablished for Generation IV nuclear systems.The approach relies on the application of Generalized Perturbation Theory (GPT) tothe integral parameter β̂eff , representing the effective delayed neutron fraction. Start-ing from analytically derived formulations, explicit expressions were found for the sen-sitivity coefficients S(β̂eff,n, α), where the response function corresponds to the de-
layed neutron fraction associated with a specific precursor family, β̂eff,n, and α denotesa generic input parameter.Specifically, the analysis considered the average number of prompt (νp) and delayed(νd) neutrons emitted per fission, as well as the prompt (χp) and delayed (χd) neutronemission spectra.The theoretical formulations for the sensitivity coefficients S(β̂eff , α) (Equation 37)were consequently developed for each of the selected nuclear parameters. Particularcare was taken to recast each expression in a form that would enable themost effectiveexploitation of the computational functionalities embedded within ERANOS.These functionalities are acknowledged for their established reliability, being de-rived from extensively validated computational codes that have undergone rigorousnumerical verification and physical benchmarking procedures.Following the analytical formulation developed in this work, the corresponding sen-sitivity expressions were systematically implemented within the ERANOS code suite.The new coefficients were therefore derived exclusively by leveraging functionalitiesalready embedded in ERANOS, either through direct use of the relevant computational
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modules, where applicable, or through their integration into custom procedures devel-oped in LU, the proprietary programming language of the ERANOS system.In this way, no external or ad-hoc formulations were introduced, thereby preservingconsistency – at least in the first instance – with the validated framework of the code.The resulting computational strategy enables the evaluation of all four categories ofsensitivity coefficients addressed in this study, each associated with a specific inputparameter. While this approach was designed to remain fully integrated within the ex-isting ERANOS infrastructure, dedicated verification and validation efforts remain nec-essary to rigorously assess the accuracy and reliability of the implemented methods. Inparticular, verification ensures that the developed algorithms correctly reproduce theunderlying mathematical and numerical models, whereas validation is required to con-firm that the results are consistent with experimental data or with trusted referencebenchmarks.The verification strategy adopted in this work follows a progressive approach, start-ing from a minimal configuration and incrementally increasing the level of complexity– ultimately targeting the ALFRED model developed for S/U analysis. This progressivestrategy serves a dual purpose: it avoids the computational burden of full-core sim-ulations in the early stages and facilitates the debugging process by allowing easierlocalization of potential implementation issues.The initial verification phase employed aminimal setup comprising a single isotope,one precursor family, a single energy group (i.e., no energy resolution), and an infinitelyextended homogeneous volume represented by a cylindrical geometry. All sensitivitycoefficients developed in this work were successfully verified against analytical refer-ence values, which are available only for such highly simplified model configurations.The progressive verification approach was subsequently extended through a sys-tematic exploration of increasing levels of multiplicity in the configurational variables,with the aim of achieving a plurality of variable states. This process culminated in thefirst intermediate configuration that enabled comprehensive path coverage of the code.The configuration was based on a simplified core representation (ToyModel) with finitecylindrical geometry, subdivided into two concentric cylindrical regions with distinctfuel compositions. Such geometry reflects the structure adopted in the ERANOSmodelof ALFRED, which employs a cylindrically symmetric representation to ensure compat-ibility with the specific requirements of the ERANOS computational modules used forsensitivity and uncertainty analyses.For this setup, which included two different isotopes (235U and 238U), two precur-sor families, and an energy domain discretized into six groups, the verification pro-cess focused primarily on the sensitivity of the delayed neutron fraction per familywith respect to the average number of delayed neutrons emitted per fission event, i.e.,
S(β̂eff,n, ν

d).Accordingly, this particular sensitivity coefficient was prioritized for two main rea-
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sons:
• The parameter νd

in is known a priori from nuclear data libraries;
• νd

in is not subject to constraints that would otherwise complicate the implemen-tation of the sensitivity modules, thereby avoiding the need for additional devel-opment and verification efforts.
The verification process consisted in evaluating the direct, Sdir(β̂eff,n, ν

d), the indi-
rect, Sind(β̂eff,n, ν

d), and the total, S(β̂eff , ν
d), sensitivity coefficients. In each case, theresults were benchmarked against reference values obtained with dedicated ERANOSmodules developed within the framework of this work, which implement the DirectPerturbation (DP) approach. The DP method is based on the explicit calculation of theeffect induced by a small (1%) perturbation of the input parameter. Thanks to its con-ceptual simplicity and numerical robustness, it enables the evaluation of both directand indirect contributions, thus providing a reliable reference standard for verification.The results show that the direct sensitivity components computed using the GPTand DP approaches do not exhibit any physically significant discrepancies, despite rel-ative deviations spanning up to five orders of magnitude:

Sdir
GPT(β̂eff,fam, ν

d
in)− Sdir

DP(β̂eff,fam, ν
d
in)

Sdir
DP(β̂eff,fam, νd

in)
∈ [10−5, 100] . (164)

The largest deviations are associated with sensitivity coefficients of limited physical sig-nificance, specifically those involving a response and input belonging to different pre-cursor families. For a given isotope i and response family index fam, the followingrelation holds:
Sdir(β̂eff,fam, ν

d
i,n)

Sdir(β̂eff,fam, νd
i,fam)

= O(10−2) , (165)
indicating that contributions with n ̸= fam, which correspond to the largest discrep-ancies, are of negligible relevance within the context of the direct sensitivity analysis.In such cases, a small negative sensitivity is observed, reaching a maximum value of
Sdir
GPT(β̂eff,fam, ν

d
in) = −1.3222×10−3 in the ToyModel. This behavior is consistent withexpectations: increasing the number of delayed neutrons emitted by family n slightlyreduces the relative contribution of the analyzed family fam to the effective delayedneutron fraction.Further evidence of physical consistency is provided by the fact that, whenever theinput νd and the response refer to the same family, the sensitivity remains positive – asexpected, since an increase in delayed neutron emission from a given family increasesthe corresponding delayed neutron fraction.
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Conversely, the investigation of the indirect sensitivity component revealed sub-stantial discrepancies between GPT- and DP-based results. In some cases, relative devi-ations exceeded a factor of seven, largely due to the very small magnitude of the refer-ence values. Notably, the sign behavior of Sind(β̂eff,fam, ν
d
in) differed betweenmethods:the GPT implementation showed dependence primarily on the response index fam,whereas the DP method exhibited a more systematic trend involving both isotope andprecursor family. These inconsistencies point to possible inaccuracies or limitations inthe current implementation of the indirect term.The physical impact of these discrepancies is, however, marginal. Even in the mostextreme case (Sind

GPT(β̂eff,1, ν
d
238U,2

) = −4.0694×10−5), the indirect contribution repre-
sents ∼ 6.2% of the total sensitivity – defined as the sum of direct and indirect terms– thus preserving the overall reliability of the sensitivity analysis.This limited significance becomes evenmore evidentwhen analyzing the total sensi-tivity of β̂eff with respect to νd. The coefficientsS(β̂eff , ν

d
in), obtainedwith the newly de-veloped GPT-based modules and benchmarked against DP results, show strong agree-ment for all isotopes and precursor families considered.The computed relative deviations remain below approximately 0.16%, thereby con-firming thenumerical accuracy and stability of theGPT implementationwithin the scopeof this verification study. This outcome is particularly relevant, as β̂eff is the primary re-sponse quantity in this work and a key parameter in reactor safety analyses. The strongconsistency observed between the two perturbative approaches reinforces confidencein the developed GPT-based framework and provides a robust foundation for its exten-sion to advanced sensitivity studies in realistic and complex reactormodels. In turn, thiscontributes directly to the overarching objective of supporting safety-oriented designoptimization for the ALFRED reactor.With regard to the sensitivity coefficients associated with the other nuclear inputparameters considered in this work – namely, the average number of prompt neutronsemitted per fission event (νp), the delayed neutron spectrum (χd), and the promptcomponent of the fission spectrum (χp) – the corresponding modules have been suc-cessfully implemented and verified within a simplified model configuration. Ongoingactivities are focused on extending this verification to more representative core mod-els, as part of a broader refinement and consolidation process aimed at increasing theoverall maturity and applicability of the developed tools.

6.2 Perspectives
This study presents the development and implementation of novel ERANOS modulesfor evaluating sensitivity coefficients of the delayed neutron fraction β̂eff with respectto input parameters beyond cross-sections. In particular, the focus is placed on theaverage number of delayed (νd) and prompt (νp) neutrons emitted per fission event, aswell as on the delayed (χd) and prompt (χp) emission spectra.
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The objective has been substantially achieved through the development of a ro-bust theoretical framework and the implementation of a reliable benchmarking strat-egy based on simplified models. However, further verification steps are necessary toensure that the methodology yields accurate and consistent results when extended tomore complex geometries.The most significant progress achieved thus far concerns the development of themodule for computing the sensitivity coefficient S(β̂eff , ν
d), for which two immediatelines of advancement are envisaged:

• benchmarking in full-core configurations, by applying the ALFRED core model al-ready developed for S/U analysis;
• debugging and refinement of the indirect sensitivity term Sind(β̂eff , ν

d), to beperformed in controlled computational environments – such as the ToyModel orother reduced-complexity setups – so as to ensure stability and correctness priorto full-core application.
In the first case, a preliminary numerical verification at the full-core level remainsboth meaningful and justified, since the inconsistencies observed in the indirect con-tribution (initially highlighted in the Toy Model analysis) were shown to be physicallynegligible. This next verification level is therefore expected to support the robustnessof the implemented computational framework, and to further reinforce the conclusionthat such discrepancies have no substantial impact on the overall verification process.In the second case, efforts will be directed toward revising and refining the routinesresponsible for the indirect sensitivity calculation. This refinement is motivated by theidentification of specific numerical inconsistencies that, although limited in scope, mayaffect the accuracy of the total sensitivity estimation.It is important to emphasize that the numerical inconsistencies highlighted in thiswork should not be mistaken for the intrinsic approximations associated with the per-turbative methods employed. In fact, within the framework of the variational GPT,such approximations naturally stem from the first-order character of the formulation,whereas the DP method remains exact by construction. The discrepancies discussedhere could be of a different nature. Rather than reflecting a theoretical limitation, theywere identified during the verification phase and could plausibly be attributed to arti-facts introduced by the computational implementation.More specifically, these inconsistencies are considered potentially detrimental be-cause they may originate from inaccuracies within certain algorithmic routines devel-oped in the course of this work. In particular, their source could lie in the handling andprocessing of data matrices extracted from the Evaluated Data Libraries (EDLs) by thenewly implemented ERANOS modules for sensitivity evaluation. This distinction is ofparticular importance: while theoretical approximations are expected and quantifiable,
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the numerical issues identified here are unintended and therefore call for targeted de-bugging and refinement to ensure both the stability and the accuracy of the sensitivityestimates.Addressing these issues forms an integral part of the consolidation of the computa-tional framework and is essential to ensure the robustness and reliability of the overallsensitivity analysis methodology.With regard to the other sensitivity coefficients of the delayed neutron fraction
β̂eff considered in this work, the next phase will focus on the refinement and correc-tion of the corresponding code sections. The goal is to obtain satisfactory results inintermediate-level verifications, particularly within executable configurations based onthe Toy Model.Once one of the newly developed GPT-based ERANOS modules attains sufficientnumerical maturity to be regarded as verified in configurations representative of theALFRED core, subsequent efforts will be directed toward a structured, multi-level vali-dation strategy. Since sensitivities with respect to the parameters under considerationare not directly measurable, physical validation against experimental data is not im-mediately feasible. Nevertheless, the availability of existing ERANOS modules – whosecorrectness has already been established – provides a solid reference for ensuring theinternal consistency and credibility of the newly developed formulations. The valida-tion process can also be extended to include cross-code benchmarking against resultsobtained from other reference codes, such as SERPENT [62] or MCNP [54], operated indirect perturbation mode. Although these comparisons cannot be considered equiv-alent to full experimental validation, they offer an important numerical verification:the agreement between independently developed implementations not only increasesconfidence in the obtained results, but also helps to reveal potential code-specific in-consistencies.An additional line of development concerns themetrological evaluation of themethod-ology through uncertainty propagation. The sensitivities computed using the new GPT-basedmodules can be combinedwith nuclear data covariances from evaluated librariesto estimate the overall uncertainty in β̂eff . Comparison with analogous studies availablein literature would serve as an indirect form of validation, allowing both the plausibilityof the calculated uncertainty magnitudes and the ability of the newly developed mod-ules to properly quantify and assess safetymargins in reactor simulations to be verified.On a broader scale, once the four ERANOS modules developed in this have beenfully verified and subjected to the multi-level validation strategy described above, acomprehensive sensitivity analysis of the delayed neutron fraction will become feasi-ble. This, in turn, will enable a robust uncertainty analysis with respect to β̂eff , a param-eter of fundamental importance for the core design of ALFRED. Carrying out such ananalysis will provide essential insights into the design criteria necessary to comply withregulatory requirements, thereby supporting the licensing process by the competent
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nuclear safety authorities.
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Appendix A

A Neutron Flux Evaluation with theDiscrete Ordinates Method:The BISTRO Solver
The flux calculations involved in this work are performed using the BISTRO code, whichsolves the neutron transport equation in its integro-differential form (see Equation 2),both in one-dimensional and two-dimensional configurations, by means of the discreteordinatesmethod. It is therefore necessary to provide a conceptual overview of what ismeant by this method. To this end, a set of simplifying assumptions will be adopted tofacilitate the discussion (for a complete exposition of BISTRO, refer to its manual [63]).Accordingly, the Boltzmann transport equation is here considered under the follow-ing set of assumptions:

• steady-state,
• monoenergetic,
• one-dimensional,
• related to an isotropic medium (i.e. with isotropic scattering and fission source).

The SN method allows the Boltzmann equation to be solved by discretizing the angularvariable into a finite numberN of directions. The equation to be addressed, subject tothe assumptions stated above, is as follows:
µ
∂ϕ(x, µ)

∂x
+ Σt(x)ϕ(x, µ) =

1

2

(
Σs(x) +

νΣf(x)

keff

)∫ +1

−1

dµ′ ϕ(x, µ′) + Sext , (166)
where the variable µ = cos θ has been introduced, with θ being the polar angle of theneutron flight direction in the laboratory reference frame.The discretization of the flight directions intoN elements leads to the definition ofa corresponding set of constants µn and weighting coefficients wn (with n = 1 . . . N ).The purpose of these weights is to approximate the integral in Equation 166 using thequadrature formula: ∫ +1

−1

dµ′ ϕ(x, µ′) ≈
N∑

n=1

wnϕ(x, µn) . (167)
As a result of the discretization process, the original equation involving two contin-uous variables (x, µ) is transformed into a set of N equations in a single variable (x),
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each characterized by a constant µn:
µj
∂ϕ(x, µj)

∂x
+Σt(x)ϕ(x, µj) =

=
1

2

(
Σs(x) +

νΣf(x)

keff

) N∑
n=1

wnϕ(x, µn) + Sext(x, µj) ,
(168)

with j = 1 . . . N . It is worth noting that the numberN of discrete directions is typicallychosen to be even. By indexing the directions such that n = 1 . . . N/2 and µn > 0, thefollowing symmetry relations can be expressed [64]:µN+1−n = −µn

wN+1−n = wn

(169)

provided that the flight directions µn are symmetric with respect to µ = 0, i.e. thedirection defined by the vertical axis. This choice is motivated by the physical notionthat neutrons arriving from symmetric radial directions carry equal importance. Fur-thermore, restricting the discretization to an even number of elements avoids the pos-sibility of having a µn = 0, which would nullify the flux derivative appearing as the firstterm in Equation 168.Despite these constraints, there remains considerable freedom in the selection ofadmissible directions. A commonly adopted choice is theWick–Chandrasekhar scheme [65],in which the values of µm are taken as theM zeros of the Legendre polynomial of order
M :

PM(µm) = 0 , m = 1 . . .M . (170)
This approach offers a significant advantage for computing the integral term in Equa-tion 168, as Legendre polynomials are symmetric with respect to zero and can be inte-grated exactly up to a certain order.Based on the above considerations, the boundary condition for the flux in a one-dimensional planar slab, defined over the domain x ∈ [0, a] and enclosed by a vacuum,is formulated as follows:

ϕ(0, µj) = ϕ(a,−µj) = 0 with j = 1 . . .
N

2
. (171)

Before proceeding with the solution of the system represented by Equations 168, it isconvenient to group the right-hand side terms into a single parameter, specifically:
Q(x, µj) =

1

2

(
Σs(x) +

νΣf(x)

keff

) N∑
n=1

wnϕ(x, µn) + Sext(x, µj) . (172)
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Figure 12: Spatial discretization for the discrete ordinates method in the one-dimensional case

The next step consists in performing the spatial discretization of the slab, whichinvolves dividing it into I intervals (as shown in Figure 12), within each of which thema-terial properties are assumed to be constant. As a consequence, each of the N equa-tions from the system introduced in Equation 168 is further expanded into a system of
I equations, whose unknowns correspond to the flux values ϕ(xi, µj), with i = 1 . . . I ,evaluated at the center of each spatial interval. The resulting global system can be com-pactly written as:

µj

ϕi+ 1
2
,j − ϕi− 1

2
,j

∆xi

+ Σt,iϕij = Qi,j , with j = 1 . . . N and i = 1 . . . I , (173)
where the discrete variables∆xi = xi+1/2 − xi−1/2 represent the width of each spatialinterval, and a compact notation has been adopted such that (i, j) = (xi, µj).It should be noted, however, that the choice to approximate the derivative using afinite difference introduces into the equation flux values evaluated at the spatial meshnodes. Therefore, additional information is required in order to proceed with the com-putation. One suchpiece of information is provided either by the solution at an adjacentnode (which is assumed to have already been computed) or by a boundary condition,which typically supplies the flux value at one of the domain boundaries.Elimination of the remaining unknown is achieved through application of the Dia-mond Difference scheme [66]. This rule assumes that the flux evaluated at the centerof each spatial interval can be expressed as the arithmetic mean of the fluxes at thetwo interfaces:

ϕij =
ϕi+ 1

2
,j − ϕi− 1

2
,j

2
. (174)

The solution algorithmapplies theDiamondDifference differently depending onwhetherthe equation corresponds to a discrete flight direction with µj > 0 or µj < 0. Specifi-cally:
µj > 0 : The computation proceeds sequentially from left to right, that is, calculat-ing the flux for increasing values of x, starting from the value of ϕ 1

2
,j, which isassumed to be known from a specified boundary condition. The terms of theDiamond Rule are rearranged to express the interface flux as:
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ϕi+ 1
2
,j = 2ϕij − ϕi− 1

2
,j , (175)

which, when substituted into Equation 173, allows to compute the cell-centeredflux value:
ϕij =

ϕi− 1
2
,j +

∆xi

2µj

Qij

1 +
∆xi

2µj

Σt,i

. (176)

Once this value is obtained, ϕi+ 1
2
,j can be evaluated using Equation 175, which inturn becomes the starting point for computing the flux in the next interval.

µj < 0 : The procedure mirrors the steps of the previous case, with the differencethat the flux propagation (as well as the neutron direction, since µj = cos θj < 0in contrast to the previous case) proceeds from right to left. In this case, theequation used to compute the flux at the center of the interval is:
ϕi− 1

2
,j = 2ϕij − ϕi+ 1

2
,j , (177)

which leads to the following relation:

ϕij =

∆xi

2µj

Qij − ϕi+ 1
2
,j

∆xi

2µj

Σt,i − 1
. (178)

As in the previous scenario, once the central flux value is obtained, it is used tocompute the flux at the adjacent node, which serves as the basis for the subse-quent calculation.
Although the discussion so far has focused solely on forward fluxes, it is worth not-ing that BISTRO is also capable of solving the adjoint transport equation in the pseudo-steady-state regime (see Equation 7), thereby yielding the neutronic importance func-tion ϕ† as a solution.
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B ERANOS Implementation of theALFRED Core for Sensitivity andUncertainty Studies
The ALFRED reactor core is originally modeled with a three-dimensional hexagonal ge-ometry, reflecting its real physical configuration characterized by a high degree of spa-tial symmetry. This hexagonal lattice structure is fundamental in accurately represent-ing the arrangement of fuel assemblies and other core components.However, to carry out S/U analyses using the ERANOS computational suite, it is nec-essary to adopt a two-dimensional cylindrical (RZ) representation of the reactor core.This requirement arises from the fact that the ERANOSmodules dedicated to sensitivityevaluation rely on neutron flux distributions computed through finite difference meth-ods, specifically those implemented in the BISTRO code (refer to Appendix A for furtherdetails). Since BISTRO does not support calculations on hexagonal geometries, the orig-inal three-dimensional hexagonal core model must be reformulated in RZ geometry toensure compatibility with the employed numerical solvers.The process begins with the definition of each hexagonal element – correspond-ing to a single assembly – as shown in the radial core map in Figure 4. Each assemblyis further characterized axially according to its type (e.g., Inner Fuel, Outer Fuel, Con-trol Rods), as illustrated in Figure 13. This step provides a full spatial discretization ofthe core, allowing differentiation of regions within each assembly that exhibit distinctneutronic properties.Building upon this detailed 3D description, the “cylindrization” process is appliedto convert the hexagonal lattice into a set of concentric cylindrical zones (Figure 14).This transformation involves subdividing the core volume into annular regions whosevolumes are preserved exactly, thereby ensuring consistency in the representation ofmaterial and neutronic characteristics. The main degree of freedom remaining aftervolume preservation is the selection of the radii defining the interfaces between fuelzones, control rods, and safety devices.The optimal placement of these cylindrical interfaces is chosen tomaintain neutronflux profiles – both direct and adjoint – as close as possible to those of the original three-dimensional model [37]. This approach ensures that the cylindrical model accuratelyreproduces the core’s neutronic behavior despite its geometric simplification.The final cylindrical representation of the ALFRED core consists of 25 homogenizedcylindrical zones. These zones, processed using the ECCOmodule (see Section 3.3), col-lectively represent the active core regions and surrounding structures in the simplifiedtwo-dimensional geometry used for the S/U analyses.
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Figure 13: Schematic representation of the axial characterization process. The left side of thefigure illustrates the conceptual transition from the physical fuel assembly to its computationalrepresentation, in which regions exhibiting distinct neutronic behavior are homogenized forsimulation purposes. The right side highlights the necessity for multiple axial characterizationsof a single assembly type – in this case, control rod assemblies – in order to accurately representtheir varying configurations throughout the reactor operating cycle, including Beginning of Cycle(BoC), Middle of Cycle (MoC), End of Cycle (EoC), and fully inserted (IN) states. [37]
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Figure 14: Cylindrized representation of the ALFRED core. The volume of each zone is preserved,and the placement of the annular interfaces reflects the average distance between the absorberdevices and the axis passing through the reactor center. [37]
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