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Abstract

Multiphase electric machines constitute a category of electric motors notable for high
torque density, reliable operation, and robust performance under fault conditions, making
them strong candidates for automotive propulsion. This thesis, conducted during a research
period at the Power Electronics and Machine Centre of the University of Nottingham

(UK), focuses on stability analysis and control strategies for multiphase electric machines.

Initially, an overview of the three-phase machines is presented, including the derivation
of all fundamental equations and the associated reference frame transformations. This is
followed by an analysis of the mathematical models and control schemes used for speed,
torque, and current regulation. From this, the fundamental equations for dual-three-phase
machines are derived, along with a description of their topologies and the methodology

used for machine characterization.

A comprehensive inductance analysis is conducted for both Interior Permanent Magnet
(IPM) and Surface Permanent Magnet (SPM) multiphase machines, accounting for linear
and nonlinear B — H material characteristics. Based on the derived values, classical,
modified, and autotuned PI controllers are investigated, along with a comparison of various
feedforward compensation techniques. The current control strategy is developed using
the modular approach and the vector space decomposition (VSD). Furthermore, instead
of relying on inductance values for flux estimation, a control strategy based on a flux

observer is proposed and evaluated.

All control loops are implemented on the derived machine models to evaluate their effect
on system stability and dynamic performance. For current control, which is modeled as a
multiple-input multiple-output (MIMO) system, a state-space representation is developed

and analyzed through eigenvalue analysis.

To validate the theoretical models and control algorithms, detailed studies are carried out
in Matlab and Simulink. The simulation results are analyzed to compare the dynamic
response and robustness of the various control strategies under a range of operating

conditions, including different load torques and speed profiles.



Sommario

Le macchine elettriche multifase costituiscono una categoria di motori elettrici noti per
Ielevata densita di coppia, il funzionamento affidabile e le prestazioni robuste in condizioni
di guasto, rendendole forti candidate per la propulsione automobilistica. Questa tesi,
svolta durante un periodo di ricerca presso il Power Electronics and Machine Centre
dell’Universita di Nottingham (Regno Unito), si focalizza sull’analisi della stabilita e sulle

strategie di controllo per macchine elettriche multifase.

Inizialmente, viene presentata una panoramica delle macchine trifase, inclusa la derivazione
di tutte le equazioni fondamentali e le trasformazioni del sistema di riferimento associate.
Segue un’analisi dei modelli matematici e degli schemi di controllo utilizzati per la
regolazione della velocita, della coppia e della corrente. Da cio, vengono derivate le
equazioni fondamentali per le macchine doppio trifase, insieme a una descrizione delle loro

topologie e della metodologia utilizzata per la caratterizzazione della macchina.

Viene condotta un’analisi completa dell’induttanza sia per macchine multifase a magneti
permanenti interni (IPM) sia per macchine a magneti permanenti superficiali (SPM),
tenendo conto delle caratteristiche lineari e non lineari del materiale B— H. Sulla base dei
valori ottenuti, vengono studiati controllori PI classici, modificati e autotunati, insieme a
un confronto tra varie tecniche di compensazione in avanti. La strategia di controllo della
corrente e sviluppata utilizzando 'approccio modulare e la decomposizione dello spazio
vettoriale (VSD). Inoltre, anziché basarsi sui valori di induttanza per la stima del flusso,

viene proposto e valutato un approccio di controllo che impiega un osservatore di flusso.

Tutti i loop di controllo sono implementati sui modelli derivati della macchina per valutarne
I'impatto sulla stabilita del sistema e sulle prestazioni dinamiche. Nel caso del controllo di
corrente, modellato come un sistema a ingressi e uscite multiple (MIMO), viene sviluppata,

una rappresentazione nello spazio degli stati e analizzata mediante analisi degli autovalori.

Per validare i modelli teorici e gli algoritmi di controllo, vengono condotte simulazioni
dettagliate in Matlab e Simulink. I risultati delle simulazioni sono analizzati per confrontare
la risposta dinamica e la robustezza delle varie strategie di controllo sotto una gamma di

condizioni operative, inclusi diversi carichi di coppia e profili di velocita.
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List of Terms

Latin letters

A: state matrix

A.: z-component of the magnetic vector potential normal to the analysis plane
B: input matrix

B: viscous friction coefficient

B, and B,: flux density components

C: constant matrix

C1, Cs: constants determined by initial or boundary conditions

D: output matrix

Dy: denominator factor

E: feed-through matrix

e: current error

€.: speed error

fmoa: modulation frequency

fre: rotor MMF harmonic frequency for order k

frp: main rotor MMF harmonic frequency

fsampie: sampling frequency

fsr: stator MMF harmonic frequency for order k

fsp: main stator MMF harmonic frequency

fsw: carrier signal

G: forward loop transfer function

G closed loop transfer function

Gmec: mechanical transfer function

G pr: transfer function of classic P1I

Gy closed-loop transfer function

H: feedback transfer function

i* = [ig, i2]": reference current
idg = [ia,ig)" : current in dq frame
Tabe = [ia,1p,7c]7: current in abc frame
J: rotor’s moment of inertia

J: current density

K: surface current density

K,: proportional gain

K;: integral gain

kiron: coefficient of iron losses

kmecn: coefficient of mechanical losses

L: active axial length
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L,: d-axis inductance

L. g-axis inductance

Laq: apparent inductance matrix in dq frame

dLg4q: incremental inductance matrix in the dq frame
n: number of states in state space representation

n, and n,: surface normal vector’s components

m: number of inputs in state space representation
m;: modulation index

p: number of outputs in state space representation

P: number of pole pairs

r: position vector

R.: stator resistance described as diagonal matrix

R,: stator resistance

R,.: radius from the rotor center

r1: vector of an infinitesimal current located on the surface S;, where it is evaluated A,
ro: vector of an infinitesimal current on the surface S, which generates the magnetic
vector potential (A) at ry

S1 and Sy: slot cross-sectional areas

T: transformation matrix

T,: electric torque produced by the motor

T7: reference electric torque

Ty, torque load

Tysq: VSD transformation matrix

u: input vector

0 = [vg,vy]": voltage vector in dq frame

Vape = [V, Uy, V] L2 voltages in abc frame

Ve pk: Deak amplitude of the carrier signal

vgp: voltage from feedforward compensation

Vip: Summing point input voltage with feedforward compensation
Umod,pk: Peak amplitude of the modulation signal

Z: state vector

(Ze, Ue): coordinates of the equilibrium point

y: output vector
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Greek letters

A: eigenvalue

lo: magnetic permeability of free space

d;;: Kronecker delta

w: electrical angular velocity of the motor

w,: control bandwidth

Wp,: mechanical angular velocity of the motor

*

w;,: reference mechanical speed
wy,: natural pulsation

0: angular position

©*: target flux on a generic axis
¢: flux estimated by the observer
Pabe = [Par Pb, Pc]
©pm: Permanent magnet flux linkage

: magnetic flux linkages in abc frame

&: damping factor

o: Maxwell stress tensor

Abbreviations

DOF:: Degrees Of Freedom

DM S: Decoupled Modular—Stator

DT P: Dual Three Phase

EMF: Electric Motive Force

FEMM: Finite Element Method Magnetics
GCD: Greatest Common Divisor

IPM: Interior Permanent Magnet

LUT': Lookup Tables

MMF': Magneto Motive Force

MIMQO: Multiple Input Multiple Output
MTPA: Maximum Torque Per Ampere
MTPE: Maximum Torque Per Efficiency
P1I: Proportional Integral

PMSM: Permanent Magnet Synchronous Motors
PW M: Pulse Width Modulation

S1S50: Single Input Single Output
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Chapter 1

Fundamentals of electric motors,

power electronics, and controls

The architecture of a general electric powertrain, encompassing the electric motor, power
electronic converter, and control system, forms the central theme of this introductory
chapter. To effectively navigate the complexities inherent in multiphase electrical machines,
this study adopts a progressive approach, initially establishing a robust understanding of

the three-phase system.

1.1 Overview of three-phase drives

This chapter begins with the examination of conventional three-phase machine equations,
establishing the mathematical framework necessary to develop equivalent multiphase
machine models. Although three-phase machines are dominating the market due to their
operational simplicity and mature control methodologies, they present several limitations.
The fundamental constraints of three-phase architectures manifest primarily in their limited
DOF that is possible to control. In the context of electric drives, the term DOF refers to
the number of independent electrical variables that can be actively controlled to influence
the electromagnetic behavior of the machine. This section provides a formal analysis of

the degrees of freedom for both conventional three-phase and dual three-phase machines.

Three-phase machine

A three-phase machine includes three stator windings fed by a currents i,, i, and ..
Under balanced operating conditions, and assuming no neutral connection, these currents

are constrained by Kirchhoff’s current law, leading to the following condition:

by iy +i.=0 (1.1)



This constraint implies that only two of the three phase currents are linearly independent.
As a result, the number of electrical degrees of freedom is: DOF gjectrical = 3 — 1 = 2
These two electrical degrees of freedom are typically exploited to independently control the
torque-producing and the flux-producing components of the stator current. Although the
physical implementation of such control is typically carried out in a transformed coordinate
system, the existence of only two independent electrical variables remains fundamental.
Mechanically, the machine has one degree of freedom associated with the rotation of the
rotor: DOF echanical = 1

Consequently, the total number of degrees of freedom is given by:

DOFtotal = DOFelectrical + DOFmechanical =2+1=3 (12)

One of the fundamental limitations of three-phase architectures is their inherently low
DOF, which restricts fault tolerance and can lead to significant performance degradation or
even complete system failure. This vulnerability poses a critical challenge in applications
where continuous and reliable operation is essential. Additionally, three-phase systems
typically exhibit higher torque ripple compared to multiphase alternatives, resulting in
increased mechanical vibrations that can compromise operational smoothness and user
comfort. From a power distribution standpoint, confining the electrical load to only three
phases necessitates higher current in each winding, thereby increasing Joule losses and

exacerbating thermal management issues.

Dual three-phase machine

A dual-three-phase machine consists of two independent three-phase winding sets, com-
monly referred to as sector A and sector B. Each has its stator currents: i,q, 41, 7.1 for
sector A, and i,9, 949, 1.0 for sector B.

Assuming again that each sector operates under balanced conditions with no neutral

connection, the following constraints apply:

(1.3)

tal + %1 + %1 =0
a2 + b2 + 2 =0

This results in two linear constraints among the six total phase currents. Therefore, the
number of independent electrical variables is: DOF gectrical = 6 — 2 = 4

The rotor remains mechanically constrained to a single degree of freedom, representing its
angular position: DOF ,echanical = 1

Hence, the total number of degrees of freedom in a dual three-phase machine is:

DOFtotal = DOFelectrical + DOFmechanical =4+1=5 (14)



The inherent redundancy of multiphase configurations provides robust fault tolerance,
enabling continued operation despite partial winding failures, a capability of particular
importance in aerospace propulsion and automotive traction systems where operational
reliability directly impacts safety. The distributed nature of power transfer across multiple
phases simultaneously reduces the current density in individual windings. Additionally,
the increase in phase number inherently produces smoother torque, effectively addressing

vibration and acoustic noise issues prevalent in conventional three-phase machines.

1.1.1 Machine equation

The following section outlines the derivation of the fundamental machine equations, which
form the basis for developing the corresponding models for a dual-three-phase motor.

This approach enables the representation of phase voltages by synthesizing two fundamental
physical principles that govern all electrical machines. The first is Ohm’s law, which
accounts for the resistive voltage drop across the machine windings. The second is the
Faraday-Neumann-Lenz law, which describes the induced voltage components resulting
from time-varying magnetic flux. By considering the three phase as three independent

circuit, it is possible to express the phase voltage as following:

. doa
Vo = Ry - ig + 5

vp = Ry - iy + %22 (1.5)

. doe
Ve = Ry i+ 75

Equation (1.5) can be rewritten in matrix format:

Vg lq J Pa

=R, |1 — 1.6
Uy | T a | P (1.6)
Ve 'ic Pe

The formula (1.6) can be rewritten in the stationary o/ reference frame using the Clarke
transformation, which converts all terms from the three-phase abc reference frame into
two orthogonal components. This transformation is essential for simplifying both analysis

and current control.

Clarke and Park transformation

Consider a general three-phase quantity u, composed of components u,, up, and u., each
separated by a phase shift of 120°. The figure 1.1 illustrates the three main reference

frames:

o abc reference frame (three-phase system);



 Stationary af frame (Clarke transformation);

» Rotating dq frame (Park transformation).

B axis p B axis

q axis

Figure 1.1: Reference frames

Clarke transformation

The Clarke transformation projects the three-phase system into two orthogonal axes:
e «-axis, aligned with phase a;
e [-axis, orthogonal to «, forming a 2D orthogonal basis.

Assuming a balanced system, the three phase vectors are separated by 120° in space and

can be geometrically represented in the two-dimensional a5 plane as follows:

a = cos(0°)7 4 sin(0°)j =11
b = cos(120°)7 + sin(120°) j = —; 14 \f -J (1.7)
¢ = cos(—120°)7 + sin(—120°) j = —; - \f )
Considering a generic vector u in abc:
U=1U-a+u b+u.-c (1.8)
Substituting (1.7) into (1.8):
a:ua-(1-5)+ub-(—;-€+\gg-j)+uc (—;-%—\f-j) (1.9)



By separating the oS components, the following expressions can be obtained:

1 1
Uq a §ub - iuc

I
S

(1.10)

S

ug 2 (up — ue)

Assuming a balanced three-phase system, the sum of the phase components is zero. This

allows one phase to be expressed in terms of the others, as follows:
Ug +Up +u.=0 = U= —u, — Up (1.11)

To preserve the vector results between the original three-phase system and its orthogonal

projection, the following relationship must be satisfied:
[tabell = lluasll = vq + up +ug = ug + uj (1.12)
The first term of (1.12), in accordance with (1.11), is:
uZFup Fud = udup A (—u —up)? = U g ud A 2uaup +up = 2ul 4+ 2+ 2uau, (1.13)

The second term of (1.12), in accordance with (1.10), is:
1 \2 (V3 ’
ud 4 uf = <ua — —up — 2uc> + <2(ub - uc)>

1 \? 3
up — 2uc> + Z(Ub — u,)?

1 1 1 3 1.14
= (uz — UgUp — Ugle + —UF + ~UplUe + ui) + = (uf — 2upue 4+ u?) ( )
4 2 4 4
2 +12+ +12+323 +32
= U — UgUp — UgUe + —U; + —Uplle + ~US + —U; — —Uple + — U
@ ’ g0 Tt T Te Tyt e Ty
= ui — UgUp — UgUe + ug — UpUe + uz
Substitute (1.11) into the expression (1.14):
ug + uh = ul — Ugty — Ua(—Uq — Up) + Uy — Up(—Uq — ) + (—Ua — up)?
= uZ — Ugdp + U2 + gy + Up + Ugp + up + Uz + 2y + up (1.15)

= 3u? + 3uj + 3u,up

Finally, equation (1.12) can be validated by combining equations (1.13) and (1.15):

2
(ui—i—u%) = g(uz—kug—kui) (1.16)

In conclusion, combining the equations (1.10) and (1.16) is possible to obtain:



u 21 -1 -1 o
Y=z 2 2\l 1.17
e e o

In most cases, this equation is derived by incorporating the common-mode terms x
mathematically defined as: xy = %(Ia + xp + x.)

Summarizing these equations together is possible to obtain the following:

Ug, 5 1 —% —% Ug
us| =510 % —F| |w (1.18)
e

Tabe—sap

Considering equation (1.6) and multiplying each term for the transformation matrix

T sbc—ap is it possible to define the following new terms:

Vo, Vq lo lq Pa Pa
U | = Tabc—>a6 Uy | 7:5 = Tabc—)aﬁ | ©p| = Tabc—)aﬁ @b (119)
Vo Ve| |0 ic| |0 Pc

The previous equation can be reformulated using the following notation, which represents

the machine equation in the af reference frame:

Vg lo o
Up| = RS iﬁ + 2y (1.20)
Vo i() Vo
Park transformation
Considering the vector:
ﬂag = Uqy +]’LL5 (121)

Now consider a new reference frame, denoted as the d-g frame, which is rotated by an
angle 6 with respect to the stationary a-f frame. The transformation of coordinates from
the a-f frame to the d-q frame can be mathematically described by:

Ugg = Ugp - €7° (1.22)

Substituting (1.21) inside (1.22):

Ugg = Uq - c08(0) + ug - sin(0) + j(—uq - sin(0) + ug - cos(6)) (1.23)

To distinguish between the two reference frames, the transformation can be expressed in



matrix form as follows:

ug| _ | cos(fe) sin(be)| |ua (1.24)
U, —sin(fe) cos(fe)| |us |

Ta,@a dq

In general, the equation (1.20) can be transformed into the dq reference frame by multiplying

both sides of the equation by the Park transformation matrix Tys_, 44:

Vo Z'oz

Lg

= Ta,BH dq 'Rs :

d |¢a
+Taps dq - |:S0 ] (1.25)

T, . il
B— dq [ dt 05

U

In accordance with the general equation (1.24) it is possible to obtain:

Vg
Uq

The previous equation is not fully developed, as the flux terms are more complex to handle

iq
:Rs .

1

d |¢a
T dg - {90] (1.26)

q dt ¥s

due to their dependence on the electrical angle. To completely transform the equation in

the dq reference frame, it is necessary to rewrite the fluxes as follows:

Pa
¥p

Where the inverse of the Park matrix transformation is the following:

= (Tap ag) H (1.27)

Pq

_ cos(f.) —sin(6.)
T, = 1.28
(Tas a0) Lin(@e) cos(f,) (1.28)
Applying the derivative:
d 1 —sin(f,) —cos(f.)
— (T, = W, 1.29
dt (Tas— da) [ cos(f.) —sin(6,) (1.29)
Rewrite equation (1.26) with the previous substitution:
v 7 d d _
U= R |+ 27 Taso a3 (Tagr ) |7 (1.30)
Yq lq ¢ pq ¢ Pq
Where is it possible to rewrite:
d . cos(f)  sin(h) cos(f) —sin(6)
T, - — (Tq = CW e 1.31
g g (Lo aa) [— sin(f) cos(0) sin(f)  cos(0) (1.31)

Remembering the identity sin?(6) + cos?(6) = 1 and simplifying terms with opposite signs,



it is possible to obtain:

d

_ 0 —w
TaB—> dg * % (Ta6—> dq) = L} 0 } (1'32>

Finally, the resulting equation, in accordance with [6], is:

Vg 0 —w
Vg w 0

1.1.2 Current control

L
dt

Pd
Pq

{
=R, - d +

i

wd] (1.33)
Pq

q

A proportional-integral controller is a widely used control strategy in automatic control
systems. Its aim is to minimize the error between a desired reference signal and the actual
output of a system by adjusting the control input. The PI controller achieves this by

combining two types of control actions:

« Proportional term (P): generates a control signal that is directly proportional
to the current error. This term plays a significant role during transient phases,

particularly when the error changes rapidly;

 Integral term (I): produces a control action based on the cumulative sum of past
errors over time. This term becomes especially important in steady-state conditions,

as even small errors persisting over a long duration can accumulate.

Mathematically, the control signal u(t) generated by the PI controller is expressed as:
t
u(t) =K, -e(t) + KZ»/ e(r)-dr (1.34)
0

where e(t) = yres(t) — y(t).
Taking the Laplace transform of the time-domain PI controller, and assuming zero initial

conditions, the control signal U(s) in the frequency domain becomes:

K

U(s) = K, - E(s) + f L E(s) = (Kp + S) L E(s) (1.35)

Where the terms that describe the transfer function of the classic PI become:

U(s) K

Gp[(s) = m = Kp + (136)

i
s
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Figure 1.2: Classic PI scheme [1]

PI controller does not operate effectively when dealing directly with sinusoidal variables,
due to the continuously oscillating nature of the error signals. This limitation is one of the
key motivations behind the introduction of the dg transformation. By transforming the
three-phase quantities into a rotating reference frame aligned with the rotor, the sinusoidal
signals become steady-state values.

In this synchronous reference frame, two independent PI controllers can be employed, one
for each axis (d and ¢), enabling effective decoupling of flux and torque control. This
technique, which decomposes the stator current vector into two orthogonal components, iy
and 44, is known as field oriented control.

From the machine equations presented in (1.33), the Laplace domain representation can
be derived:

{Vd(s) =R, I+ sLaly — wL,I, (137

Vi(s) = Rs Iy + sLyly + wLlyly + wppn,

To obtain the plant’s transfer function, it is necessary to rearrange the terms:

{Vd(s) +wlhyl, = Ry I+ sLgly (138

Vy(s) —wlgly = Rs 1, + sLyl, + wppm,

Where it is possible to define:

{Ud = Va(s) + wL,1, (1.3

U, =V,(s) —wLqlg — wopm

According to equation (1.35), and considering the error defined as F = I'* — I, the control

output U can be expressed as follows:

K; .
U = Kpa - (I = La) + =2 - (1j — 1)

Ki,q
S

(1.40)
Uq = Kp,q ) (I; - [q) +

'(I* _[q)

q



In conclusion, the transfer function of the plant can be expressed as follows:

Goa= V= L
plant.d =1 Ly + R,
(1.41)
a R
plantd = 1 5Ly + R,

Having thoroughly analyzed the transfer functions of both the PI controller and the plant,
I will now proceed to examine the closed-loop transfer function of the overall system.
This comprehensive representation is fundamental for the setting of the proportional and

integral gain.

Combining the equations (1.38), (1.40), (1.41) with the standard closed-loop transfer

% and considering the block diagram shown in figure 1.3,

the closed-loop transfer function can be expressed as:

function formula Gy(s) =

sKp a+K; q

Gcld(5> = Ld
) Kp,d+R K;
52 pL;r =S LT

sKp,qt+Kiq

Gcl,q<3) = o

2 | Kpg+tRs | Kig
s% + Ta s+ I,

(1.42)

F ard Path
=
Input ay Output
] G > 0
Summing
Point
H -

—

Feedback Path

Figure 1.3: Closed loop transfer function

Given that the sole distinction in equation (1.42) lies in the reference frame, the system
dynamics can be expressed in a generalized form. This unified representation captures the
underlying symmetry of the equations while maintaining their fundamental structure:

SKP+KZ‘

Ga(s) = 52 1 sz-Iszs_i_Izi (1.43)

To determine the proportional and integral gains, the corresponding transfer function must

be compared with the standard form of a second-order system:

10



2

G(s) = T 2 T (1.44)

The transfer function in equation (1.43) exhibits a mismatch with respect to the standard
transfer function (1.44), as evidenced by w.. To address this inconsistency, a reformulation
of the control structure, referred to as the modified PI controller [1], is proposed in the

following;:

reference error

¥y +

Y
L
&

process variable

Figure 1.4: Modified PI scheme [1]

The proposed modification consists in removing the contribution of the reference signal
from the proportional term. This alteration affects the transfer function that describes

the closed-loop system. Based on equation (1.40), the outputs of the PI controller are now

given by:
K; .
Ua(s) = —Kpala + —(I} — 1)
; (1.45)
Uq(s) =—Kp s+ ;q ([; - [q)

By combining equations (1.38), (1.41), (1.45) with the standard closed-loop transfer

function formula Gy(s) = %, it is possible to obtain:
K;
Ga(s) = L (1.46)

32+(@)3+%

At this point, looking at the (1.44), it is possible to proceed by comparison and obtain
proportional and integral gain:
K, =2¢w.L — Ry
g (1.47)
K, =w’L

Starting from the closed-loop transfer function with the modified PI controller given in

equation (1.46), the poles of the system can be analyzed by examining the roots of the

11



denominator, which correspond to the values of s that make the denominator zero.
To facilitate this analysis, the following second-order differential equation is introduced.
It involves an unknown function y(x), along with its first derivative y/(z) and second

derivative y"(z):

a(x)y” +b(x)y + c(x)y = g(z) (1.48)

where a(x),b(z),c(x), and g(x) are known functions defined on an interval I C R, with
a(x) # 0 forall z € I. The equation is called homogeneous if g(x) = 0, and nonhomogeneous
otherwise.

To simplify the analysis, is possible to consider a nominal operating point where the
machine poles are studied, typically corresponding to rated conditions. In this case,
the equation becomes simpler because the coefficients a, b, and ¢ are constant, being
independent of L and R;.

The equation (1.48) thus reduces to a homogeneous equation with constant coefficients:

ay’ +by +cy=0 (1.49)

To solve this, is possible to considers the associated characteristic equation:

as* +bs+c=0 (1.50)

To determine the roots of the characteristic equation, the quadratic formula is applied:

S12 = bty bi—dac v;fm where the nature of the solution depends on the discriminant A = b?—4ac.

The roots s; and sy characterize the dynamic response of the system.
In this case, applying the formulas above requires analyzing the denominator of equa-

tion (1.46) and defining the natural frequency by w, = /%4, along with the damping ratio

given by & = f&%

K, + Ry L
_— 85 - =
L L

Solving for s, is possible to obtain:

S12 = —€wy Ewpy/E2 — 1, (1.52)

where the term under the square root corresponds to the discriminant A = +w,/&% — 1

s* + §% + 28wps + w2 =0 (1.51)

12



Now it is possible to study separately these three possible cases:
« Overdamped system (£ > 1, A > 0):

— Poles: two distinct real roots at:

S12 = —Ewy £ wy /€2 — 1 (1.53)

Writing the generic equation:
y(x) = C1e*" 4+ Coe™” (1.54)

— Response: each pole defines an exponential decay term with time constant:
71 = 1/|s1]: dominates the long-term slow decay;

Ty = 1/|ss|: governs the initial fast transient.

« Critically damped system ({ =1, A = 0):

— Poles: repeated real root with multiplicity 2 at 512 = —w,

Writing the generic equation:
y(z) = (C1 + Coz)e™ (1.55)
— Response: oscillatory with fix amplitude

o Underdamped system (0 <& <1, A <0):

— Poles: complex conjugate 0 = o &+ 3 at:

s12 = —&wy, £ jwpy /1 — €2 (1.56)

Writing the generic equation:
y(x) = e* (Cy cos(fz) + Cysin(fz)) (1.57)

— Response: oscillatory decay

For reference, the three damping cases discussed earlier are illustrated in the following

figures [7]:

(a) Overdamped  (b), (c) Underdamped  (d) Critically damped

13
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Figure 1.5: Pole position and time response

However, there may be cases where, due to the selected damping factor, control bandwidth,

and system parameters, the K, gain calculation results negative:

S (1.58)

2 CL_ S c
Ew R, <0=w <2§L

In such cases, it is preferable to set K, = 0 and re-derive K; by imposing the desired pole

localion Slarling frOm 1he equalion (151)
Rs R§ 4K2‘
o — s :l: 1/72 — =

’ 2

Starting from this relationship, it is possible to impose the position at the dominant pole

(1.59)

of the closed-loop system. In a transfer function, the dominant pole is the one closest to
the imaginary axis. This pole is selected to be real, negative, and equal in magnitude
to the desired control bandwidth. It can be shown that the second pole is also real and

negative, but located further from the imaginary axis.

 —R.+\/R2—4LK;

TWe = 2L

(1.60)

The solution for Kj is:

K; = w.R, — WL (1.61)

In conclusion, the procedure for tuning the gains of PI controllers, assuming the damping

factor £ is one, can be summarised as follows:

14



. Rs Kp = O
ifw. < — =
L K; = w.R, — w2L
(1.62)
K, =2¢w.L — R,
if w, > LR R :
L K; = w?L

Finally, also the schematic of the current control of a three-phase motor in the d-q reference

frame is obtained:

% _ Uy _
V
Idir - PI L d
+ .
Iq_r B PI U 4 Vq
q
I, (Lal;+Apm)

Figure 1.6: Current control

In practical applications, the PI controller does not operate in a truly continuous-time
domain. Instead, its behavior is inherently discrete due to the computational requirements
and the need for processing time between successive control actions. As a result, while the
PI controller is often theoretically modeled as a continuous-time system for simplicity and
analytical convenience, its real-world implementation necessitates the inclusion of a delay
term to account for the sampling and computation intervals. This delay effectively bridges
the gap between the idealized continuous model and the discrete nature of actual control

systems.

1.1.3 Speed control

Accurate speed control of a three-phase motor is a fundamental aspect of electric drive
systems. This section provides a mathematical foundation for IPM and SPM motor speed
control, highlighting its significance and presenting essential dynamic equations.

The electromagnetic torque T, generated by an IPM motor is expressed as:

3 ) .
T, = §P [@pmlq + (Lg — Lq)ldlq] ) (1.63)

For an SPM motor, since Lq = L, the reluctance torque contribution is negligible.

15



The mechanical dynamics of the motor are governed by the following equation [6]:

dwn,
ﬂ—ﬂ:J%%+&%, (1.64)
Rewriting in Laplace domain:
T.— T, = (Js+ B)wp, (1.65)

From the previous equation is possible to obtain the mechanical transfer function:

W 1

Gmec: =
T, —1Tr, Js+ B

(1.66)

A cascaded control structure is typically employed to regulate correctly the speed of the

motor:

1. Speed control (outer loop): computes T based on the speed error;

2. Current Control (inner loop): regulates iy and i, to realize the desired torque.

A

" : Te* Te ’
L4 + _,b—b 1/S 4,@L> Current control Mechanical plant

J |

L

Figure 1.7: Speed and current control
The speed error e, is defined as:

Cw = Wy, — W, (1.67)

A modified PI controller is used to generate the torque reference:

ﬁ:—&ﬂm+m/%ﬁ (1.68)

Since the current control loop typically operates at a bandwidth approximately ten times
higher than that of the speed control loop, it responds significantly faster to changes in
the control signal. As a result, the inner current loop can be assumed to track its reference
values almost instantaneously relative to the dynamics of the outer speed loop.

This separation of time scales justifies the common control design assumption that the
torque, producing current component, and hence the torque reference 7 is accurately and

promptly achieved. Therefore, for the purpose of speed controller design, the dynamics
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of the current loop can be neglected, allowing the torque reference 77 to be treated as

directly applied to the mechanical system.

afs ) —-—@—’ 1/S —>©—> Mechanical plant [
A
w I

Kp~>

Y

Figure 1.8: Simplify speed control

The closed-loop speed control system can be analyzed using the same approach applied in
the current control analysis, but with the equations (1.66) and (1.68). In this context, the
load torque T}, is neglected due to the lack of precise information about the external load.
Moreover, the PI controller is designed to minimize the speed error over time, effectively
compensating for unmodeled disturbances such as 77,.
The transfer function of the speed loop (neglecting load torque) is:

Wi () o

G, = = J , 1.69
Cw(s) 2+ Etheg 4 Ki (169)

In conclusion, the procedure for tuning the gains of PI controllers in accordance with the

procedure used in current loop control can be summarized as follows:

, B K,=0
fw.< — =
J K; = w.B —w?J
(1.70)

B K, =2¢w.J — B
ifw.>— = b ¢

<

The Simulink model incorporates both control strategies: the modified PI controller
(Figures 1.7 and 1.8) and the classical PI controller. The classical PI controller, which is
also used in the subsequent simulation, is chosen to simplify the tuning process and to

provide an alternative approach to the modified structure employed for current control.

To enhance efficiency, the Maximum Torque per Ampere (MTPA) strategy is applied.
This method determines the d-axis and g-axis current references that minimize the stator
current magnitude for a given torque requirement. The complete control architecture,

including the inverter stage, is depicted in the following figure:

17



e
L’ HdLT
. . —b(g)vl PI |—' dq
Wr S Te R 'y )
(X MTPA Ij—L — Ul ap

fdL

I:ql.

m position
Sensor

dOw/dt

L1

He Pn

Figure 1.9: Speed and current control without feedforward compensation

1.1.4 Torque Control

Torque control constitutes a critical component in electric systems, enabling precise
regulation of a motor’s torque output to track a desired reference . This capability is
particularly vital in electric vehicles, where the driver requests to the gas pedal a defined
torque. The fundamental objective of this control, based on MTPA, is to maximize the
torque output for a given magnitude of stator current.

In practical applications, particularly within Simulink environments, MTPA strategies are
commonly implemented using look-up tables. This method offers significant advantages in
terms of computational efficiency by eliminating the need to solve nonlinear equations in
real time.

The implementation process begins with an offline computation, where finite element
simulations are carried out using FEMM. This phase involves evaluating the motor’s
electromagnetic behavior for various combinations of direct and quadrature axis currents,
iq and 7,. For simplification, it is assumed that the same current is applied to both sectors

of the machine, leading to the following discrete current sets:

ig = g = igp = [—213.75, —142.50, —71.25, —35.625, 0, 14.25]A
iq = ig = ig = [—14.25, 0, 35.625, 71.25, 142.50, 213.75]A

Each (i4,1,) pair is simulated to determine the corresponding electromagnetic torque with
the formulas presented in chapter 2. For each current magnitude, the configuration yielding
the maximum torque is identified and stored. This data is then organized into a structured
form to create a two-dimensional lookup table, which maps optimal current references to

torque values and serves as the basis for real-time control implementation.
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Finally, in figure 1.10 are represented the torque and current control of a three-phase

motor:

l Udc
e ’—1 3
fa’ udl Ua }—I

3 Pl d
T > T R —|_. g un | SVPWM inverter
- Pl MTPA | i I gL af [
T qp

fdL, dq
iql. ABC

\ A 4 TH.‘
Torque calculation

X

Figure 1.10: Torque and current control without feedforward compensation

The MTPA strategy minimizes the stator current magnitude for a given torque output,
thereby reducing Joule losses. However, MTPA does not take into account iron losses,
which increase with electrical frequency, or mechanical losses, which rise with rotor speed.
Consequently, optimizing the overall drive efficiency requires a more comprehensive ap-

proach.

Efficiency maps provide a powerful tool in this context, as they account not only for
copper losses but also for iron and mechanical losses. By considering these additional
factors, efficiency maps enable more optimization strategies aimed at reducing total energy
consumption and improving overall system performance.

These strategies are particularly effective in IPM machines, due to their inherent magnetic
saliency (Lgq # L,). This characteristic enables flexible control over iy and i, components,
allowing the exploitation of both magnetic and torque contributions for enhanced efficiency.
In contrast, SPM machines typically exhibit Ly ~ L,, lacking significant saliency. As
a result, they generate little or no reluctance torque and offer a limited possibility for

efficiency optimization.
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1.2 Overview of multi-three-phase system

The concept of multiphase motor drives can be traced back to 1969, when a five-phase
induction motor fed by a voltage source inverter was first proposed [8]. Although initial
progress in this domain remained modest throughout the 1970s and 1980s, the 1990s
marked a turning point, with a noticeable increase in research activities. This growing
interest culminated in widespread global attention during the early 2000s.

The resurgence of interest in multiphase drives has been largely fueled by emerging
demands in three technologically intensive application areas: marine propulsion, traction
systems for electric and hybrid electric vehicles, and electric aircraft architectures [9].
These sectors present stringent requirements in terms of reliability, efficiency, and fault
tolerance, attributes that multiphase machines are inherently better equipped to meet
when compared to traditional three-phase solutions [10]. The intrinsic advantages of
multiphase systems include enhanced fault handling capabilities, reduced current stress
per phase, improved torque quality, and increased power density.

Despite substantial progress in the development of electrical machines and associated drive
systems, the adoption of multiphase architectures in real electrified transportation remains
relatively limited [9]. This slow integration is primarily due to several technical and
economic barriers. Multiphase systems often necessitate more complex inverter topologies,
a higher number of power electronic components, and sophisticated control strategies with
increased computational requirements. Additionally, the lack of standardized industrial
solutions and increased overall system cost further hinders their commercial deployment.
Nevertheless, recent years have witnessed a marked resurgence in research activities, with

particular emphasis on multi-three-phase machines.

1.2.1 Machine structure

This thesis analyzes two different multi-phase machines SPM and IPM, to understand the
differences in both their control strategies and design aspects.

Starting with the SPM motor, it is a synchronous machine that achieves high power density
and efficiency through the strategic integration of permanent magnets on the rotor surface.
The fundamental operating principle relies on the electromagnetic interaction between
the stator’s rotating magnetic field and the rotor-mounted permanent magnets. When
alternating current energizes the winding of the stator, the resulting rotating magnetic field
interacts with the permanent magnets, generating continuous torque through alternating
attraction and repulsion of magnetic poles. Electronic commutation precisely controls this
interaction, maintaining synchronous operation.

Key advantages of SPM motors include their efficiency, stemming from the absence of rotor
copper losses and reduced iron losses. The synchronous operation enables precise speed

control across the entire operating range, while the compact design with high-strength
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magnets delivers high torque density.

However, SPM motor design presents several engineering challenges. The use of rare-earth
permanent magnets introduces material cost volatility and supply chain dependencies.
Thermal management becomes critical as high temperatures can lead to partial demagne-
tization of the permanent magnets. Additionally, the motor exhibits cogging torque, a
periodic torque ripple caused by magnetic attraction between rotor magnets and stator
teeth.

------ Stator

Coil

Permanent
Magnet

Figure 1.11: Section of a SPM motor [2]

The structure of the dual three-phase IPM motor differs from SPM configurations, offering
substantial advantages in torque production. To understand its unique role, it is first
necessary to explore its architecture and operating principles. An IPM motor is charac-
terized by the placement of permanent magnets within the rotor’s iron core, rather than
on the rotor surface. This embedded positioning enables the motor to benefit from what
is known as magnetic saliency, a difference in magnetic reluctance along different rotor
axes. Saliency provides an additional torque component, called reluctance torque, which
complements the torque generated by the permanent magnets. This stands in contrast to
the SPM motor, where the magnets are surface-mounted and the rotor typically exhibits no
significant saliency, resulting in a torque contribution purely from the magnet interaction

with the stator’s magnetic field.
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Figure 1.12: Section of an IPM motor [2]

Introducing a dual-three-phase configuration entails a stator with two independent three-
phase winding sets. Typically, each winding set is connected to a dedicated power inverter,
allowing for independent control. This arrangement introduces both increased design
flexibility and fault tolerance. If one inverter or phase set fails, the motor may continue to
operate using the remaining healthy set.

Multiphase machines can generally be categorized into two main configurations according
to the winding layout:

i o e

=1
=
-4
L o=
i
5

i
2]

Figure 1.13: Possible winding configuration

The figure illustrates two distinct winding configurations: on the left, the multiple single-
phase windings, and on the right, the multiple independent three-phase windings.The
first configuration, which typically features symmetric phase distributions, involves several
single-phase windings that are spatially separated and connected in a manner that ensures
balanced operation. The second configuration is composed of multiple, independent sets
of three-phase windings.

The choice between these configurations depends largely on the specific application re-

quirements, such as desired fault tolerance, power density, and overall system complexity.
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This thesis focuses on the second configuration.

Within the domain of multi-three-phase machine winding arrangements, two principal
topologies are discernible: asymmetrical and symmetrical. Although both configurations
have unique characteristics, research often focuses on the asymmetrical design: a network
of star-connected three-phase stator windings, each spatially displaced and featuring
electrically isolated neutral points.

The following image shows the motor under study, featuring an asymmetric winding

configuration with a 30° phase shift:

Figure 1.14: Phase shift of 30°

In Fig. 1.14 ABC is used to indicate the first segment and XYZ the second one

1.2.2 Power electronics

To enable active control, multi-three-phase machines require a dedicated drive system. In
traditional electric drive architectures, a standard three-phase motor is typically powered
by a two-level or three-level voltage source inverter. The more easy two-level inverter
employs a bridge configuration with six switching devices arranged in three legs, controlled
through duty cycle modulation techniques. When adapting this setup for multi-three-
phase machines, each independent three-phase winding set is usually driven by its own

conventional three-phase inverter.
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Figure 1.15: Asymmetrical dual-three-phase drive system [3]

When considering the adoption of a two-level inverter feeding a dual-three-phase motor
topology rather than a conventional three-phase motor of identical power rating, several
benefits become evident. First, the distribution of current among six phases instead of
three reduces the RMS current per phase for the same total output power. This reduction
in phase current leads to lower conduction losses in both the motor windings and the
inverter devices, which can translate into higher overall efficiency.

Another significant benefit arises from the improved smoother electromagnetic torque
production. In a dual-three-phase arrangement, the phase sets are spatially shifted, and
by driving them appropriately through a two-level inverter, the aggregate phase voltage
waveform seen by the airgap can exhibit lower harmonic content compared to a three-phase
system at equal switching frequency.

Fault tolerance is also enhanced in a six-phase implementation. In the event of an open-
circuit or short-circuit fault in one phase winding or its corresponding power switch leg,
it is often possible to continue operating with reduced but acceptable performance by
suitably reconfiguring the drive signals among the remaining healthy phases. This inherent
redundancy is not available in a standard three-phase machine.

From a modulation perspective, implementing carrier-based PWM on a six-phase machine
using a two-level converter allows for the exploitation of a significantly larger vector space
expanding from 2% = 8 vectors in a three-phase system to 2° = 64 in a dual three-phase
configuration. This increased number of available switching states enhances the system’s
DOF, enabling operation closer to the DC bus voltage limit. As a result, a slightly higher

maximum amplitude of the fundamental voltage can be achieved.

1.2.3 PWDM generation
1. Ideal case

In the ideal case of PWM generation, the modulation signal is continuously compared
to a triangular carrier signal. The resulting PWM waveform transitions precisely at the

points where the modulation and carrier signals intersect. When the carrier signal has a
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higher value than the modulation signal, the PWM output is low; conversely, when the

modulation signal exceeds the carrier, the PWM output is high.

MODULATION SIGNAL

£ =N Parameter Value
I [ \/ \ » CARRIER SIGNAL .
R = | Sampling frequency 00
I O [ R N Sampling Continuous
—» PWM

Figure 1.16: Ideal PWM generation

This method provides the highest fidelity, but is not realizable in practical digital systems
due to the need for infinite sampling resolution.
Another important parameter for the generation of the PWM is the modulation index,

denoted as m, and defined as:

m; = Jmodpk (1.71)
Ue,pk

The modulation index determines the characteristics of the output waveform and can be

categorized as follows:

» Linear region (0 < m < 1): in this range, the AC output voltage varies linearly
with the modulation index. The resulting harmonic components are well-defined,

which makes filtering straightforward;

« Overmodulation region (m > 1): when the modulation index exceeds unity,
harmonics emerge in the AC output voltage. This results in spectral components at
lower frequencies, complicating the filter design and potentially degrading waveform

quality.

2. Single sampling

In this approach, the modulation signal is sampled only once per carrier cycle, typically
at either the peak or the valley of the triangular waveform. The sampled value is held
constant for the duration of the switching period, resulting in a PWM output based on

discrete modulation levels.
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Figure 1.17: Single sampling
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3. Double sampling

Double sampling enhances single sampling by capturing the modulation signal twice during
each carrier period, typically at both the peak and the valley of the triangular waveform.
This allows for better tracking of the modulation signal and results in improved accuracy
of the PWM waveform.

gt : Parameter Value
7 x | \ Sampling frequency: | foample = 2+ fow
] A KN | Sampling Discrete
Ll | T J |AT | |_T

Figure 1.18: Double sampling

In the Simulink simulation, it is possible to select either the ideal case or the double
sampling configuration in order to evaluate the differences between the ideal and practical

implementations.
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Chapter 2

Dual-three-phase machines

2.1 Machine equations

Building upon the three-phase machine equations derived in section 1.33, the same
mathematical structure can be extended to a dual-three-phase machine. For conciseness,
the full derivation is not repeated here, as the previous analysis applies analogously to
both segments of the machine. Thus, the resulting equations remain consistent, leading to

the final expression:

Uda ida Soda O —1 O O nga
' d 1 0 0 O
Yga | _ R.-1I, %Qa G L2 Pqq (2.1)
Vd, T id, dt Od, 0 0 0 —=1f |4,
Vg iq, Pap 0 0 1 0 Pay
—_——
v H o T &
dt
Where the fluxes are defined as follows:
Pd, Lda Ldaqa Ldadb Ldaqb ida Qppm,a
Pqa _ anda an LQadb anqb Ziqa + 0 (2.2)
Pd, Laya, Layge La, Layg | |24, ©Cpm,b
Pay L%du Lqua Ldeb L% i% 0
—— —— ——
% Laq i Fom
Making the derivative calculation:
dp(i,0, Ty, dp di do db dp  dl.
dp(,0, Tag) _ d di  dp df | dp  dliag (2.3)
dt di dt df dt  dliag dt
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Where is possible to rewrite some terms as follows:

— L . -~ — L B
if _ d( dq Z."i‘ 90pm) _ d( Sq)i + Laq
di di di (2.4)

o _
dt

w

From the equation (2.3), it can be observed that the time derivative of the flux is dependent
on both the rotor angular position and the magnet temperature. The rotor angular position
affects the flux distribution due to the saliency of the rotor structure, leading to variations
in the direct and quadrature inductances. Additionally, the temperature of the permanent
magnets significantly impacts their remanent flux density, thereby altering the overall
flux linkage. As the magnet temperature increases, the remanence decreases, leading to a
reduction in the electromotive force and a modification in the machine’s electromagnetic

torque production, as possible to notice in figure 2.1.

B, (T) or M, (MA/m) A

/e g

by H, (A/m)

Figure 2.1: BH curve of the permanent magnet as a function of temperature [4]

This temperature dependence introduces additional complexity in the dynamic modeling
and control of the machine, particularly in the estimation of temperature-dependent
parameters. As the temperature increases, the B-H characteristic of the magnetic material

leads to a reduction in the size of the magnetic hysteresis loop.

In this thesis, the system is assumed to operate under steady-state conditions, implying
that the temperature remains constant over time. To further simplify the analysis, the
magnetic flux is also assumed to be time invariant. This simplification is more challenging
in IPM machines, whereas it is less significant in SPM machines. This is achieved by

considering the mean values over a full electrical cycle of 360°.
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Rewriting equation (2.1) in a more compact form:
_ d3
6=Ri+d—f+wT95 (2.5)
Combining equation (2.4) with equations (2.5):

_ - degdi dp _
=R 1+ =—+ ——w4+wT 2.
v=R-i o g TwTe (2.6)

Neglecting the temperature contribution and substituting the fluxes equation (2.4):

di  do -
e suT (quz‘ 4 @pm) (2.7)

_ = d ~
U:R'Z—F(Cﬁqudl—'—qu)dt a0

Where is it possible to define the differential inductances dLqgq as:

do d -
E = deq = EqudZ + qu (28)
The final equation results:
_ - d; d(quT + @pm> - _
U= R-z+deq£ + 7] w—l—wT(quz—l—gppm) (2.9)

In the modeling of a dual-three-phase machine, the dependence of both Lg,(6) and ¢, ()
on the rotor position # introduces significant complexity in the design of the control
system. To solve this problem, these quantities are averaged over #, making it reasonable
to approximate them by their mean values. The real graphical visualization of all the
inductances as a function of the angular position is given in the simulation chapter, and
in particular in figure 5.23.

Finally, it is possible to rewrite the formula (2.9):

_ di _
F=R-i+ deqd% +wT (Lagi + @pm) (2.10)

As can be seen in the simplified equation (2.10), the voltage is a function of Lgq and dLqq,
then in the following is described the process for obtaining these values.

The development of the FEMM model required careful consideration of magnetic nonlin-
earities, making the principle of superposition inapplicable for this analysis. This nonlinear
behavior significantly influences the machine’s characteristics, particularly under saturated
operating conditions. The software enables to capture of these interactions by directly
solving the field equations while accounting for the material’s nonlinear permeability,
allowing for accurate prediction of flux density distributions and local saturation effects

throughout the magnetic circuit.
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Flux determination
The subsequent objective is to derive an expression for magnetic flux between two current-
carrying surfaces, utilizing the magnetic vector potential formulation.

The magnetic vector potential A is defined in accordance with article [11]:

j =/
Ho / S gy (2.11)
wJ |r—
In the case of surface currents distributed over a surface S, is replaced the volume current

density with the surface current density K [11]:

A7) = Z—i/s ’fﬁg’ ds’ (2.12)

Now consider two surfaces, S; and Sp, with surface current densities K; and K,. The

magnetic vector potential at a point r; € S; due to currents on Sy is:

Ar) = 1o / K1) 4, (2.13)

At Js, |7 — 7o
The magnetic energy stored in the system can be represented either as a volume integral
over the current density or, equivalently, as a surface integral over the surface current

density, as discussed in [12]:
—1/J Adv —1/K AdS (2.14)
~ 2 T '

The linked flux resulting from the interaction between the two current distributions is:

o= | Ki(m)- A(ry) dS, (2.15)
Substituting the expression (2.13) into (2.15):
K, (71) - Kof
SN (1) T5(72) 45, 4, (2.16)
S1 JSs |7"1 - T2|

Assuming both currents are oriented along the z-axis, i.e., K1 = K12 and K, = K,2, the

dot product simplifies:

K, Ky =K K, (2.17)

So the linked flux becomes:

@ :/S Kl(fl)Az(fﬁdSl — Kl(fl)KQ(fQ) dSQdSl (218)

47T|7:1—7:2| S1 JSs
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Where is it possible to define the constant terms, before the double integral, as:

Ly

_Ho
41 |’I:1 —f2|

1

(2.19)

In a post-processing step, it is possible to obtain two other important quantities that are

later used for machine control and modeling:

o Apparent inductances:

Mqadb Mqaqb
Ldb Mdbqb
Ly

(2.20)

Each element of the inductance matrix Ly, can be expressed using a general formula:

Laiqj =

Where:

D= [idaa Z.qaa Z-dba Z.qbv 96:|

wi(p1) — i (P2)

(2.21)

(2.22)

Each current component may take either zero or its value, depending on the induc-

tances considered.

e Incremental inductances:

dLgqe  dMgaq, dMaeas dMeag,
AL — dMg, 40 dLg, dMgeay dMy,,, (2.23)
9T IMypga dM dL,  dM '
dbda, dbq, dp dbgy,
dMy,4o dMg,, dMyq, — dLg,
Where each value is obtained with the following formulas:
dpga  dega  dega  dpaa
diga diqA digp diqB
dpga dpga dpga dpga
de — didA diqA didB diqB (2 24)
q deap  deip  dedp  dpds )
diga diqA digp diqB
dpgn dpgB dpgn dpgn
diga diga digB digp
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Torque and force computation
The Maxwell stress tensor approach calculates torque and radial forces, leveraging FEMM’s
integrated force calculation capabilities. Consider the Maxwell stress tensor in magneto-
statics, defined as:
oy = :0 (BZ-B]- - ;5ij32> , (2.25)

where B = (B,, B,, B.) is the magnetic flux density
The traction force per unit area on a surface with outward unit normal vector n =
(ng, ny, ny) is:

fi=oy-n;= L (Bi(B n) — 1B2ni) (2.26)

Ho 2

The electromagnetic torque 7, about the z-axis exerted on a body enclosed by surface S is:

S f[g (7 % (o)), dS (2.27)

where 7 = (z,y, z) is the position vector.

Expanding the z-component of the cross product yields:

r. = (@f, —yfs) dS (2.28)

Considering a cylindrical surface C' of radius R,. centered on the z-axis, the outward

normal vector is radial:
ngy =cos(f), mn,=sin(d), x=R-ny, Yy=R.-ny (2.29)

Considering the z f, — yf, inside (2.28):

1 — 1 - 1 -
vfy —yfs =— |xBy(B-n)— ixBQny —yB.(B-n)+ 53/327%
Ho
Hre [B B, + BQ( ) RTCB B 20
= r Ny — NN = r
o oo ! o '

where B, = B-n = Byn, + Byn, is the radial component and B; = Byn, — Byn, is the
tangential component of the magnetic flux density at the surface. The terms proportional
to B? cancel due to the antisymmetric factor.

Therefore, the torque reduces to:

RTC
7, = 7§C(xfy ~yfods =" 7§CBTBt ds. (2.31)

Expressing the integrand in cartesian components, the torque integrand becomes:

T, = ]{ Ruc (Bo.Byn, — B,Bun,) dS (2.32)
C
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2.1.1 Comparison IPM and SPM

The existing body of literature in the field of permanent magnet synchronous machines
reveals a significant disparity in research focus. A substantial portion of the published
works predominantly addresses the design methodologies and control strategies applicable
to SPM machines. This emphasis is likely attributed to the relative simplicity in their
magnetic circuit analysis and control implementation, coupled with their well-established

industrial adoption.

Torque comparison

The embedded placement of permanent magnets within the rotor core of IPM machines
results in a saliency effect characterized Lq # L,. This magnetic anisotropy provides an
additional torque component, known as reluctance torque, which can significantly enhance
the overall torque capability and power density of the machine. From a torque production
perspective, the advantage of the IPM design becomes particularly clear. For a single
three-phase IPM motor, the electromagnetic torque is expressed (1.63) where the term
(Lq — Ly)iq4i4, accounts for the reluctance torque. In a SPM motor this terms is zero, since
Ly=L,.

However, in the dual three-phase IPM motor, is important to consider that there are
two independent three-phase systems contributing to the total electromagnetic torque.
Assuming both stator winding sets are symmetrically loaded and identical in electrical
characteristics, the total torque can be modeled as the sum of the torques produced by

each subsystem:

Tiotar =11 + T2 = 3p ((Lg — Lq>idiq + ‘Ppmiq) (2-33)

This clearly shows that, all else being equal, the dual three-phase configuration offers twice
the torque-producing capability of a single three-phase IPM machine—assuming. The
dual winding system allows not only for higher peak torque but also improved continuous

operation by spreading thermal and electrical stress across a larger area.

Voltage and current limit

It is important to note that the voltage and current limitations are not identical for the
two motors. Each motor operates within its own set of electrical constraints, which define
the permissible ranges for voltage and current during operation. These limitations directly
affect the performance envelope of each machine. Figure 2.2 illustrates the electrical
characteristics of both synchronous machines, highlighting their respective current and

voltage boundaries.
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Figure 2.2: Current locus diagram [2]

In this context, the maximum voltage and current that the inverter can supply to the
three-phase motor are given by the following expressions. A similar analysis can be

extended to the dual three-phase configuration.

N (2.34)
‘/Inamx7 SPM = Wm @]%m + (Lsiq)z (235)

Vinax, iPm = wm\/(Ldid + opm)? + (Lgiq)? (2.36)

During operation, the motor reaches its peak torque output at the point where current and
voltage constraints intersect in the i4-7, plane, as described by the current locus. For SPM,
this in theory occurs under an 7y = 0 control strategy, utilizing purely magnet torque.
In contrast, IPM exploit a negative iy current to generate additional reluctance torque,
thereby increasing the total torque output.

As the machine accelerates into higher-speed regions beyond the MTPA operating point,
voltage constraints become dominant. This necessitates operation in the field-weakening
region, where a further negative i,y current is applied to counteract the increasing EMF,

thereby allowing sustained operation beyond the base speed.

2.2 Control strategies

Following the comprehensive analysis of current, speed, and torque control in a conventional
three-phase machine, where all fundamental control equations were derived, this chapter
extends the discussion to a dual-three-phase machine system. Compared to the three-

phase machine, the mathematical model of a dual three-phase machine exhibits increased
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complexity, particularly in the formulation of the machine equations.

As is possible to see in (2.1), the equation employs separate dq reference frames, with

one frame aligned to the first three-phase sector and another to the second sector. This

decoupled control approach enables independent regulation of each winding set.

The control architecture is composed of four PI controllers, organized as follows:

o Two controllers for sector a, regulating the d, and ¢, axes

o Two controllers for sector b, regulating the d, and ¢, axes

2.2.1 Modular approach

For control tuning purposes, it is essential to express the simplified machine equations

in their expanded form. Starting from the compact representation given in (2.10), the

following expression can be derived:

Vda lda dLgq  dMgage dMagay dMaag| |dida

Vo) g fiaa| | Moata dLw Mot AMyugs| | die

Vdb Ldb dM gpdq dequz dLg, debqb digp

Ugh Lgb AMapae dMgpga dMgpa, — dLg dig

PI

0 -1 0 Lio Maoga Maasy Maagp| |%da Ppm,a

" 1 0 0 Myoia  Lga  Mgaav Mgagp| |%qa n 0
0 0 0 -1 Mapaa Mavga — Lay  Mapgy | | 2an Opmb

0O 0 1 0 Mpdaa Mgpga Mgar L Tgb 0

Feedforward compensation

(2.37)

At this stage, the apparent and incremental inductance matrices are assumed to be constant.

To enforce this assumption, the currents ¢; and ¢, in both operational sectors are fixed

to their previously determined rated values, and an average over the electrical angle 6 is

computed.

Writing only the terms that are necessary for the tuning of the PI:

dzd

=R Zda + dea dldu + deaqa Lga + deab
dld

Vgp = Raigy + dMgpgq Le a2+ dMypga diﬁe“ + dqudbﬁ +dL

+ deaqb Ligp

d'qu

Vga = Rsiga + dMyada le(ia + dLgq dzii” + dMoab—g5 + dMyag, -
Vap = Rsidb + debda dzda + debqa dige + deb digp + debqb digy

dlqb
ab gt

(2.38)

Since it is necessary to obtain a mathematical formulation comparable to that studied for

the three-phase motor in section 1.41, developing the machine’s equations in a form that

allows certain terms to be neglected is useful.
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The first approach is to simplify the mutual terms directly form (2.38):

Vda = Rsida + dea ds(éa
. diga
Uqa = Rslqa + qua d?f (2 39)

, di
vy = Rgiay + dLap= 3"

dig,

Uqb = Rsiqb + qubW

The second approach, since the motor is modeled in Simulink with a voltage source as the

input and current as the output, the governing equations can be expressed compactly as:

di = dLag " (v — Ri) (2.40)

Where for simplicity dLqq is expressed in the following way:

% Qdaga  Xdadb  dagb

Agada Qyq Qgadb  Ugagb

dLgq ' = g = (2.41)

Advda  Adbga  Cdp Oldbgb

Qgbda  Ogbga  Ugbdb Qgp

Due to the properties of matrix inversion, all mutual inductance terms are inherently
coupled in this operation:
adj (deq)

dLg, ! = =29 2.42
997 det(dLgq) (242)

where adj(dLgq) denotes the adjugate and det(dLgq)) represents the determinant.

Certain off-diagonal entries of the inverse matrix in (2.42) can be safely neglected only
after the full inversion has been carried out, since their relatively small magnitudes only
become evident at that stage. For each system under study, this assumption must be
verified; under this hypothesis, the machine model reduces to a form analogous to (2.39),

and the machine equation simplifies to:

. 1 di
Vda = RZda =+ . d?‘,a
— Ry 1 diga
Uqa - qua + Qga dt (2 43)
‘ 1 di '
Vap = Ria, + 571
. . 1 diqb
Uqb = qub aiqbidt

The PI tuning is performed the same way as the three-phase motor seen in equation
(1.1.2), but with two reference axes, instead of one. In the following is reported only the

gain formulas used for tuning the modified PI with the second method:
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d, axis:

. Kp =
ifw. < Rg gy = )
B = welt = 2.44
K, — 2we R, (244)
if We Z Rs * Qe = Kp 5;a
i Ada
qq axis:
) K,=0
ifw. < Rs-gqe = )
Ki=welts =20 2.45
o (2.45)
if we > Ry 0ge = K” e
.
dp axis:
) K,=0
lfwc<Rs'Oédb = )
K= welt = o 2.46
e (2.46)
if w.> Rs-ag = b j;b
K; = aay
qp axis:
) K,=0
lfu)c<Rs'Oéqb = 9
Ky = wels — :Cb 2.47
q
P (2.47)
ifwe> Ry gy =1 % °
K, = a;b

For the alternative approach presented in (2.39), the same formulas remain applicable
by replacing the parameter o with the corresponding inductance values L defined in the
following. More specifically, considering equation (2.41) and neglecting the off-diagonal

terms, it is possible to obtain the following:

(03] 0 0 0
0 ag 0 O
Odq,simp — . 248
dasimP T g ) 4 0 (2.48)
0 0 0 o4

Consequently, the inductance matrix is obtained by inverting cv4q simp, Which, being diagonal,

leads to the following expression:
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(2.49)

qu,simp =

b

0
0
0
1

©§‘~ o o
o

A comparative analysis of the resulting proportional and integral gains across the previously

discussed two methods is presented in figure 5.27.

After computing the PI controller is now considered the feedforward contributions that

must be added to the PI controller output, organized by axis:

- qadaida - aniqa - Mqadbidb - Mqaqbiqb

+ Ldaida + Mdaqaiqa + Mdadbidb + Mdaqbiqb + Ppm,1 (2 50)

— Mgpdata, — Mybgalq, — Mopavia, — Lapi,

+ Mapdata, + Mapgatq, + Lavia, + Mapgviq, + Ppm.2

2.2.2 Vector space decomposition
Harmonic decomposition

In dual-three-phase machines, the stator is equipped with two independent three-phase
windings, displaced by a fixed electrical angle and connected in a star configuration. The
six-phase system is thus amenable to harmonic decomposition via the VSD method, which
isolates the contributions of different harmonic orders into orthogonal subspaces.

The core idea is that any periodic quantity in a 6-phase system can be expressed as a sum

of harmonic components of different orders:

i(t) =3 (1™ + Le9") (2.51)
h=1

Each harmonic order h contributes to a distinct vector subspace in the VSD framework.
However, not all harmonics lead to independent or physically significant components due

to symmetry, phase redundancy, and the connection topology of the stator windings.

Harmonics in a six-phase machine can be classified as follows:

« Fundamental harmonic (h = 1): this is the main torque-producing component
that is represented with the VSD method in the space 1;

o Triplen harmonics (h = 3,6,9,...): these are zero-sequence harmonics. In a

well-balanced star-connected system without a shared neutral, the triple harmonics
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generated by the two sets of windings are in phase and oppose each other, resulting

in mutual cancellation;

o Even-order harmonics (h = 2,4,6,8,...): even harmonics are eliminated by
design due to the physical symmetry of the machine. The spatial distribution of
the windings and the construction of the magnetic field inherently reject even-order
harmonics, which would otherwise result in asymmetric magnetic forces and acoustic

noise;

« Non-triplen odd harmonics (h = 5,7,11,...): these harmonics are not zero-
sequence and can physically exist in the machine. They are not inherently canceled
by symmetry or winding configuration. In particular, the 5* harmonic often appears
in practice due to PWM switching and nonlinearities in the machine or drive. It can
have adverse effects such as torque ripple, additional losses, and acoustic noise, and

is therefore considered in space 5.

Mathematically, for a 6-phase system, the resulting harmonics appear only at orders:
he{l,57,11,13,...}
The most significant ones, which are indeed considered in the VSD method, are:

o Space 1 (h = 1): this space contains the fundamental harmonic component and
plays a central role in torque generation. It is controlled within a rotating reference
frame at angular velocity w, with the d; axis aligned with the first harmonic of the

magnetic flux induced by the permanent magnets;

« Space 5 (h = 5): this space corresponds to the lowest-order non-triplen, non-
zero-sequence harmonic, which can negatively impact system performance. It is
represented in a rotating reference frame mechanically locked to the rotor but rotating

in the opposite direction to the main reference frame, i.e., ws = —w.

Control system

VSD provides a systematic framework to manage harmonics complexity by reorganizing
the machine’s dynamic model into independent orthogonal components. In the case of a
dual three-phase motor, the system inherently operates in a six-dimensional space due
to the presence of six independent stator currents in abc frame and four in dq. VSD
subdivides the total dg space into orthogonal subspaces. The main subspace involves the d;
and ¢; components that are directly responsible for producing electromagnetic torque and
controlling the magnetic flux. This first subspace is obtained from these general formulas,

where z is a generic quantity [13]:
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Tda + Tap

2 (2.52)

Tg = oo T Tab ;— Tab
The secondary subspace, involving the d5 and g5 components, does not directly contribute
to fundamental torque production. Instead, it represents degrees of freedom that can be
leveraged for auxiliary objectives, such as minimizing current harmonics, balancing thermal
loads among phases, permitting power sharing, or enabling fault-tolerant operation.

This second subspace is obtained from these general formulas [13]:

‘r;a — be
2
X ¥ 2.53
xt, =2, (2.53)
2

Tds =
l’q5 =

The symbol * in this case doesn’t represent a reference value, but the complex conjugate.

A third set of components, the zero-sequence subspace, theoretically appears when there
is a common-mode voltage. In most isolated star-connected systems, such as the one
considered in this study, zero-sequence currents are zero since the system is balanced.

The transformation from the original dq quantities to the decomposed subspaces is math-
ematically represented by a single transformation matrix Tysq, specifically designed to

project the dq vector onto the two orthogonal subspaces:

1 0 0
10 0 1

Tooq = = 2.54

179211 0 -1 0 (2:54)
0 -1 0 1

Starting from the equation developed previously in (2.10), it is possible to multiply each

term by the transformation matrix Tyeq:

_ di _
Tvsd@ = Tvsd (RZ + deqé +w T (qui + @pm)) (255)

Developing all the calculations and knowing that Tyeq ! - Tyvsq = 1 it is possible to obtain:

B di _
Tysa ¥ = Tysa R + Tysa dLag d—z + wTyed T Laq Ty (Tosa i) + wTosa T Gpn (2.56)

vsd

To obtain all the terms in VSD contribution, it is necessary to note that these terms are

equivalent:

(2.57)

Tvsd ‘R=R- Tvsd
Tvsd -T=T- Tvsd
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In conclusion the equation(2.55) becomes:

_ d _
Tvsd v=R Tvsd L+ Tvsd deq T_l (Tvsd Z) +wT Tvsd qu T_l (Tvsd 1) +wT Tvsd @pm

vsd dt vsd
(2.58)
Considering the following substitution:
Uysd = Tvsd v
gvsd = Tysa i
dirsq di
Y
dt 4 dt
Dvsd = Tvs C P
Pusd e (2.59)
d‘pvsd -7 . dﬁ
df vd g
@pm,vsd = Tvsd : @;m
qu,vsd = Tvsd : qu : r]:‘vsd_1
dequd = TVSd ' deq . TVSd_1
Finally is possible to write the machine equation in VSD terms:
_ = dgﬂsd R =
Vysd = Rlvsd + dequdW + WT(quvstvsd + Qppm,vsd) (260)

The primary advantage of the VSD approach lies in its ability to simplify the original
system of equations by theoretically diagonalizing the inductance matrix through linear
algebra techniques. This diagonalization is essential for formulating effective control
strategies, as it allows for independent control of each axis.

Since the control system relies on the incremental inductance, the following analysis focuses

on these matrices to provide insight into proper control tuning:

ALy dMpqg dMgiae dMaige
dMqldl qul dMq1d2 dMq1q2

dL4q vsa = (2.61)
? AMpa dMapg  dLg  dMgag
dMqul dMq?ql dMq2d2 qu2
The component elements are obtained as follows:
dLge + dLgpy + dMgaay + dM gpaa AM jaga + dMgagy + dM gpgq + dMapgp
1 dMqada + dMqadb + dquda + dqudb qua + qub + dMqaqb + dquqa (2 62)

2| dLgo—dLgy + dMagay — AMgpae ~ dMyaga + AMaaqy — dMapga — dMapgs
dMqada + dMqadb - dquda - dqudb qua - qub + dMqaqb - dquqa
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dLgq — dLgy — dMgaaap + dMapge — dMaage — dMaagy + dMapge — dMapgp
AM jadq — dMgaap + AM e — dMgpap dLgq — dLgy — dMyaqy + dMgpga

dLgq + dLgy — dMgeapy — dMapage ~— dMaage — AMaagy — dMapge + dMapgs
AMyadqe — AMgaqy — dMgpaq + dMgpap dLgq + dLgy — dMgaqp — dMgpga

To calculate the K, and K; gain, it is possible to use the same formulas presented
in the modular approach, where the inductances are the ones presented in equations (2.61)
and (2.62). Another important thing to develop is the feedforward compensation that
is possible to obtain by developing the terms w - T - (Lqq,, dfvsd + Qpm.vsa) Present in the

equation (2.60). The results are the following:

Ly L M, M poa
EMFd1:—w(iqa< 4 Sab e qbq)

2 T2 2 2
. an L qb M, qaqb M gbga )
H"”( 2 2 g 2
+ 7:da<]\4q2ada + Mt;adb . M(;bda B M;bdb)
M, ada M, a M, a M
+idb< q2d B ;db_ ;bd n ;bdb)) (2.63)
Cpma  Ppmy - (Lda  Lay  Maaap Mbdad)
EMF, =w(2rme 4 ¥rm Zda 4 Zdb
q1w<2+2+““<2+2+2+2
. (Laa Lan  Maeap Mbdad)
Hdb( 2 2 2 T
) Miwoe Mg Moo M
(T g T - )
. Mdaqa Mdaqb Mdbqa Mdbqb ) >
2.64
+qu< foae | oty e 2 (2.64)
L,, L M, M poa
s
. an qu Mqaqb quqa )
—l—lqb( 5 + 5 + 9 + 9
M,udge M, Mpaa M
+ida( Zd " ;db+ ;bd n ;bdb)
Mowie M,y Moupge M
+idb( q2d B ;db_i_ q2bd B ;bdb)) (2.65)
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Opma  Ppmy . ( Lio Lay  Maaap Mbdad>
EMF,, = - (Lda _
a2 w( 2 g e\ T 2 2
- (Laa  Lav  Mgaap Mbdad)
+ Zdb( 2 T3 2 2
+ iqa<Mdaqa i Mdaqb i Mdbqa

2 2 2 2

(2.66)

. Mdaqa Mdaqb Mdbqa Mdbqb ) >
+qu<2+2—2—2

The final scheme that describes the system with the controller developed in VSD is the

following:
EMF
loa” Jf 1 | lvsd* P Tt Vda |
i MOTOR
EQUATION
(DQ ref.)
lvsd T |dq
VSD reference ' DQ reference

Figure 2.3: VSD control scheme

2.2.3 Novel matrix transformation

In this subsection, an alternative control strategy for a dual-three-phase machine is briefly
analyzed. The focus is on highlighting the main differences introduced by adopting a
VSD approach. Although the two methods are structurally similar in their Simulink
implementations, they differ in the transformation matrix.

According to the formulation presented in [14], and considering that the motor under study
is a dual-three-phase systems (n = 2), is possible obtain u from the following expression:

1 <u < n—1. The transformation matrix component is given by:

Y.=m—u) X, where X, =1, Iy2 (2.67)

Where the scalar z,, is defined as:

xu:\/(n—u)2+(n—u):1 (2.68)
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Building upon the results derived from the previous formulas, is now considered the general

form of the Novel matrix transformation:

Ixo laxos Ioxa loxz -+ laxo
i X5 =X =Xy o =X
. O22 Yo —Xp —Xp -+ =X
Tams = — - | O2x2 O2x2 Y3 —X3 -+ —Xj (2.69)
n .
02><2 02><2 O2><2 ' .
. . . —An-2
O2x2 Ogx2 Oox2 -+ Yo Xy

Finally is possible to obtain the matrix for a dual three-phase motor:

10 1 0
1o 1 o0
Ty = = 2.70
™90 0 -1 0 (2.70)
01 0 -1

This approach is well suited to control of a machine in which unequal power/torque
sharing is desirable (as the case may be in future electric vehicles with multiple electric
energy sources or microgrids with interconnection through a wind generator), as well as
to the control of machines with a nonstandard stator winding structure, which is neither

symmetrical nor asymmetrical [14].

2.2.4 Real-time PI controller autotuning

The implemented autotuning algorithm enables real-time tuning of PI controllers without
requiring prior knowledge of machine parameters. This adaptive capability is especially
advantageous in systems where the plant dynamics are subject to change or exhibit
nonlinear behavior, such as real SPM and IPM motors. The magnetic saturation of the
motor depends on the operating point; therefore, the plant’s transfer function can vary
significantly. Consequently, a tuning strategy that adapts to the system’s operating point
is required. To facilitate automatic tuning, the proposed autotuning block introduces
frequency harmonic perturbations into the control loop. These frequency harmonic signals
enable the identification of the closed-loop transfer function at the current operating point.
The injection frequencies are centered around the target crossover pulsation w,, and are

defined relative to it as follows: {%wc, %wc, We, 3We, 10%}.

A significant advantage of the proposed autotuning method is its independence from ma-
chine parameters, such inductances. This characteristic makes the method straightforward

deployment across various motor types without requiring reconfiguration or parameter
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retuning. Moreover, the approach ensures consistent control performance over a broad
range of operating conditions while significantly reducing the complexity and effort as-
sociated with manual tuning procedures. This is particularly beneficial in applications

characterized by nonlinear or time-varying dynamics.

2.2.5 Direct flux vector control
In this subsection, a different control method for the machine is analyzed, one that is not

based on current, unlike all the previously discussed methods, but rather on the flux.

The most general form of the equation for a dual-three-phase machine is given in (2.5).

The current can be expressed as a function of the flux:

¢ =Laqi + $pm = i=DLaq (P — Ppm) (2.71)

where qu_1 is the inverse of the apparent inductance matrix obtained in nominal condition.

Hereinafter the inverse of the apparent matrix will be defined as:

Bdl Bdlql 6d1d2 Bd1q2
Bqldl Bql ﬁqle Bqqu

Lag ' = Bag = (2.72)
’ Y |Bea Bea Be Paee
6q2d1 6q2q1 Bq2d2 Bq2
The derivative of the flux with respect to the time will be defined as:
- dp
Substituting equation (2.71) in equation (2.5) is possible to obtain:
0=R(Lad(¢ — @m)) + ¢+ wI'@ (2.74)
Equation (2.74) can now be expressed in terms of the derivative:
p=0-R(Lag(f— @pm)) — TP (2.75)
Collecting ¢:
$=—(RLgj +wT) @+ 0+ RLg opm (2.76)

The state equations are introduced here in their general form and will be formally derived
in the next chapter:
r =Az+Bu+C
(2.77)
y =Dz+Eu+F
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where B=1and F = 0.

It is possible to express the state equations of the system under study as follows:

= _ _1 — — _1 —
ip =— (Rqu + wS) ¢+ v+ RLgg@pm (2.78)
7

1 - 11—
- qu(p - qu Ppm
Within the scope of this control strategy, it is possible to establish a relationship between
torque and fluxes:

T, = f(7) (2.79)

Such relationship can be exploited in the control architecture shown in figure 2.4.

FEEDFORWARD
COMPENSATION

<l

—» PLANT

®
T MTPA (‘0
—» PI

OBS |le— " |

Figure 2.4: Direct flux control
The architecture is similar to that proposed by Pellegrino [15], as illustrated in figure 3.

Going into more detail compared to figure 2.4, here is analyzed the observer using the

state-space equation defined in (2.77) and expanded in (2.78):

OBSERVER
K < (OBS)

MODEL

(estimator)
Fo—AF B4+ C
{7{ =Dr + Eui+F

‘cﬂ

~

»

Figure 2.5: Luenberger state space observer
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To guarantee the system’s asymptotic stability, an error signal is formed by comparing the

estimated current with the actual current, which is then used in a feedback loop.

Within the framework of a Kalman filter, the Luenberger gain K adapts dynamically based
on the system’s noise characteristics. Proper tuning of K ensures asymptotic stability and
convergence of the observer’s estimates to the real system states in steady state. When
optimized, the observer can react faster than the physical system, making it particularly

effective for feedback control applications.

Due to its rapid response and asymptotic accuracy, the Luenberger observer’s dynamics
can be considered negligible in the PI controller tuning process. Specifically, its transfer
function can be approximated by a diagonal matrix of ones. From control theory, this
implies that if the observer is correctly designed, the observer path (highlighted in blue in
(2.4)) can be treated equivalently to an actual measurement and thus omitted from the PI

tuning equations.
Expanding equation (2.76) it results:

¢ =—RL3;¢ — wT@ + 0+ RLg; Gpm (2.80)
It is now possible to solve the equations for each axis:

dea = VUda + Pga (w - BdaqaRs) + BdaRsSOpm,a + 6dadbRsSme,b

(2.81)
- 6daRs()0da - 5dadbRs<de - 5daqus<qu
qua = VUga — (Pda(w + ﬁqadaRs) + Bqadangppm,a + ﬁqadbRsSOpm,b (2 82)
- ﬁqangoqa - BqadbRsSOdb - BqaqusSqu
Gab = Vap + Pgb(W — Bavgp Rs) + BavRsPpmp + Bavda RsPpm.a (2.83)
- 5dbRssOdb - BdbdaRsQOda - ﬁdbqaRs%a
qub = Ugb — Spdb(w + 5qbdbRs) + qudangopm,a + ﬁqbdbRsSOpm,b (2 84)

- ﬁqusQqu - qudaRsSOda - ﬁqqust@qa
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Now it is possible to obtain the values of the vector u for the tuning of the PI:

Uda = dea + RsL;;QOda
Uga = qua + Rqu_alqua

X (2.85)
Uay = Pap + RsLgy @av
Ugpy = Pgp+ RsL;blSqu
All the other terms neglected will be compensated via feedforward after the PI.
Equation for PI tuning
The transfer function for a generic axis of the observer can be written as:
Y ¥
= 2.86
U 90 T RSL;;QO ( )
which in the Laplace domain, since ¢ = sy, it results:
G(s) ! (2.87)
§) = ——— )
5+ RSL;;
The PI equation in Laplace domain is:
K’L * A
UGs) = (Ko + ) (6 = 9) (2.59)

2.3 Efficiency and power factor analysis

In electric drive systems, particularly those used in electric vehicles, maximizing motor
efficiency across the entire operating range is essential for extending driving range and

maintaining effective thermal management.

Efficiency map

An efficiency map provides a visual representation of how effectively a system operates
under varying conditions, typically depicted through contour lines or color gradients. The
map’s axes represent two fundamental operational parameters: motor speed and torque. In
this study, the nominal operating conditions are defined as the maximum allowable values
for both speed and torque. As such, the first step involves determining these nominal
values, which then serve as the boundaries for constructing the efficiency map.

To assess the motor’s performance, the system is simulated over a defined grid of speed
and torque values:

Wm € [wminawmax]a Tm S [Tmim Tmax]
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For this work, the limits are specified as follows:
Wmin = 0rpm,  wWpax = 4500rpm, Tpin = 0Nm, T = 75 Nm

At each defined operating point, the model is simulated, and relevant electrical and
mechanical quantities are recorded. Motor losses are then computed using a combination

of simulation results and model-based assumptions:

o Copper losses:

Pcul = BRS(Z?&L -+ iga), Pch - 3RS (/Lgb -+ Zgb)

(2.89)
Pcu: cu1+Pcu2
e Iron losses:
Piron = kiron : WTZH (290)
e« Mechanical losses:
Pmechiloss = kmech : wzn (291)

The estimated values of the total losses can be obtained by summing equations (2.89),
(2.90), and (2.91):

-Ploss = Pcu + -Piron + Pmechiloss (292)

Finally, the efficiency is:

P, mech P, mech
Pi B P, mech + Ploss

n= (2.93)

Where:
The mechanical output power is calculated as:
Pmech = Wmn - Tem (294)

The electrical input power is:

Pi — 4L mech _'_Ploss (295)

The simulation process iterates over speed and torque points, computing:

n(i, j) = efficiency at torque index i and speed index j

This results in a 2D efficiency map in the speed-torque domain. It reveals high efficiency
regions, and helps identify operating zones to avoid due to poor energy conversion or

thermal stress.
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Power factor

To determine the power factor of a motor, it is first necessary to calculate the active and

reactive power:

P = 5 (Vdalda + Vgalqa + Vabias + Vgbig)
3 ) ) ) )
Q= B (Vgalda — Vdalqa + Vgblap — Vavlign)

The apparent power is:

§=\/Pr+ Q2

From these, the power factor is computed as:

P
®=|—
cos ‘S‘

20

(2.96)

(2.97)

(2.98)

(2.99)



Chapter 3

System stability

3.1 SISO and MIMO systems

In the field of control systems and communications, Single Input Single Output (SISO) and
Multiple Input Multiple Output (MIMO) represent two fundamental system architectures.

Their distinction lies in the number of input and output signals that the system processes.

Single input single output

A SISO system is characterized by a single input and a single output, representing the
most fundamental structure of a dynamic system. Due to their simplicity, SISO systems
are widely used in introductory control theory to demonstrate essential concepts such as
system stability and dynamic response. Their behavior is typically modeled using transfer
functions, which provide a convenient mathematical framework for analysis. Due to their
simplicity, SISO systems allow for straightforward design and analysis using classical
control techniques such as Bode plots and Nyquist criteria.

Mathematically, a SISO system can be represented as:

y(t) = G(s) - u(t) (3.1)

Despite their simplicity, SISO models are often inadequate for capturing the complexity of
real-world systems, which typically involve interactions among multiple variables. In this
thesis, the only subsystem that can be accurately modeled as a SISO system is the speed
control loop. In an electric motor, this loop consists of a PI controller that compares the
reference speed with the measured speed, producing a reference for the i, and i4 current
components. These current components directly influence the electromagnetic torque

generated by the motor.

Multiple input multiple output

In contrast, a MIMO system involves multiple inputs and multiple outputs. This configu-
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ration is more representative of complex engineering systems like the current control of a
dual three-phase motor that presents as input 4 voltages and as output 4 currents.

A typical state-space representation for a MIMO system is:

{ z(t) = AZ(t) + Bu(t) (3.2)

§(t) = C(t) + Da(t)

where z(t) € R", u(t) € R™, and y(t) € RP, with m,p > 1 for MIMO configurations.

SIS Corkral EE— PID controller > System
system
MIMO Control >
PID controller j— -3 System
system <

Figure 3.1: SISO and MIMO

3.2 Bode and Nyquist plots

In this section, the behavior of the motor control system is analyzed using frequency-domain
techniques, specifically the Bode plot and the Nyquist plot. These analytical tools
are essential for assessing system stability, bandwidth, and overall control performance,
especially in feedback-controlled systems.

The first step in applying these tools involves determining the forward loop transfer
function, denoted as G(s), and the feedback path transfer function, denoted as H(s).

Using these, the closed-loop transfer function G(s) can be expressed as:

_ G
1+ G(s)H(s)

To analyze the stability of the closed-loop system, it is necessary to examine the poles of

Gy(s) (3.3)

G1(s), which are obtained by solving for the values of s that satisfy the equation:

1+ G(s)H(s) =0 (3.4)
The roots of this equation, i.e., the zeros of 1 + G(s)H (s), correspond to the poles of the

closed-loop system and are critical for determining its stability.

Considering the closed-loop state-space representation presented in equation (1.42), and
recognizing that equation (3.3) provides the general formulation for computing the closed-

loop state-space model from the transfer functions G(s) and H(s), as illustrated in
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figure 1.3, the analysis is carried out using Matlab symbolic tools. Given that the forward

path transfer function is defined as

Ki) L (3.5)

Gls) = (K”+s " Js+ B

which corresponds to the combination of the PI controller and the plant, it follows that
H(s) = 1. This indicates that the feedback path is unity, and thus does not modify the

feedback response.

Bode Diagram

The Bode diagram consists of two plots: the magnitude (in dB) and the phase (in degrees)
of the system’s transfer function as functions of frequency. This representation provides
direct insight into how the system responds to sinusoidal inputs at various frequencies.

Key characteristics that can be extracted from the Bode diagram include:
e Gain crossover frequency: the frequency at which the magnitude crosses 0 dB;
« Phase crossover frequency: the frequency at which the phase crosses —180°;

e Phase margin: the additional phase lag required to bring the system to the verge

of instability. A phase margin of 60-75° is typically desired;

e Gain margin: the increase in gain required to make the system unstable. This is
often expressed in dB and should be at least 3 dB;

o Low-frequency gain: the low-frequency behavior of the Bode magnitude plot,
particularly the gain near 0 Hz, provides critical information about the system’s

steady-state performance;

 Resonance peaks: resonance peaks appear in the Bode magnitude plot as sharp
increases in gain at specific frequencies, often close to the system’s natural frequency.
These peaks are indicative of low damping in the system and can result in oscillatory

or even unstable behavior in response to disturbances or setpoint changes.

Nyquist diagram

The Nyquist diagram represents the frequency response of a system by plotting the
open-loop transfer function G(jw)H (jw) on the complex plane as the frequency w varies
continuously from —oo to +o00. This graphical representation provides a comprehensive
characterization of the system’s behavior under sinusoidal excitation. Furthermore, the
Nyquist plot constitutes a fundamental tool for analyzing the stability of closed-loop

feedback systems via the Nyquist stability criterion.
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A key element of this criterion is the encirclement of the critical point —1 + 30 in
the complex plane. Specifically, the closed-loop stability is determined by the number of
clockwise encirclements of the point (—1,0) combined with the count of open-loop poles
located in the right half of the complex s-plane. This relationship is formally expressed by

the following equation:

Z=N+P (3.6)

Where:

o 7 denotes the number of zeros of equation G(s) in the right half-plane, corresponding

to the unstable poles of the closed-loop transfer function;

o N represents the number of clockwise encirclements of the point (—1,0) by the
Nyquist plot of L; = G(jw)H (jw).

In practice, the net encirclements N can be computed numerically by:

(Re(Li) + 1) - (Re(Lis1) +1) <0

o nil Lif §Im(L;) - Im(Ligq) <0 (3.7)
— Im(Liy1) <0 |

~

0 otherwise

Where:
. (Re(Li) + 1) (Re(LZ-H) + 1) < 0: detects a crossing of the vertical line Re(s) = —1;
o Im(L;) - Im(L;41) < 0: indicates a crossing of the real axis;

e Im(L;;1) < 0: ensures that the crossing occurs from the upper half-plane to the
lower half-plane, corresponding to a clockwise encirclement.
The sum counts the number of such clockwise crossings, which approximates the

number of encirclements of the critical point (—1,0) by the Nyquist plot.

P is the number of open-loop poles of G(s)H (s) that lie in the right half of the complex

plane. The number P of unstable open-loop poles is given by:

P= Z ]-{Re(pi)>0}- (3.8)

poles p;

The Nyquist criterion states that a system is stable if and only if Z=0, meaning that all

poles of the closed-loop transfer function lie in the left half of the complex plane.
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The formulas analyzed in this chapter apply to a three-phase speed control system. They
can also be used for dual three-phase motors, provided that both sections have identical

characteristics and share a common shaft.

3.3 State space representation

3.3.1 Input-state-output form

In the analysis and control of dynamic systems, the state-space representation offers a
comprehensive framework that describes a system’s behavior through a set of first-order

differential equations. This formulation is centered around three key components:

o Input: denoted by u(t), refers to the external signals that are applied to the system.

These inputs are typically known functions of time:

u(t) e R™

» State: denoted by Z(t), embodies the internal status of the system at any given
time. It captures all the information necessary to describe the future behavior of the

system when combined with the input:

z(t) e R"

o Output: denoted by y(t), represents the set of measurable quantities derived from
the internal states and inputs of the system. These are the variable measurements

and are often the quantities of interest for control purposes:

y(t) e RP

Linearization of nonlinear systems

For nonlinear systems, this representation must often be linearized around a specific
operating point to enable control design and analysis using easier methods.

General nonlinear formulation

The nonlinear continuous-time system is typically represented as:

dz(t) ., _ . _
= = f(2(t),u(t),t) (3.9)

y(t) = g(x(t), u(t),t)
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To simplify control synthesis, it is often beneficial to linearize the nonlinear system around
an equilibrium point (Z., @) that in this thesis is the nominal condition of the motor. This

process assumes small deviations 0Z(¢) and du(t) from the equilibrium, where:
z(t) = T, +0z(t), u(t) = u.+ du(t) (3.10)

First order linearization via Taylor expansion

The criterion of small deviations refers to perturbations of sufficiently limited magnitude
such that the Taylor series expansion can be truncated after the first-order terms while
maintaining acceptable approximation accuracy:

of

T+ — U A1
5$+8ﬂ ou (3.11)

af

f(X,0) = f(Te, te) + B

(Ze,tie) ($evﬂe)
Given that f(Z.,u.) = 0 at equilibrium, it is possible to rewrite the first equation of the

(3.9) in the following way:

% 52(t) ~ A()3R(1) + B(1)5n(1) (3.12)
where: 5 9
A= Bp="% (.13
(Te,iie) (Zeyite)

These matrices are known as the Jacobian matrices of the system, evaluated at the

equilibrium point. Specifically:

oh ... 94 oh ... OhA
ox1 Oxn ouq Oum
Alty=| 1 o , Bt)y=|: . (3.14)
Ofn ... On Ofn ... Ofn
Oz Oxn 1 (7. u.) Out Oum d (z,,e)

This linearization is valid in a neighborhood around the equilibrium, under the assumption
that deviations are small enough to neglect higher-order terms.

In the following, other assumptions and approximations are introduced:

1. Linearization around an equilibrium point:
The nonlinear system @ = f(x,u) is linearized around a constant operating point
(Ze, ue) such that:

At)= — =const B(t) = = = const (3.15)

(Te,tte) (Ze,te)

This simplifies the Jacobian matrices to constant values. It is possible to pass from
A(t) and B(t) to A and B respectively.
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2. Simplification of notation:
Once the system is expressed in terms of deviations dz(t), du(t), and linearized
around a constant point, it is common engineering practice to drop the J notation
for readability. Variables are thus redefined with respect to the equilibrium, leading

to the compact LTT representation.

The expression (3.12) can be rewritten with the addition of a constant term C:

z(t) = Az(t) + Bu(t) + C (3.16)

For the second equation presented in (3.9), the calculations are very similar to those

obtained in the first one:

y(t) = D(t)oz(t) + E(t)ou(t) (3.17)
with:
D(t) = gi_i s ), E(t) = g‘g . (3.18)

These are the Jacobian matrices of the output function g(z, u,t) evaluated at the operating
point, and describe how small deviations in state and input affect the output.
The final linearized model, derived under the same assumptions as the first formulation,

yields the following representation:

§(t) = C(H)Z(t) + D(t)a(t) (3.19)

In compact form, the state space equation that is used in the following are:

z(t) = Az(t) + Bu(t) + C (3.20)
y(t) = Dz(t) + Eu(t)

3.3.2 Open loop state space equation

After analyzing the general structure of the state-space equations, the formulation is
adapted for the specific case in which the state and the output correspond to the currents,
while the input is the applied voltage. Accordingly, the first equation in (3.20) can be
rewritten as:
i(t) = Aoi(t) + Bort(t) + Co (3.21)
By taking the machine equation presented in (2.10) and rearranging its terms, it is possible
to express it in a form compatible with the state-space representation:

di

i —dLgq ' (R +wTLaq) i + dLaq "0 — dLaq W T @pm (3.22)
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From this expression, considering w = const, the system matrices can be identified as

follows:

A = —dLgq "' (R + wTLgq)
Boi = dLgq " (3.23)
Col - _deqiluJT@pm

3.3.3 Closed loop state space

Modified PI without feedforward compensation

To ensure accurate current regulation and reference tracking of the desired current a PI
controller is employed. The voltage reference vector v is determined by the following

control law:

1=K; z—-K, i (3.24)
Where:
Kp = diag(Kp,dm Kp,qm Kp,dbv Kp,qb)
Ki = diag(Ki,daa Ki,qaa Ki,dba Ki,qb) (325)
1 - - . _ _
S

Combining the equations (3.22) and (3.24), it is possible to write the closed-loop system:

di. —
dizlf = deq_lKi “Z— deq_l (Kp + R+ wTLqaq) i — deq_1WT95Pm (3.26)

From this expression, considering w = const, the system matrices can be identified as

follows:

Acl = Kp +R + WTqu
Ba = dLgg 'K;iZ (3.27)
Ccl = deqile@pm

The overall closed-loop system can be rewritten as a matrix combining the (3.25) and the

Ca 0Of |1
ol [y .

(3.26) for obtain the following expression:

2 o Acl Bcl
' I, 0

Modify PI with feedforward compensation

?

z

I\

To improve dynamic response, feedforward compensation is added:
U5 = wT(Lag 7 + Ppm) (3.29)
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Thus, the total voltage output becomes combining (3.24) and (3.29):

U= Uin + 0pp = +KiZ — Kpi + wTLagi + wT@pm (3.30)

Beginning with the open-loop state-space representation (3.22) and substituting the voltage

equation given in (3.30), the resulting system becomes:

i

i 1
[Z] =Aag | _| +Bas —,*] (3.31)
ya ya 1
Where:
_dL7Y(R, + wTLg + K,) dL:K;
Aag = da(Rs + T Laq +Kp) da (3.32)
i -1, 0
0 0
Beag = 3.33
1. _0 I‘j ( )

Classic PI without feedforward compensation

To simplify the control system tuning process, Simulink provides an automated procedure
for PI controller adjustment. This feature allows the user to specify the desired bandwidth
[rad/s] and phase margin [deg]. Based on these inputs, Simulink internally computes suit-
able values for proportional and integral gains, ensuring a balance between responsiveness
and stability.

The classical PI controller can be represented by the following transfer function:

B (3.34)

v=K,(* —i)+ —
s
To facilitate further analysis, the auxiliary variables are introduced:

17— . -

zZ= = Z=1i"—i (3.35)
S
K;
T=—2 (3.36)
S

Using these definitions, equation (3.34) can be equivalently expressed as:

v=1+Kpz (3.37)
By combining equations (3.22) and (3.37), the closed-loop system can be expressed as:

di

< - Ki _
= dLgq ' |- (R +wTLgq + Kp) i + Kpi* + —Z = wTEpm (3.38)
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Classic PI with feedforward compensation

To improve dynamic response, feedforward compensation is added with the same way
presented in (3.29). Thus, the total voltage output becomes combining (3.34) and (3.29):

U=V + s = Kpz + Kz + WTLaqi + WTPpm (3.39)

Beginning with the open-loop state-space representation (3.22) and substituting the voltage

equation given in (3.39), the resulting system becomes:

= - 1
[Z] =Aas i + Bog —,*] (3.40)
ya ya 1
Where:
_dL: (R, + wTLy + K,) dL:'K;
Aag = dq(Rs - Thaq 1) da (3.41)
_ 1, 0
0 dL7'K
Bag = dq 7P (3.42)
0 I

This analysis serves to demonstrate that the matrix A¢ g obtained in (3.32) and (3.41)
contains exactly the same terms. Consequently, the eigenvalue computation presented in

the next chapter will yield identical results. The only distinction lies in the matrix By .

3.3.4 Eigenvalues

Consider a LTI system described in state-space form, as defined in equation (3.20).

Applying the Laplace transform under the assumption of zero initial conditions yields:

sz(s) = Az(s) + Bu(s) + L{C}

(3.43)
y(s) = Dz(s) + Eu(s)
Since C is constant with respect to time, its Laplace transform is:
C
L{C} = < (3.44)
Therefore, the first equation becomes:
_ _ C
(sI — A)z(s) = Bu(s) + " (3.45)
Solving for z(s):
_ o ,4,C
z(s) = (sI — A)"" Bu(s) + (s — A) - (3.46)
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Substituting into the second equation:

y(s) = Dz(s) + Eu(s)

= D(sI — A)"'Bu(s) + Ei(s) + D(sI — A)—lg (3.47)
s
Hence, the output consists of two parts:
o Where the transfer function y(s)/u(s) is:
) _ D(sI - A)"'B+E (3.48)
u(s)
o An additional term caused by the constant input:
,C
}/offset(s) = D(S] - A) g (349)

This offset term does not affect the transfer function, which is defined as the ratio y(s)/u(s)
and depends solely on the linear input-output relationship under zero input bias. The
constant term contributes to the steady-state behavior but is not part of the system’s
transfer function.

In control theory, the poles of a transfer function are defined as the complex values of s
for which the denominator becomes zero. For a system represented in state-space form,
the poles correspond to the values of s for which the matrix (s — A) is not invertible.

This occurs when:

det(s] — A) =0 (3.50)

This equation defines the characteristic polynomial of A, and its roots are precisely the

eigenvalues of A. Thus, the poles of the system coincide with the eigenvalues of the A.

To find the eigenvalues, it is first necessary to compute the characteristic polynomial,

which can be generally expressed as [16]:

p(A) = ap\"+a N+ a, =0 (3.51)

Where: .
ag = (-1)” = ZCL“‘ = tI’(ACl>
i=1

ayp = (_1)n_1 izzlan; (3'52)

a, = det(Ay)
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For a 8 x 8 matrix Ay (n = 8), the characteristic polynomial can be written as:

PA) = X = @ AT+ a2)® = azX® + as At — asA® + agh® — arA + ag (3.53)

The eigenvalues {\;}5_, are the roots of the characteristic polynomial p()), obtained using
Matlab. Each eigenvalue A is, in general, a complex number and can be interpreted
through its real and imaginary components [17]. These components allow the computation

of the natural frequency as follows:

wn = /Re2(A) + Im?(A) (3.54)
And the calculation of the damping ratio [18]:

—Re())
Re(\)? + w?

(= (3.55)
The magnitude of the real part of the eigenvalue, normalized by the natural frequency,
indicates the speed of decay (or divergence) of the oscillation [18]. For this reason, greater
attention should be given to the eigenvalues located closer to the imaginary axis, provided
that their real parts remain negative. This condition is necessary to satisfy the system’s

stability criterion:
Re(\;)) <0 foralli=1,...,8. (3.56)

3.3.5 Mechanical subsystem and torque model

Although this study primarily focuses on the electrical domain, the rotor dynamics must

also be considered. They are governed by Newton’s second law:

d
J-d—‘;zTe—TL—B-w (3.57)

The electromagnetic torque for a dual three-phase machine is given by:

3 . . . .
Te = ip ((pdazqa — Pgalda + Pdblgb — Soqbzdb) (358)

Combining equations (3.57) and (3.58), it is possible to obtain the derivative of the angular
velocity with respect to the speed:

. _ 3 . . . .
w=J1'. <2P (Pdalqa — Pgalda + Cavigp — Pavian) — T, — B - w) (3.59)
It is possible to define the mechanical equation applied in state space:

d
d—j:A-erB-TLJrC (3.60)
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Where:

A=—-J'B

B=-J" (3.61)
3 ) ) ) )

C= QPJ ! ((,Odazqa — Pgalda + Pdblgb — Squldb)

The coupled electromechanical system can, in principle, be integrated with the electrical
subsystem described by the matrix formulation presented in equation (3.28). Such inte-
gration would result in an augmented state-space representation, thereby increasing both
the dimensionality of the system matrix and the overall complexity of the mathematical
model. The inclusion of mechanical dynamics introduces additional differential equations

corresponding to mechanical states.

Nevertheless, for the scope of this study, the mechanical subsystem has been deliber-
ately excluded from the numerical simulations. This modeling simplification is based on
two primary considerations. First, the mechanical dynamics typically evolve on a much
slower time scale compared to the fast transients observed in the electrical components of
the system. Second, the mechanical part is generally stable and does not exhibit behaviors

that critically influence the transient or steady-state performance of the electrical system.
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Chapter 4
Model parameters of the machine

In this chapter, the main characteristics of the dual-three-phase machine under study are
analyzed. The first part describes all the geometric dimensions of the machine, followed

by an analysis of the inductances as functions of the current for each machine.

4.1 Case study parameters

Description Symbol Numerical Value Unit of Measure
Number of pole pairs P 4 —
Number of slots N, 48 —
Nominal voltage Vbe 400 A%
Nominal current Tnom 71.25 Ay
Stator resistance R 1.3 Q
Motor inertia J 0.005 kg-m?
Internal stator diameter D 0.138 m
External stator diameter D, 0.203 m
Internal rotor diameter Dt 0.04 m
Slot area Siiot 1.58 x 1074 m?
Sector shift « 30 rad/s
Active length L 0.108 m
Rotor and stator material M250-35A — —
Magnet material N28UH — —

Table 4.1: Dual-three-phase parameters valid for both SPM and IPM [5]

These parameters, which include both electromagnetic and geometric specifications, define
the fundamental characteristics of the motor’s architecture and performance. The dimen-
sional parameters, in particular, are geometrically referenced to the machine cross-section

shown in figure 4.1:
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Figure 4.1: Motor dimensions

The parameters listed in table 4.1 constitute the fundamental design specifications of the
machine, while a more extensive set of parameters was implemented within the FEMM
environment for detailed electromagnetic analysis. FEMM is an industry-standard finite
element analysis tool specifically developed for solving 2D simulations under steady-state
conditions through the numerical solution of Maxwell’s equations. In this thesis, particular
attention was devoted to properly modeling the nonlinear B-H characteristics of the

M250-35A electrical steel used in both the stator and rotor cores.
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Figure 4.2: M250-35A BH curve for stator and rotor lamination [9]

The development of the FEMM model required careful consideration of magnetic non-
linearities, making the principle of superposition inapplicable for this analysis. This
nonlinear behavior significantly influences the machine’s performance characteristics, par-

ticularly under saturated operating conditions. The software enables to capture these
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interactions by directly solving the field equations while accounting for the material’s
nonlinear permeability, allowing for accurate prediction of flux density distributions and

local saturation.

Nominal current

In this thesis, no distinction is made between sectors 1 and 2 regarding the current reference;
thus, the same target values are applied, i.e., 14, = igp and iy, = 7. A Matlab script was
developed to compute the intersection between the MTPA trajectory and the current circle.
This intersection yields the exact values of the direct and quadrature current components

under rated conditions. The resulting values correspond to the nominal operating point:
tdrat = —42.32 A and iga = H7.32A.

Nominal speed

The dynamic equations of a three-phase motor in the dg reference frame are given in (1.33).
Since in a dual-three-phase motor, the rotor is only one, it is easier to consider only one

sector. Under steady-state conditions, the time derivatives of the fluxes can be neglected:
— x~0, — =0 (4.1)
The (1.33) is now possible to write as:

Vg = R - 1qg — wepy (4.2)
Vg = Rs - ig + wipq

Solving for w :

Y vg — Rsig _ Vg — Rgiq (4.3)
Pq Pd

However, when the individual components vg and v, are unknown, but the magnitude

of the voltage vector Vjpase is known, is necessary to find an expression for w in terms of
Vihase and known parameters.
The magnitude of the voltage vector is given by:

Vilm = -0.9

7 (4.4)
phase \/ U U2 < ‘/hm

Viim accounts for the inverter’s modulation capability, as expressed in formula (1.71),

typically 90% of the linear region of a sinusoidal PWM inverter.



Substituting v4 and vg:

va2hase - (Rsid - WSOq)2 + (Rsiq + wgpd)2 (45)
Expanding the squares:
Vthase = (Ryiq)® — 2Ryiqwep, + w2<p§ + (Ryig)? + 2Rgiqwepq + w?¢ (4.6)

Group terms by powers of w:

Viase = Ra(ig + i) + w? (02 + @3) 4 2wR(iga — iapq) (4.7)

Rearrange as a quadratic equation in w:

W (g + ¥a) + 2w R, (igpa — tapy) + R2(ig +ig) = Vijiase = 0 (4.8)
Define coefficients:
a= 9.+ ¢
b=2Rs(igd — iapy) (4.9)
¢ = R(ig+ig) = Vohase

The solutions for w are given by the quadratic formula, explicitly:

—2R(iqpa — iapq) = \/[QRs(iqSOd —iapg)]” — 493+ ©3) [R2(3 +2) — V3,

267+ 72) (4.10)

w =

The physically meaningful solution is the positive root. Subsequently, the electrical angular
speed must be converted into mechanical speed, resulting in a nominal operating condition

of approximately 4464.7 rpm.

Nominal torque

Considering the torque expression derived for three-phase motors in equation (1.63), and
noting that a dual three-phase motor effectively doubles the contribution, the resulting

torque is exactly twice 72.31 Nm.
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4.2 Inductance matrix of IPM motors and PI

parameters

To understand the simplifications that can be applied in motor control, it is first necessary
to analyze all inductance values present in equation (2.10). For this purpose, 3D plots are
generated as a function of the currents ¢y and .

The first type of inductance examined in this thesis is the differential inductance matrix,
which plays a critical role in the PI gain calculation, as presented in chapter 2. The
corresponding formulas are valid under the assumption that the off-diagonal elements
are negligible compared to the diagonal ones. Based on this assumption, several matrix
manipulation techniques are applied. Ultimately, the apparent inductances are introduced

for application in feedforward compensation.

Incremental inductances
The following presents the differential inductances obtained directly from the post-
processing of the FEMM analysis, without applying any method aimed at diagonalizing

the matrix.
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Figure 4.3: IPM - incremental inductances

The figure clearly shows that mutual inductance terms cannot be neglected, as the
magnitudes of the self and mutual inductances are comparable. As a result, any model
simplification that disregards mutual inductance contributions will lead to significant
inaccuracies. This implies that it is not possible to simplify the model into the form
presented in (2.43), which is typically employed to ease the calculation of the PI gains.

Another important observation is that the inductance values corresponding to the same

axis Lgiqj or Lgiq; are significantly higher than those observed between different axes Lg;q;
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or Lgig. Inductances measured along the same axis represent the direct magnetic coupling
between coils aligned and excited in the same magnetic direction. In such configurations,
the magnetic flux generated by one winding is effectively channeled and linked with the
corresponding winding on the same axis due to favorable magnetic alignment. This results
in stronger mutual coupling and, consequently, higher inductance values. On the other
hand, inductances between different axes exhibit significantly weaker coupling. This is due
to the orthogonal spatial separation of these axes by 90 electrical degrees, which causes
their associated magnetic flux paths to intersect minimally. As a result, the mutual flux
linkage between windings on different axes is greatly reduced, leading to much smaller

inductance values in the cross-axis.

Figure 4.4: DQ axis for a dual-three-phase motor

Based on the inductance values presented in figure 4.14, and taking into account the
nominal operating conditions of the machine, the relevant inductance parameters have
been accurately determined. These values serve as the foundation for the subsequent
tuning of the PI controller gains.

To evaluate and compare the effectiveness of two different tuning approaches, both
methods were applied sequentially. The first method is based on the analytical formulation
given by equation (2.39), while the second utilizes the alternative expression provided in
equation (2.43).

Following the application of these methods, the corresponding proportional and integral
gains were computed for each approach. The results are compiled and presented in the table
below, enabling a clear comparison of the two proposed tuning strategies and highlighting

their respective differences.
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Parameters From dL;, From dL;ql

Ly, [mH] 0.352 0.216
Ly, [mH] 0.437 0.255
dLqp [mH] 0.352 0.216
Ly, [mH] 0.437 0.255
Kpda 1.65 0.96
K, qa 2.07 1.16
Ky 1.65 0.96
Ky 2.07 1.16
Kida 2227.29 1368.98
K ga 2763.19 1610.92
K; ga 2225.62 1367.33
Kig 2761.11 1611.66

Table 4.2: IPM - proportional and integral gains

Significant differences can be observed in both K, and K; values obtained through the two
methods. A detailed simulation and performance analysis of each approach is presented in

chapter 5, in order to determine which method yields superior control performance.

To have a better understanding of the inverse inductance matrix and to analyze the
variation of the self-inductances terms, the inverse of the incremental inductance matrix is

also plotted:

8000

Figure 4.5: IPM - inverse incremental inductances

70



It is now the turn of the VSD method to analyze the differences. As discussed in the

previous chapter, the machine equations within the VSD framework retain the same

general form as presented in equation (2.60). The main difference lies in the structure of

the inductance matrices:

Tdnetance (1«
= B
@-
2 = =
= =
Tuehucrane [1]

o [«

lnetan

Tuud [
i 1
Tuduetsnes 1T
= = s =
v B % E

IIUH
H
# g

M
= :"‘I“"‘ LliJ :
=

5 H
| r' 5
M

I — -
= & '
= &

Tl m

Tudvetamee [l]]
= & ’
= &

Tuduetene 1]

1

!

0= M p1as
m 'D‘
EE)
200 = — —
1 (4 Iy (A
10 M 105
ER)
— -

I 1d (A Tq [A

Figure 4.6: IPM - incremental inductances in VSD

In figure 4.6, it can be seen that the matrix is more diagonal compared to cases presented

in figure 4.14 and 4.5, where the matrix element in plane 1 was significantly larger than

that in plane 5. Consequently, the approximation used with the VSD method is more

accurate.

A similar comparison to that proposed in the modular approach is also carried out using

the VSD method:

Parameters From dL,,; From dL},
dLg, [mH] 0.563 0.514
dLg1 0.710 0.649
dLqs 0.141 0.137
dL, s [mH] 0.164 0.158
Ky a 2.71 2.46
Kpq 3.45 3.14
Ky a5 0.59 0.56
K, 5 0.70 0.67
Kia 3556.94 3250.61
K 4487.48 4101.05
Kias 895.97 866.41
K 1036.83 1002.60

Table 4.3: IPM - proportional and integral gains in VSD
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In this table, it can be observed that the proportional and integral gains calculated using
the two different methodologies are closer to each other compared to the case seen in the
modular approach. This is because the inductance matrix is more diagonal, and therefore,

the contribution of its inverse is less significant.

Apparent inductances

Apparent inductance plays a key role in implementing a feedforward compensation scheme.
Ideally, all inductance terms should be taken into account to achieve the most accurate
results. However, including this level of detail greatly increases the complexity of the
control algorithm. It requires substantial memory to store detailed lookup tables and places
heavy real-time computational demands. In practice, it is more efficient to include only
those mutual inductance terms whose magnitudes are comparable to the self-inductances.
If no mutual inductance terms meet this criterion, it is preferable to consider only the

self-inductances.
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Figure 4.7: TPM - apparent inductance

As can be observed in the inductance maps, the mutual inductances, particularly those
along the same axis, exhibit magnitudes comparable to the self-inductances. Therefore,
for more effective feedforward compensation, it is essential to include at least the terms

MQBQA and MQAQB-
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Considering the application of the VSD approach to the feedforward scheme as well, the

following differences can be observed:
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Figure 4.8: IPM - apparent inductances in VSD

In this case, the self-inductances are dominant compared to the mutual inductances,
particularly Lp; and Lg;. Therefore, the feedforward implementation using the VSD
approach can be effectively carried out using only these two self-inductances, resulting in

a fast system with minimal memory requirements.

Novel matrix transformation

As shown in (2.70), the only difference respect VSD lies in the sign change of the last
row. Consequently, the variations in the inductance matrix are absent and minimal in
the terms Mpsgs and Mgsps. The graphs presented in the previous subsection are not

reported again, as the results closely resemble those obtained using the VSD approach.

4.3 Inductance matrix of SPM motors with a linear

B-H curve

In this section, an analysis of the inductances of an SPM machine is presented. The
machine is considered under the assumption of a linear magnetic behavior, which provides
a simplified foundation for the investigation of inductance characteristics.

The use of a linear B-H curve is motivated by several important considerations. First,
it allows for a clear and intuitive understanding of the inductance behavior without the

complexities introduced by nonlinear saturation. This simplification is especially valuable
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in early-stage analysis, where the focus is on capturing the essential behavior of the ma-
chine. Second, in many practical scenarios, especially at low load conditions, the magnetic
materials within an SPM machine operate in the linear region. Thirst, the computational

time to simulate the FEA of the motor is reduced.

Apparent and incremental inductances
When linear magnetic behavior is assumed, the difference between apparent and incre-
mental inductance becomes negligible. Both types of inductance exhibit nearly identical

trends due to the linear dependence of the magnetic flux on the current.

Figure 4.10: SPM linear BH curve - apparent inductances
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Since the modeling of the linear system is presented only as a preliminary study, the
following section is dedicated to the analysis of the nonlinear mapping. The inductance
matrix shown here is used solely to highlight the differences between linear and nonlinear

material mappings.

4.4 Inductance matrix of SPM motors with a non-

linear B-H curve and PI parameters

After analyzing the motor assuming a linear magnetic material model, the study now
progresses to incorporate a nonlinear B-H curve. This nonlinear characterization is partic-
ularly important when considering high current densities, as it allows for a more accurate

understanding of magnetic saturation effects within the laminated materials.

Incremental inductances

Figure 4.11: SPM non linear BH curve - incremental inductances

The figure shows that the mutual-inductance terms are smaller than the self-inductance
terms. Furthermore, the difference between self and mutual inductances in the IPM motor
is less pronounced compared to the larger disparity observed in the SPM motor. Another
important observation is that the inductance values corresponding to the same axis, such
as Lg,q, or Lg,q,, are considerably higher than those between different axes, such as Ly,
or Lg.a;, a behavior also observed in the IPM motor.

Considering the nominal operating conditions of the machine, the inductances are obtained.
By applying the two methods for calculating the PI gains, first using (2.39), and then

(2.43), it is possible to summarize the parameters in the following table:
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Parameters From dL;, From dL;ql

dLgq [mH] 0.356 0.228
dLg, [mH] 0.353 0.187
dLg, [mH] 0.353 0.187
Kpda 1.67 1.03
Kpga 1.65 0.82
Kp.ab 1.67 1.02
Kpab 1.65 0.82
K da 2251.84 1445.81
Kia 2231.65 1182.46
K 2249.85 1444.19
Kig 2232.59 1183.11

Table 4.4: SPM non linear BH curve - proportional and integral gains

Significant differences can be observed in both K, and K; values obtained through the two
methods. A detailed simulation and performance analysis of each approach is presented in

chapter 5, in order to determine which method yields superior control performance.

To have a better understanding of the inverse inductance matrix and to analyze the
variation of the self-inductance terms, the inverse of the incremental inductance matrix is
also plotted. This allows for a better comparison between different approaches presented
in table 4.4.

xxxxx

Figure 4.12: SPM non linear BH curve - inverse incremental inductances

It is now the turn of the VSD method to analyze the differences. As discussed in the

previous chapter, the machine equations within the VSD framework retain the same
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general form as presented in equation (2.60). The main difference lies in the structure of

the inductance matrices:

Figure 4.13: SPM non linear BH curve - incremental inductances in VSD

In the last figure, it can be seen that the matrix is more diagonal compared to the previous

case, where the matrix element in plane 1 was significantly larger than that in plane 5.

Consequently, the approximation used with the VSD method is also more accurate than

the behavior presented in IPM motor.

A similar comparison to that proposed in the modular approach is also carried out using

the VSD method:

Parameters

"From" dL,s,

uP\romn del

vsd
dLg [mH] 0.563 0.554
Ly [mH] 0.595 0.585
dLys5 [mH] 0.153 0.143
dLy5 [mH] 0.122 0.113
Ky 2.69 2.66
Kyq 2.84 2.81
Ky a5 0.63 0.60
K, g5 0.48 0.44
Kin 3537.30 3501.20
K 3726.80 3683.00
Ki s 947.48 910.36
K 757.99 704.52

Table 4.5: SPM non linear BH curve - proportional and integral gains in VSD

In this table, it can be observed that the proportional and integral gains calculated using

the two different methodologies are closer to each other compared to the case seen in the
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modular approach. This is because the inductance matrix is more diagonal, and therefore,

the contribution of its inverse is less significant.

Apparent inductances

Apparent inductance plays a key role in implementing a feedforward compensation scheme.
Ideally, all inductance terms should be taken into account to achieve the most accurate
results. However, including this level of detail greatly increases the complexity of the
control algorithm, so in practice, it is more efficient to include only those mutual inductance

terms whose magnitudes are comparable to the self-inductances.

Figure 4.14: SPM non linear BH curve - apparent inductances

As can be observed in the inductance maps, the mutual inductances, particularly those
along the same axis, exhibit magnitudes comparable to the self-inductances. Therefore,
for more effective feedforward compensation, it is essential to include at least the terms

MgpoaMgags.Mpaps and Mpppa.
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Considering the application of the VSD approach to the feedforward scheme as well, the

following differences can be observed:

Figure 4.15: SPM non linear BH curve - apparent inductances in VSD

In this case, the self-inductances are dominant compared to the mutual inductances,
particularly Lp; and Lg;. Therefore, the feedforward implementation using the VSD
approach can be effectively carried out using only these two self-inductances, resulting in

a fast system with minimal memory requirements.
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Chapter 5
Simulink model

Throughout this thesis, the work is developed progressively in stages. It begins with the
most comprehensive model, the IPM motor, where all relevant aspects described in the
previous chapters are considered. The next stage involves a SPM motor, allowing for a
comparison and better understanding of the differences. The simulation scheme for all

the motor models remains the same, with the only variation being the mapping output

obtained from FEMM.

1.4256+000 : >1.500e+000 1.425€+000 : >1.500e+000
1.3506+000 : 1.425¢+000

[ 7.519e-002 : 1.502e-001
[ <2.043e-004 : 7.519e-002
Densiy Plot: |8, Tesla

[ 7.533e-002 : 1.503e-001
[ <3.522¢-004 : 7.533e-002
Density Flot: |8, Tesla

Figure 5.1: Comparison of flux density saturation in SPM and IPM

Both motors use the same materials and geometry, except for the stator yoke. In the
SPM motor, the stator yoke is larger because the material tends to saturate more easily
compared to the IPM design. Another difference lies in the magnet position: by definition,
the magnet is placed on the surface in the SPM motor, while it is embedded in the IPM
motor. The magnet thickness and area are maintained the same in both configurations to

allow for a consistent and meaningful comparison between the two motors.
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5.1 General scheme

The reference current used in the current control loop comes from two possible sources:
the nominal current or the output of the speed controller (figure 5.2). The speed controller
operates by comparing the measured speed with the reference speed to determine the
required torque. Alternatively, the torque demand can be directly defined within a selected
torque interval. In all the scenarios, the resulting torque is fed into a LUT that implements
the MTPA strategy.
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Figure 5.2: Selection of the reference current

A closer examination of the speed control subsystem reveals a block diagram that represents

the equation discussed in chapter 1.1.3:
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Figure 5.3: Speed control scheme

The output of the speed control is a torque request, which is converted into reference

current, supposing that the two sectors have exactly the same characteristics:
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Figure 5.4: LUTs with torque request as input and current under MTPA as output

With the reference current now established for all sectors, a Matlab function is introduced
to inject a current disturbance into the d-axis current. This function allows for the selective
application of the disturbance, either in a single sector or across both sectors. The purpose

of this disturbance is to evaluate the system’s response to such variations.

ida outida_rel_noise
> e
. Ida_ref
@_. | ] outidb_ref
i_ref
- B idb

iga_med lga_ref

A4

I

fen

| Moise » Noize idb_mod
| Id_noise P 1d_noise

C; gl

outidb_rel_noise

Idb_ref

iqb_mod lgb_ref

) 0t o ot

Figure 5.5: Current noise

After identifying the source of the reference current, the next step is to analyze the key
subsystem that encompasses current control, machine model, and motor outputs. This
last subsystem provides access to important values such as electromagnetic torque, flux

components, and stator currents, represented in both the dg and abc reference frames.

82



Vda > Vda
q

BEVﬁ P Vaa

L —
Vdb » Vdb

e

p{idb [ 00

Vgb P Vgb

Current control Machine equations Motor outputs

Figure 5.6: Overall system

Referring to figure 5.6, the analysis begins with the current control loop. Based on the
equations developed in chapter 2.2.1, the control algorithm is implemented in the simula-
tion environment, employing two different methods for extracting the diagonal elements

used in the computation of the control gains.

The differential inductance matrix, which for each term represents a five-dimensional
tensor (%da, igas b, igp, 0), is implemented in Simulink using LUTs. Since the angular
position dependency can be neglected, a Matlab script is used to average each term of
the differential inductance tensor over the fifth dimension. As a result, the LUTs accept
the target current for each sector and a generic angular position as input, which is nec-

essary to fulfill the fifth input dimension but remains constant due to the averaging process.

All differential inductances are processed within a Matlab function that calculates the
inductances, which are then used to determine the proportional and integral gains. This
function includes two separate path: one that directly extracts the diagonal elements of
the matrix dLdq, and another that first computes the inverse of dLdq and then extracts
the diagonal elements from the resulting matrix. In this second method, the reciprocal of

each diagonal term is taken to calculate the PI gains.
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Figure 5.7: Simulink scheme for obtain dLgq and agq
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This Simulink presented runs before the main model, as the parameters K, and K; must
be initialized prior to the start of the simulation. This setup is essential because this thesis
also analyzes the control behavior under different tuning conditions, which vary depending

on the motor current.

The next step, referring to the figure 5.8, consists of analyzing the current control loop,
which represents the inner layer of the hierarchical control architecture. In the initial
stage of this work, a modified PI controller is designed. This controller also incorporates
a feedforward compensation mechanism that accounts for all mutual inductance terms.

This feature can be optionally enabled or disabled to evaluate its impact on the system’s
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Figure 5.8: Current control for i4, axis

The tuning of the PI controller is carried out based on the desired control bandwidth,

which is defined as follows:
27 fsw

W, =
Cc Df

(5.1)

where fg, = 10000 Hz denotes the switching frequency of the power converter.

A key reason for dividing by Dy rather than using only the numerator value lies in the
separation of dynamic responses between the controller and the system. By selecting a
control frequency significantly lower than the fundamental frequency of the system, the
controller is designed to operate on a much slower time scale. This ensures that the PI
controller does not attempt to react to fast dynamics. As a result, the risk of interacting
with high-frequency components or creating undesired oscillations is minimized. This
conservative tuning approach contributes to system stability and improves robustness
against measurement noise and unmodeled high-frequency dynamics, also because the

phase margin depends on this parameter.
In the following, the system is tested under minimum operating conditions using the

modified PI controller with the IPM machine. The results obtained by using D; = 50 as

the denominator in equation (5.1) are presented below:
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Figure 5.9: Division factor of 50

An increase in w,., which corresponds to a decrease in the denominator constant, results

in a faster system response. However, if the selected value is too small, the proportional

and integral gains become excessively large, potentially causing numerical instability and

simulation failure.

The following test is performed with Dy = 25:
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Figure 5.10: Division factor of 25
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A comparison of figures 5.9 and 5.10 clearly shows that the second configuration delivers a
faster dynamic response for both current and torque. Furthermore, it significantly reduces

oscillations, making this second dominant factor the preferred choice.

The scheme shown in figure 5.8 is also implemented using a Matlab function, and the
results are compared to verify the correctness of the system neglecting in this first part
the feedforward compensation. This validation is particularly important because the same
control strategy is used in the open-loop implementation of the state-space model and for
VSD control.

dq

a

Ki_da Ki_da

e

Ki_db Ki_db

Ki_gb Kiab

Figure 5.11: Current control using Matlab function

By using the control scheme implemented in figure 5.11, adapting the system to employ
a VSD method becomes straightforward. This requires only updating the K, and K;
parameters and introducing three Matlab functions to perform the transformations 7,4

between the dq and VSD reference frames.
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Figure 5.12: Current control using VSD

In the modeling and simulation of motor control systems, two distinct approaches can be

adopted depending on the level of fidelity and the simulation objectives:

o Ideal voltage injection:
This approach directly applies the reference voltages obtained from the control
algorithm to the motor model, bypassing the physical modeling of the inverter
and the PWM generation. However, this method does not account for switching
effects, voltage ripple, or hardware-induced delays, and therefore may lead to overly

optimistic results when compared to physical implementation;

» Realistic switching model:
In this configuration, the inverter is modeled using switching devices controlled by a

PWM signal generated from the reference voltages.

Since the primary objective of this thesis is to analyze the control strategy, the PWM
generator and inverter are not modeled. As a result, the voltage outputs from the control
blocks (5.8) and (5.12) are applied directly to the motor model. Within this setup, it
is possible to choose between using a continuous or discrete PI controller for current

regulation:

mod a, >
Control —I =0 Discrete I »

vsd — J_LL |

h 4

Figure 5.13: Continuous or discrete control
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The motor is modeled according to equation (2.37), where the derivative of the cur-
rent is explicitly isolated and then integrated. This approach is preferred over directly
isolating the current itself because numerical integration is more stable and reliable
than differentiation. As can be observed from the machine equations, current terms
appear both as derivatives and algebraic variables. Therefore, the first step is to ob-
tain the current derivatives, then integrate them, and use the resulting current val-
ues as inputs for the subsequent simulation step. In the initial iteration, the cur-
rent is assumed to be zero; however, this does not pose an issue since the resistance
Rgislowandthecurrentincreasesgraduallywhenthemotorstarts fromrest.
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Figure 5.14: Machine equation

The current output from this block is fed into the motor output (figure 5.6), which
internally computes all parameters derived from FEMM analysis and post-processing

calculations. To evaluate the torque, two approaches are employed based on the following:

e Mathematical formula:
3 . . . .
T, = EP [(@ariqr — @qriar) + (Pazigz — Pg2taz)] (5.2)

Where the fluxes come directly from the FEMM output. These data are inserted

inside LUT, as can be seen in the following:
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Figure 5.15: Flux from LUT

o The other method that is used is to extract the torque directly from the FEMM:

50 T(u)

Torque [Nm]

¢ & E C
5 & B B =

50 T(u)

&

- Torque_dqa

Torgque dga [Nm]

¢ & E C
5 & B B =

Fi
@
I3

5D T(u)

&

< Torque_dqb

Torgue dgb [Nm]

Figure 5.16: Torque from LUT

The first method exhibits reduced torque oscillations compared to those obtained from
FEMM simulations, as it limits electromagnetic irregularities by producing a smoother
current waveform through the motor controller. Therefore, it is more appropriate to

consider the torque derived from post-processing the data obtained from FEMM.

To determine the position and velocity of the motor, the torque equation is employed,
given that the moment of inertia is known. The motor’s position is then obtained by
integrating the velocity over time.

This scheme also allows for the application of an external load, which can be either constant
or time-varying (e.g., an impulse) to test the velocity control. Furthermore, it can simulate

a fixed rotational speed, similar to conditions found in a bench test.

o(t) = / w(t)dt

2
Motor speed [RPM]

frob—o-
degree

360
‘ mec)peeul
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L

Figure 5.17: Speed and position of the rotor
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5.2 State space

To understand the stability of a MIMO system, it is necessary to use a state-space
representation. In the simulations presented in this chapter, the motor speed is set to 100
rpm in order to reduce the frequency of the current ripple. This choice facilitates a clearer

analysis of the system’s response, particularly in terms of control speed and overshoot.

5.2.1 Open loop

In this subsection, the current control system and the plant, as previously introduced,
are described in an open-loop state-space configuration, as presented in section 3.3.2.
Particular emphasis is placed on highlighting the differences between the previously
discussed method and the current approach. This configuration serves as the foundational
setup for implementing various feedforward compensation strategies and testing different

PI controller configurations.

da_ref ) ‘@ Plis) _da
lqa_rel ) ‘@ Plis) g \
vda ida
> A"
db_ret - Plis) _db
HJ
A"
lqb_ret S, Plis) b
-dq_nam_simp ] Lig_rated C

lgo

Feadforward with only auto inductances State space OPEN loop

Figure 5.18: Motor model with feedforward compensation (only self-inductances)
and modified PI

The classical PI controller is tuned using the same bandwidth of 2513 rad/s as that used
for the modified PI, with a phase margin set to 75°.

90



The open-loop state-space model of the motor, presented in figure 5.18, is implemented

using a Matlab function that encodes the equations described in (3.3.2):

$ o
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P4 = L E—
i
- b —;%)

aaaaaaaaaaaaaa

Figure 5.19: State space present in figure 5.18

The model presented in figure 5.18 serves as the primary framework. After generating
a copy of this model, different feedforward compensation strategies are simulated: (1)
no feedforward compensation, (2) compensation using only self-inductances selected at
nominal current, (3) compensation with self-inductances selected with the motor current,
and (4) feedforward incorporating both self and mutual inductances at nominal current.
Subsequently, this comparison is extended to evaluate different current control strategies:

the conventional PI controller, the modified PI controller, and the autotuning PI controller.

Real time PI controller auto tuning

The auto-tuning process used in Simulink consists of the following steps:

1. Initial setup: the PI controller is initialized with fixed gain values, which are stored

in memorys;

2. Tuning activation: when the signal entering the start/stop port is 1, the autotuning

algorithm initiates the tuning procedure;

3. System excitation: the block injects small-amplitude sinusoidal signals into the

plant, exciting the system dynamics across the chosen frequency range;

4. System identification: the plant’s output response is analyzed to estimate a

simplified model of the system;
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5. PI parameter computation: based on the identified plant model and prede-

fined control objectives (e.g., desired bandwidth and phase margin), the autotuner

computes proportional and integral gains;

6. Controller update: the newly computed gains are saved in memory and are then

applied to the PI controller.

The Simulink scheme that allows for auto-tuning of the PI is illustrated in the following:
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u+iu

% conv
Closed-Loop

PID Autotuner
pid gains

frd

out

_’.5

_’.5

t

1
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Figure 5.20: PI autotuner scheme

After analyzing how the autotuner scheme operates, the following image provides a visual

representation of its main parameters and workflow. The process begins with the injection

of a disturbance signal, which is triggered when the input to the start/stop control is set

to 1. This action initiates the autotuning sequence, during which harmonic signals are

injected into the system to evaluate its dynamic response.

Once the excitation phase is complete, indicated by the transition of the start/stop signal

from 1 to 0, the autotuner processes the system’s response to compute appropriate values

for the proportional (K),) and integral (K;) gains. These calculated parameters are then

automatically updated and stored in memory, allowing the controller to adapt to the

system’s characteristics without manual tuning.
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Figure 5.21: Main parameters used in PI autotuner for the d, axis

5.2.2 Closed loop

The closed-loop state-space model described in subsection 3.3.3 is implemented here using

a Simulink schematic:
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Figure 5.22: State-space closed-loop scheme
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5.3 Simulation of IPM motor

The following figure illustrates the incremental inductances as a function of the angular
position, obtained directly from the magnetic fluxes. From a control perspective, the
oscillations in the inductance values are not taken into account, particularly during the

tuning of the PI gains.
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Figure 5.23: IPM - incremental inductance variation with respect to the angle

5.3.1 Comparative analysis

In the following, the torque behavior is evaluated by computing the two methods presented
in section 5.1. The test imposes the nominal speed and a load torque of 50 Nm, which is
applied at ¢ = 0.25 s, once the system reaches steady-state operation at no load.

The results show that the velocity controller, and consequently the inner current control
loop, function effectively. The system quickly reaches the reference speed before t = 0.25 s,
demonstrating fast dynamic response without overshoot. Upon the application of the load,
a transient response is observed, and the system settles back to steady-state conditions
within approximately 0.20 s.

A comparison of the torque obtained using the LUT and the analytical formula (5.2) shows
good agreement with the reference values. The primary difference lies in the oscillatory
behavior: when using the analytical formula, the PI controller tends to attenuate the
current variation, resulting in reduced oscillations in the torque output.

Torque ripple arises from several factors related to both electromagnetic and mechanical
aspects of motor design. One major contributor is cogging torque, which results from the
interaction between the permanent magnets on the rotor and the stator slots, causing

periodic torque variations even in the absence of current. Additionally, the intrinsic
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saliency of IPM motors introduces a component of reluctance torque, which varies with

rotor position and further contributes to the total torque ripple.
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Figure 5.24: IPM - torque comparison at different speeds

PI control

This section presents a comparison between the classic PI controller, a modified PI, and an
autotuning PI. The analysis focuses on the transient response observed at system startup
for both the d and ¢ axes. For the sake of brevity, only sector a is analyzed, as sector b

exhibits similar behavior.

In the following tests, a speed of 100 RPM is used instead of the nominal value, as
it provides a clearer response with fewer oscillations. This is justified by the fact that
the values of K, and K; depend solely on the current and not on the speed, since the
inductances are modeled as functions of current. The torque request remains unchanged,

while the motor speed is simply reduced.
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Figure 5.25: IPM - comparison of classic PI, modified PI, and autotuning PI in q axis
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Figure 5.26: IPM - comparison of classic PI, modified PI, and autotuning PI in d axis

The figures show that the modified PI controller performs best, exhibiting minimal os-
cillation, a short settling time, and a very small overshoot. In contrast, the classic PI
controller reaches the desired current with noticeable transient behavior, characterized by
a high overshoot and prolonged oscillations. The autotuning PI controller demonstrates
an initial response speed similar to the classic PI, but with a significantly higher overshoot

and the longest oscillation duration before reaching steady state.

In the following, the current differences between the control based on equation (2.39) and

the one presented in equation (2.43) are illustrated:
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Figure 5.27: IPM - comparison modified PI with different K, and K;

As presented in the current response graph, the PI controller gains tuned using the matrix
d L4, result in significantly improved dynamic performance compared to those obtained
using its inverse, dL;ql. Specifically, the use of dLg4, leads to a faster transient response
and a noticeable reduction in overshoot along both the direct and quadrature axes.

For this reason, the next simulation is performed with the first tuning method.

Feedforward compensation

Another important aspect in motor control is feedforward compensation, which plays
a significant role primarily during transients, as it helps reduce both delay time and
overshoot. In the following analysis, different cases are compared: (i) absence of feedforward
compensation, (ii) compensation using fixed self-inductance values calculated at nominal
conditions, (iii) compensation with self-inductance varying as a function of current, and
(iv) compensation using both self and mutual inductances fixed at nominal conditions.

The analysis is carried out at nominal speed, since feedforward compensation becomes

significant only at high speeds.
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Figure 5.29: IPM - comparison feedforward compensation in q axis

A longer time scale is chosen compared to the previous plots to emphasize that, after a
certain period, the self-inductances (at nominal current) in all cases converge and align
with the behavior observed in the previously described configuration. This confirms that
the feedforward action is effective only during the transient phase; once the transient has

passed, the PI controller, acting on the measured error, governs and corrects the behavior.

When no feedforward is applied, or when feedforward uses only the self-inductances
evaluated at nominal current, the transient response exhibits a less favorable behavior, in
particular, larger deviations appear on both axes during the initial response. By contrast,
comparing results obtained with inductances fixed at nominal current versus inductances
updated according to the actual current drawn by the machine reveals only minor dif-

ferences, especially in the initial phase; this is expected since the system is being tested
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under nominal operating conditions. Finally, considering both self-inductances and mutual
inductances fixed at the nominal current yields results very similar to the fixed current
case with only self-inductances. However, the first configuration has the advantage of a

simpler implementation.

In chapter 4, it is noted that it may be advantageous to include only the self-inductances
together with the dominant mutual terms. No further tests are conducted for this configu-
ration, as the difference between using all inductances and using only the self-inductances

with the largest mutual couplings is negligible, making additional validation unnecessary.

Machine equation and state space with modular approach

For the comparative analysis, three modeling approaches are considered:
1. Machine equations developed in Simulink as presented in figure 5.6;

2. Separate open-loop state-space representations are used to analyze the motor model

and the controller;

3. A closed-loop state-space formulation that integrates the controller into the system

dynamics as presented in figure 5.22.

In all cases, a modified PI controller without feedforward compensation is employed, and
the inductance values vary as functions of the phase current. It is possible to notice that

all three methods used are equivalent.
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Figure 5.30: IPM - current comparison between machine equation and state space
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SISO and MIMO

Starting from the simplified equations in (2.39) and (2.43), both can be reformulated in
the form of the three-phase motor equations as shown in (1.41). For a dual three-phase
motor, the equations must be rewritten by doubling the number of transfer functions to

account for the additional phases.
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Figure 5.31: Transfer function scheme for d, axis

This test aims to evaluate the impact of using a MIMO system, which accounts for
mutual interactions between different axes, compared to a SISO approach that models
each axis with an independent transfer function. All tests are conducted using a modified

PI controller with feedforward compensation based on self-inductances at nominal current.
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Figure 5.32: IPM - current comparison between SISO and MIMO

As anticipated in the theoretical analysis, the speed control system of a dual-three-phase
machine can be modeled as a SISO system. In contrast, the current control requires a
MIMO approach to accurately capture the system dynamics. As shown in the two figures,
the characteristics resulting from the SISO and MIMO models differ significantly.
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Machine equation and state space with VSD

The same test described in the subsection "Machine equation and state space with modular

approach" is performed here using the VSD method, instead of the modular approach.
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Figure 5.33: IPM - current comparison between machine model and state space

In this case as well, all three methods analyzed showed perfect agreement, as expected.

Current response with modular approach and VSD

After analyzing the modular approach and the VSD and performing various system

comparisons to verify the correctness of the model, the differences between the two control

strategies are presented below:
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Figure 5.34: IPM - current comparison between modular approach and VSD

Both controls reach steady state in approximately the same amount of time. The main

differences lie in the rise time, which is shorter for the modular approach, and the overshoot,
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which is lower for the VSD. Therefore, each control strategy exhibits different performance

characteristics, and the choice between them should be based on the specific requirements
of the application.

Continuous and discrete PI

Up to this point, a continuous PI controller has been considered, representing a theoretical

approach. In this simulation, the focus is on how the motor current and torque are affected

when passing from a continuous to a discrete PI controller. The test is carried out at

nominal speed, where the differences between the two methods are most pronounced.
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Figure 5.35: IPM - current comparison between continuous and discrete PI
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Figure 5.36: IPM - torque comparison between continuous and discrete PI
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Significant differences are observed in both axes, with more pronounced discrepancies in
the d-axis. The torque contribution varies notably during transients, while steady-state

discrepancies occur only during rapid changes.

5.3.2 System response to current variation

To evaluate the system’s robustness to electrical disturbances, particularly relevant in
automotive and aerospace applications, an oscillatory noise is injected into the i4 current
reference in Simulink. This choice allows testing the system’s behavior under flux-related
disturbances without affecting the torque generation too much, which is primarily con-
trolled by the 7, component. The test is conducted at nominal speed to simulate standard

operating conditions of the motor.

As a first step, the noise is injected only into the current component i4,:
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Figure 5.37: IPM - noise injection in 74,
The torque variation is negligible, even when the current request is reduced to half of its

nominal value along the 74, axis. Additionally, the transient response during current noise

injection, both in current and torque, is rapid.
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As a second step, the noise is injected into both the
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Figure 5.38: IPM - noise injection in 74, and g

Despite requiring only half the current in both the d-axis components, the torque maintains

a reasonable level of production.

5.3.3 Proportional and integral gains as functions of the current

Modular approach

The following test is conducted by applying twice the nominal torque, using step increments

of 5 Nm up to 100 Nm, and then 10 Nm increments thereafter. Doubling the nominal

torque allows for a more extended and detailed graph of the system response.
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Figure 5.39: IPM - proportional gain
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Figure 5.40: IPM - integral gain

Referring to equations (2.44) and (2.45), as well as their counterparts in the other sector,
the proportional and integral gains vary as a function of the differential inductances, which

in turn depend on the current.

VSD

To understand the differences between the two control strategies, it is also important to
visualize also in this case the variation of the K, and K; parameters as functions of the
current. For a valid comparison, the same torque demand and identical test conditions are

used, with only the current control strategy being varied.
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Figure 5.41: IPM - proportional gain VSD
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The control gains obtained using the VSD approach are smoother compared to those from
the modular method. In particular, spikes that appear in the modular approach are absent

with VSD, for both K, and K;. This behavior is also reflected in the eigenvalue analysis

Ki in MTPA

Figure 5.42: IPM - integral gain VSD

discussed in chapter 5.

5.3.4 Efficiency map

The following efficiency map is obtained using formulas that estimate Joule, iron, and
mechanical losses, considering all operating conditions below the nominal values for both

torque and speed. As shown, efficiency is lower at low speeds or low torques due to losses

being significant relative to the generated power.
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Figure 5.43: TPM - efficiency map
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5.3.5 Bode diagram

In accordance with the open-loop transfer function derived in equation 3.5, figure 5.44
presents the Bode magnitude and phase plots of the speed control and the mechanical

plant.
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Figure 5.44: IPM - Bode diagram

The figure presents two transfer functions: the open-loop transfer function (blue curve)
and the closed-loop transfer function (red curve). These are compared against the ref-

erence values introduced in the theoretical framework to evaluate the stability of the system.

From the analysis of the open-loop transfer function, a phase margin of approximately
107° is observed. This exceeds the commonly recommended threshold of 75°; indicating
that the system is stable with a considerable safety margin. Additionally, the magnitude
margin satisfies the recommended criterion of exceeding 3 dB, further confirming system
stability.

A vertical green dashed line is drawn at approximately w, = 25.13 rad/s, denoting
the closed-loop bandwidth. This corresponds to the frequency at which the magnitude of
the closed-loop response falls by 3 dB.

5.3.6 Nyquist plot

Another approach to assess the system’s stability is presented here, based on the Nyquist
stability criterion introduced in section 3.2.
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Figure 5.45: IPM - Nyquist diagram

The Nyquist diagram shown allows for a detailed analysis of the closed-loop stability of
the system by applying the Nyquist stability criterion. Below are the key observations:

o Shape of the Nyquist curve (blue line): the Nyquist plot of the open-loop
transfer function does not encircle the critical point —1 + j0. In fact, the entire plot
lies to the right of this point and does not intersect it. Since the critical point is not

encircled by the Nyquist plot, it follows that:

N =0.

» Open-loop poles (red markers): all poles of the open-loop transfer function are

located in the left half of the complex plane (i.e., they have negative real parts), so:

P=0

e Conclusion Nyquist criterion: by applying the following equation, where Z

represents the number of unstable closed-loop poles, is obtained:
Z=N+P=04+0=0

Therefore, the closed-loop system is also stable according to this method.
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5.3.7 Pole position

The eigenvalues of the matrix A, introduced in chapter 3.3.3, are analyzed in this section
considering nominal working conditions. Since A is an 8 x 8 matrix, the system has
eight poles. The eigenvalues are arranged in symmetric pairs with respect to the real axis,
resulting in four poles with positive imaginary parts and four with negative imaginary

parts.

Fix K, and K;

Control systems are typically implemented using fixed values of K, and K, which remain
constant across all operating conditions. In this first part of the eigenvalues analysis, this

conventional approach is analyzed.

Modular approach

As a first step, the variation of the pole positions with respect to speed is analyzed, keeping

both the motor model and the controller parameters unchanged.

Eigenvalues in complex plane
orque test [N 0 I
orque test [Nm|: 10 .
we test [Nm]: 20
we test [Nim]: 30
ve test [Nim]: 40
ue test [Nim): 50
ue test [Nim): 60
ve test [Nim]: 70
ve test [Nm|: 80

GO0 -~

000

4000 -

3000 - |— — —data2

2000 +—

1000 | )gs :

x |
I®———————= K—————= - — — = KM —W HIE — K —————mmmm————— o ——=d
x

1000 |- . e

Imaginary axis

=2000 =

-3000

=400 —

| 1 | | | | 1 1 |
=15000 16000 =14000 =12000 =10000 =8000 -G000 =4000 =2000 ]

Real axis

Figure 5.46: IPM - eigenvalues at 1000 rpm with fixed K, and K;

In this first graph, the torque test is performed at intervals of 10 Nm up to the nominal
torque, in order to highlight the symmetry of the eigenvalues and confirm that the system
has eight poles. In the following analysis, the test is extended to include overload conditions,
reaching up to twice the nominal torque. The most critical area is highlighted with a red

box, and a zoomed-in view of this region is shown near the image.
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Eigenvalues in complex plane
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Figure 5.47: IPM - eigenvalues at nominal speed with fixed K, and K;

Compared to the case tested at 1000 rpm, the eigenvalues in this scenario exhibit a
generally higher imaginary range and are less clustered. Nevertheless, in both cases, all
eigenvalues lie in the left half of the complex plane, confirming that the system remains

stable under all tested conditions.

Additionally, the eigenvalues are symmetrically distributed with respect to the real axis,
which is characteristic of an underdamped system. This behavior is consistent with typical

three-phase motor dynamics and is particularly evident in figure 1.5.

The zoomed view at nominal speed reveals that the eigenvalues at zero torque present the
lower damping compared to other operating conditions. Consequently, the start-up phase
represents the worst-case scenario, even more critical than when the system operates at

twice the nominal torque.
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VSD

Now let’s analyze the second control strategy developed, performing the same test used

for the modular approach, to determine the characteristics of this system:

Eigenvalues in complex plane

4000 X

3000 %

2000

x

1000 =

O ——————— AK———W——— W ———— ] H————————————————m—————————————

Imaginary axis

-1000 |-

2000 =

3000 |- x
x

D0 (=
U %

L 1 | 1 1 1 L
- 16000 ~14000 ~12000 ~10000 ~B000 -G00D -4000 ~2000 0

Real axis

Figure 5.48: IPM - eigenvalues at nominal speed with fixed K, and K; VSD

In this case as well, all eigenvalues lie in the left half of the complex plane, confirming that
the system remains stable under all tested conditions. Compared to the modular approach
shown in figure 5.47, the poles near the imaginary axis are more tightly clustered and
exhibit lower and more consistent natural frequencies across all torque levels.

Another notable difference is that, whereas the modular approach revealed a distinct pole
at zero torque with unique damping and frequency characteristics, the eigenvalues in this
case are more uniformly distributed. At low torque demand, the system operates at lower
frequencies; however, as the torque increases, both the frequency and the damping of the

system response increase accordingly.

Variable K, and K; in function of the reference torque

Since the K, and K; gains are typically tuned and fixed based on nominal operating
conditions, this section highlights the impact of using different gain values that are
specifically calculated for each torque demand. This comparison illustrates how autotuning
tuning can influence system performance under varying load conditions.

The tests presented in this subsection are identical to those performed in the previous one,
using the same operating conditions and torque references. This consistency ensures a fair

and meaningful comparison between the different control strategies.
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Modular approach

Eigenvalues in complex plane
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Figure 5.49: IPM - eigenvalues at nominal speed with variable K}, and K;

In this analysis, the eigenvalues exhibit a more structured distribution, forming a curve
along which each pole, corresponding to a specific torque level, appears sequentially.

This behavior contrasts with the case of fixed K, and K;, shown in figure 5.47, where the
zero-torque condition produced a distinct pole isolated from the others. In the current
case, that same condition results in a pole that is closely grouped with the others and
represents the most favorable configuration, characterized by high pulsation and strong
damping. Conversely, the least favorable condition corresponds to the highest torque level,

where the system exhibits reduced damping and lower natural frequencies.

VSD

In the following analysis, the theoretical best-case scenario is presented. This scenario
combines the advantages of implementing variable proportional and integral gains with
the VSD method. By allowing the controller gains to adapt dynamically based on
operating conditions, the system can achieve improved performance in terms of stability,
responsiveness, and robustness. The integration of gain variability with the VSD approach

is expected to exploit the full potential of both techniques.
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Eigenvalues in complex plane
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Figure 5.50: IPM - eigenvalues at nominal speed with variable K, and K; VSD

Similarly to the modular approach, the pole positions are well-ordered; however, in this
case, the poles are more closely clustered for the same torque requests, both in terms of
oscillation frequency and damping. This indicates that the system exhibits more consistent
behavior even when the torque demand varies.

As expected, this configuration demonstrates the best overall performance compared to all

the previously analyzed cases.

5.4 Simulation of SPM motor with non-linear

BH curve

An IPM motor typically exhibits greater torque ripple compared to SPM motor. According
to the torque equation (2.33), the torque is a function of the flux linkages, which depend
on the rotor position. In an SPM motor, the magnetic flux produced by the permanent
magnets is relatively constant and aligned with the d-axis of the rotating reference frame.
As a result, the g-axis flux component is ideally zero. This flux distribution remains nearly

constant with respect to the rotor position in the dq reference frame.
In contrast, an IPM motor exhibits magnetic saliency due to its embedded magnet structure.

The rotor geometry introduces a variation in magnetic reluctance along the d- and g-axes,

which leads to a flux linkage that varies with the rotor position.
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Figure 5.51: Comparison torque produced by IPM and SPM (non-linear BH curve)

The IPM motor was analyzed in greater detail to highlight its specific characteristics. Since
the SPM motor shares several similarities with the IPM motor, many features remain
comparable. Therefore, only the most significant studies are presented and discussed in
the following.

5.4.1 Comparative analysis

PI control
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Figure 5.52: SPM - comparison of classic PI, modify PI, and autotuning PI in q axis

For the SPM motor as well, the best performing controller is the modified PI, followed by
the classic PI, with the autotuning PI yielding the least favorable results. This ranking

holds true for both the time required to reach steady state and the overshoot.
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Current response with modular approach and VSD
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Figure 5.53: SPM - comparison modular approach and VSD
Both control strategies reach steady state in approximately the same amount of time. The

main difference lies in the overshoot, which is lower for the VSD control, particularly along

the 14 axis.

Feedforward compensation
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Figure 5.54: SPM - comparison feedforward compensation in d axis
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Figure 5.55: SPM - comparison feedforward compensation in q axis

The importance of feedforward compensation is evident in IPM motors, but it becomes

even more apparent in SPM motors. In particular, the performance differences are clearly

visible when comparing the absence of feedforward compensation to a configuration that

includes a feedforward term based solely on self-inductances. Additionally, the mutual

inductance plays a significant role, especially along the d-axis.

5.4.2 Efficiency map
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Figure 5.56: SPM - efficiency map
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The efficiency map is similar to that presented for the IPM motor; however, when
considering the efficiency values, the SPM motor exhibits superior performance compared

to the IPM.

5.4.3 Pole position

The same analysis and visualizations performed for the IPM motor are repeated here. The
test conditions remain identical; the only substantial difference lies in the dL4, matrix,
where the self-inductance values are higher than the mutual inductance.
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Figure 5.57: SPM - eigenvalues at nominal speed with fixed K, and K;

The pole locations are more uniformly distributed than those obtained with the IPM based
control. This improvement stems from the fact that the closed-loop system matrix Ay
depends on the differential inductance dLgq. In IPM machines, the mutual inductances
are comparable to the self-inductances, whereas in SPM machines the self-inductances
dominate, leading to better ordered pole placement.

Since the most significant poles are those closest to the origin and the system exhibits
symmetry, a zoomed-in view around the real axis is provided within the red box. It can
be observed that, even in the case of the IPM machine, the operating point at zero torque
deviates the most from the other conditions. However, in this case, it is characterized by

high damping and pulsation response.
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VSD

Eigenvalues in complex plane
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Figure 5.58: SPM - eigenvalues with nominal speed with fixed K, and K; VSD

For the VSD, many poles are located along the real axis, particularly those associated with

high pulsation. This is more evident compared to the modular approach and is especially

pronounced in the case of the IPM motor.

Variable K, and K; in function of the reference torque

Modular approach

4000 =

3000 —

2000 —

1000 (=

Imaginary axis

-1000

=2000 =

Eigenvalues in complex plane

-3000 -

-4000

X<

b 24

Torgue test [N
Torguse test
Torgue test
Torgue test
Taorgue test
Taorgue te

Torque test

x

X x

Taorgue
Taorgue te
Torque test
Taorgue test
Torgue test
Torque test
Torgue test
Torgue test
Torgqus test
% Tormgue test D

XXX XNXN

=15000

Figure 5.59

=10000

=5000
Real axis

118

: SPM - eigenvalues at nominal speed with variable K, and K;



The variables K, and K; enable the placement of poles along a curved axis, allowing the
dominant pole for each reference torque to maintain an approximately constant oscillation

frequency across all considered torque levels.

Eigenvalues in complex plane
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Figure 5.60: SPM - eigenvalues at nominal speed with variable K, and K; VSD

The most significant observation is that the pole corresponding to zero torque request
is not the most isolated; rather, it is located very close to the pole associated with high
torque requests. This characteristic is also observed in VSD systems with fixed K, and

K;; however, in this case, the poles are aligned along a well-defined curve.

In all previously presented cases, it is evident that all eigenvalues are negative, a necessary

condition for system stability, which is the most important parameter.
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Chapter 6
Conclusions

This thesis investigates the modeling and control of dual-three-phase permanent magnet
motors, encompassing both IPM and SPM types. The study incorporates both linear and
nonlinear B-H curves across several control topologies. It begins with the derivation of
the machine and control equations for a conventional three-phase system, which are then
extended to the dual-three-phase configuration. For both cases, obtaining the complete
inductance matrix is essential. In particular, understanding which mutual inductances can

be neglected is fundamental for simplifying the control strategy.

Based on the inductance analysis, a modified PI current controller is proposed. This
controller is initially tuned under nominal current conditions and then evaluated across
multiple gain settings (K, and K;). In parallel, both the classical PI controller and an

autotuning PI controller are implemented and compared.

Feedforward compensation is studied through four different strategies: (i) no feedforward
term, (ii) feedforward using self-inductances evaluated at nominal current, (iii) feedforward
using current-dependent self-inductances, and (iv) full feedforward based on the complete

inductance matrix.

The stability of the speed loop is analyzed within a SISO framework, using Bode and
Nyquist diagrams to assess system stability. For the MIMO current loop, a state-space
representation is adopted, and eigenvalue analysis is performed to determine the location

of system poles and verify stability.

Validation is conducted through comprehensive simulations in Matlab and Simulink. Key
results show that the modified PI controller offers the fastest response with minimal
overshoot. Feedforward compensation using self-inductances at nominal current offers a

good balance between simplicity, performance, and implementation cost

Speed loop stability margins remain robust throughout the operating range, and current-

loop stability is preserved for all control strategies up to twice the nominal torque.
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Future Developments

Future work should focus on enhancing the system model by incorporating additional
components and effects that were not considered in this study. In particular, the influence
of the inverter and the battery must be included to capture the true dynamic behavior
of the overall system. Additionally, the motor model currently implemented in Simulink

lacks temperature dependence, which should be addressed in future iterations.

The control strategy developed in this thesis is based on maximum torque per ampere.
However, a more efficient approach would be to implement maximum torque per efficiency

control, which accounts not only for Joule losses but also for iron and inverter losses.

While simulation outcomes are encouraging, further work, particularly experimental
testing on prototypes in a realistic environment, is necessary to confirm the accuracy and

robustness of the proposed methods.
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