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Abstract

This study presents a measurement of the systematic uncertainty associated to the fit
model used in the measurement of ∆ACP. The measurement uses data at centre-of-mass
energy of

√
s = 13.6 Tev collected by the upgraded LHCb experiment, during the Run

3 of LHC. By the development of an alternative model compared to the baseline model,
the result obtained is:

σsyst = 8× 10−5.
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Introduction

From the start, the objective of the LHCb experiment has always been that of discover-
ing hints of new physics, indications of what could be beyond the limits of the Standard
Model (SM) which is only an effective theory. It exploits an indirect method, where
possible new heavy particles could contribute to the amplitudes, thus modifying the
properties of the SM observables. One such observable is the difference of CP asymme-
tries between D0 → K+K− and D0 → π+π−. This observable is particularly powerful,
because it is proven to be robust against possible systematic uncertainties. In this thesis
the study of these decays is presented for the first time, using the data from the Run
3 of LHC. First the fit model to extract the number of signal events is presented, dis-
cussing also an alternative model in comparison to the baseline. Secondly, a systematic
uncertainty is determined. The thesis is organized as follows. A solid view of the theory
behind CP violation is given in Chapter 1. Chapter 2 gives a description of the upgraded
LHCb detector, with a particular emphasis on the subdectors which are important for
this analysis. In chapter 3 the data analysis is discussed in details, from the data se-
lection to the fit models comparison. The systematic uncertainties assigned to the fit
model is reported in the Chapter 3.4.
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Chapter 1

Theory of CP violation

The Standard Model (SM) of particle physics is made by the combination of contributions
which describes different sectors of nature interactions. The first one is the Glashow-
Weinberg-Salam (GWS) model, a Yang-Mills non-abelian quantum field theory based on
the two gauge symmetry groups SU(2) × U(1). It provides the picture of electroweak
interactions and it has been experimentally proven to be a solid and successful model.
The GSWmodel is then expanded by introducing the SU(3) gauge symmetry group which
describes the strong interactions. Lastly, adding the Brout-Englert-Higgs spontaneous
symmetry breaking mechanism which explain how a particle acquire mass, one obtains
the SM which can describe all known particles and fundamental interactions except for
gravity.

In this chapter the GSW model is described in Sec. 1.1 while Sec. 1.2 will focus
on the CKM matrix. Lastly, in Sec. 1.3 the phenomenology of CP violation in neutral
mesons is described, focusing on charged two-body decays of neutral D meson.

1.1 The GSW model

Looking at he Glashow-Weinberg-Salam model Lagrangian one can see that it is com-
posed by 4 main components [1, 2, 3]

L = LB + Lf + LH + LY . (1.1)

The first term represents the kinetic term of the four gauge fields: W a
µ (the weak isospin

fields with a = 1, 2, 3) and Bµ the hypercharge field. Using field tensor notation, one can
write this Lagrangian term as

LB = −1

4
W aµνW a

µν −
1

4
BµνBµν , (1.2)
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where W and B are defined as the field strength tensors. These are not the physical
gauge fields, one has to account for charged- and neutral-current interactions which leads
to the definitions

W±
µ =

W 1
µ ∓ iW 2

µ√
2

, (1.3a)

Zµ = W 3
µ cos θW −Bµ sin θW , (1.3b)

Aµ = W 3
µ sin θW +Bµ cos θW , (1.3c)

where θW is the Weinberg angle (sin θW ≃ 0.23).
The second term describes the kinematics of the fermion and how they interact with

the gauge bosons and is the first SM term which has an asymmetry. Using tensor notation

Lf = Q̄ji /DLQ
j + ūjRi /DRu

j
R + d̄jRi /DRd

j
R + L̄ji /DLL

j + ējRi /DRe
j
R, (1.4)

where a sum over j, the flavor (or generation) index, is assumed. One can quickly notices
the difference between left-handed and right-handed components, in fact Qj and Lj are
the left handed quarks and leptons SU(2) doublets, written explicitly as

Qj =

(
ujL
djL

)
, Lj =

(
νjL
ejL

)
, (1.5)

while ujR, d
j
R are the right-handed quark singlets and ejR is the right-handed charged-

lepton singlets since in the SM neutrinos are considered only left-handed.
The /D term is the contracted form of γµDµ, in which γµ is the Dirac matrix and Dµ

is the so called covariant derivative. DRµ and DLµ are needed so that the Lagrangian
is invariant under SU(2) × U(1) local gauge transformations and differs between right-
and left-handed fields

DLµ = ∂µ + igW a
µ

σa

2
+ ig′

Y

2
Bµ, (1.6a)

DRµ = ∂µ + ig′
Y

2
Bµ, (1.6b)

where Y is the hypercharge of the filed on which Dµ operates, σa are the Pauli matrices
and g and g′ are the coupling constants.

Being SU(2) doublets, Qj and Lj have weak isospin T = 1/2, with third components
T3 = ±1/2 for up- and down-quarks and neutral and charged leptons, respectively. On
the other hand, right-handed fermions are SU(2) singlets therefore T = 0. Since the
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electromagnetic charge of a field can be written as a combination of hypercharge Y and
weak isospin third component T3,

Q = T3 +
Y

2
, (1.7)

one can easily compute the hypercharge value for all fermion knowing their third weak
isospin component and electromagnetic charge, Table 1.1.

Fermion T3 Y Q
uL 1/2 1/3 2/3
dL -1/2 1/3 -1/3
uR 0 4/3 2/3
dR 0 -2/3 -1/3
νL 1/2 -1 0
eL -1/2 -1 -1
eR 0 -2 -1

Table 1.1: values of the third component of weak isospin T3, hypercharge Y and electro-
magnetic charge Q.

The third component of Eq. 1.1 depicts the Higgs field and its interactions with the
gauge bosons [4] [5]

LH = (Dµϕ†)(Dµϕ)− V (ϕ†ϕ) =

= (Dµϕ†)(Dµϕ)−
(
− µ2ϕ†ϕ+

λ2

2
(ϕ†ϕ)2

)
,

(1.8)

the λ and µ are positive real parameters and ϕ is the SU(2) Higgs doublet whit hyper-
charge Y = 1, composed by an electromagnetic charged scalar field ϕ+ and a neutral
complex one ϕ0

ϕ =

(
ϕ+

ϕ0

)
. (1.9)

As for the fermion Lagrangian (1.3), the covariant derivative is needed to preserve in-
variance under SU(2) local gauge transformations, and having hypercharge 1 lead to a
covariant derivative of the form

Dµ = ∂µ + igW a
µ

σa

2
+

1

2
ig′Bµ. (1.10)
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The Higgs potential reaches its minimum when ϕ†ϕ = µ2/λ2 ≡ v2/2, however this
minimum is degenerate as there are infinite number of ground state if one considers
µ2 < 0. Since each one of these minima has the same probability of being the actual
ground state, one can arbitrarily choose one of them as the vacuum expectation value
⟨ϕ0⟩ = v/

√
2. By choosing the ground state, SU(2)×U(1) symmetry of the Lagrangian

is spontaneously broken and only one of the original 4 degrees of freedom of ϕ remain,
the Higgs boson field H(x) which is now real and scalar. Therefore, the Higgs doublet
can be rewritten in the so called unitary gauge form

ϕ =
1√
2

(
0

v +H(x)

)
. (1.11)

By substituting Eq. 1.11 into Eq. 1.8 one obtains

−1

8
g2v2(W+µW+

µ +W−µW−
µ )− 1

8
v2(g2 + g′2)ZµZµ −

1

2
λ2v2H2, (1.12)

quadratic field object point out to the mass of the particle associated to that filed, hence
it is clear from Eq. 1.12 that the gauge and H bosons have acquired mass

MH = λv, (1.13a)

MW =
1

2
gv, (1.13b)

MZ =
1

2

√
g2 + g′2v, (1.13c)

Mγ = 0. (1.13d)

Three of the gauge bosons W± and Z have acquired mass while the photon remained
massless.

Lastly, the forth term in Eq. 1.1 pictures the Yukawa interactions between fermion
fields and the Higgs field and it is responsible for the acquisition of mass by the fermions.
It is written as

LY = −λijd Q̄
iϕdjR − λiju Q̄

i(iσ2ϕ)uiR − gieL̄
iϕeiR + h.c., (1.14)

in which a sum over i and j is assumed, gie are coupling constants and λijd,u are complex-
variable matrices. Substituting Eq. 1.11 into the Yukawa Lagrangian (1.14) one finds

LY = − v√
2
λijµ d̄

i
Ld

j
R − v√

2
λijµ ū

i
Lu

j
R − v√

2
giee

i
Le

i
R + h.c., (1.15)
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as for the gauge bosons, it stands clear that there is a mass term for ei leptons, meaning
electrons, muons and tauons, equal to

mei =
v√
2
gi. (1.16)

From this dissertation, no term proportional to the neutrino field appear and that is
why for many years it was believed to be massless. However, recent observations have
confirmed that they do have masses and, moreover, that they mix among themselves
generating the neutrino oscillations phenomenon [6, 7, 8, 9, 10, 11, 12]. According these
studies, the flavor or weak eigenstates are a combination of the mass eigenstates following
equation

νiL =
∑
j

Uijν
j
m,L, (1.17)

where U is the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, or neutrino mixing
matrix, and characterises the weak charged-current in the lepton sector

g

2
√
2
ēiLUijγµ(1 + γ5)ν

j
m,LW

−µ + h.c. (1.18)

U is the analogous to the quark mixing matrix which will be discussed in details in the
upcoming section.

1.2 The Cabibbo-Kobayashi-Maskawa Matrix

Experimentally, the physical quarks observed are different from those defined as ui and
di fields in Eq 1.4. This is also supported by the quark mass terms in Eq. 1.15 where
there is a ūiuj terms for up-type quarks and a similar one for down-type quarks, instead
of a term proportional to ūiui. In order to find the mass eigenstates the solution is to
diagonalize the λij matrices introduced in Eq. 1.14. Thus, two new unitary matrices
Su,d and Tu,d are introduced such that

λu,dλ
†
u,d = Su,dD

2
u,dS

†
u,d, (1.19a)

λ†u,dλu,d = Tu,dD
2
u,dT

†
u,d, (1.19b)

where Du,d are diagonal matrices. This leads to the definition

λu,d = Su,dDu,dT
†
u,d. (1.20)
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The physical quark fields are now defined as: (the flavor eigenstates fields can now be
written as the combination of mass eigenstates field)

uiL = Si,j
u u

j,phys
L , (1.21a)

uiR = T i,j
R uj,physR , (1.21b)

diL = Si,j
L d

j;phys
L , (1.21c)

diR = T i,j
R dj,physR , (1.21d)

and using these definitions in Eq. 1.15 one obtains

− v√
2
Dii

u ū
i,physui,phys − v√

2
Dii

d d̄
i,physdi.phys, (1.22)

which have the same structure as the lepton mass quark term. It follows that the mass
of a quark particle is:

mi
u,d =

v√
2
Dii

u,d. (1.23)

The change from flavor to mass eigenstates can be done also in the interaction term of
the Lagrangian (Eq. 1.4) in which it can be proven there are these terms:

− g√
2
(J+µW+

µ + J−µW−
µ )− g

cos θW
JNµZµ, (1.24)

where the charged and neutral currents, J±µ and JNµ, are defined as

J+µ = ν̄aLγ
µeaL + ūaLγ

µdaL, (1.25a)

J−µ = h.c.(J+µ), (1.25b)

JNµ =
∑
a,f

f̄aγ
µ

2
[T3 − (T3 − 2 sin2 θWQ)γ

5]fa, (1.25c)

in which fa is a generic fermion filed of the a-th generation, Q is the electromagnetic
charge and T3 is the third weak isospin component. Since the diagonalizing matrices Su,d

and Tu,d are unitary by definition, the neutral current term (1.25c) remains unchanged.
On the other hand, the charged current term (1.25a, 1.25b) involving quark fields can
be written as

ūi,physL (S†
uSd)

ijγµdj,physL . (1.26)

The matrix S†
uSd ≡ VCKM is called Cabibbo-Kobayashi-Maskawa matrix and depicts the

mixing between the down-type quarks in charged-current interactions [13, 14].

9



The charged-current interaction Lagrangian can now be written in mass eigenstates
basis as

Lcc,quarks = − g√
2

(
ūL c̄L t̄L

)Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 γµ

dLsL
bL

W+
L + h.c., (1.27)

where the spinors represents the physical quark. Moreover, it comes foth that the charged
weak interaction bosons, W±

µ , mediate the interaction between up-type and down-type
quarks belonging to different families, hence quark flavor can change in weak interactions.
Each element of VCKM stands for the coupling strength coefficient between two quarks,
meaning that, for example, the coupling between t and b with |Vtb| ≃ 1 is much stronger
than that between u and b with |Vub| ≃ 0.004.

The number of degrees of freedom of a n×n matrix is equal to n2 therefore the VCKM

matrix has 9 degrees of freedom. However, looking at the Yukawa Lagrangian term

−mid̄i,physL di,physR −miūi,physL ui,physL , (1.28)

one can notice a left-over symmetry under U(1) transformations of the form{
uiL → eiαiuiL
uiR → eiαiuiR

{
diL → eiαidiL
diR → eiαidiR

, (1.29)

for a total of 6 parameters, ūiLu
i
R and d̄iLd

i
R with i = 1, 2, 3, are invariant under U(1).

This means that we can always use 5 of these U(1) symmetries to compute 5 parameters
inside the VCKM matrix reducing NDoF = 9− 5 leaving only 4 degrees of freedom. This
allows for a parametrization of the VCKM with 3 real mixing angles, (θ12, θ13, θ23) and 1
imaginary phase δ, responsible for the CP violation in weak interactions (covered later
in Sec. 1.3). By defining sij ≡ sin θij and cij ≡ cos θij, the VCKM can be written as

VCKM =

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13
s12s23 − c12c23s13e

iδ −c12s23 − s12c23s13e
iδ c23c13

+O(λ4). (1.30)

It is also possible to make explicit the hierarchy of the VCKM elements using Wolfen-
stein parametrization [15], based on an expansion of the four parameters λ, the sine of
the Cabibbo angle (λ ≃ 0.226), A, ρ and η, resulting in

VCKM =

 1− λ2/2 λ Aλ3(ρ− iη)
−λ 1− λ2/2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1

+O(λ4), (1.31)
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where

s12 = λ =
|Vus|√

|Vud|2 + |Vus|2
, (1.32a)

s23 = Aλ2 = λ|Vcb
Vus

|, (1.32b)

s13e
iδ = Aλ3(ρ+ iη) = V ∗

ub. (1.32c)

Latest experimental measurements [16] estimate the magnitudes of the CKM matrix
to be:

|VCKM | =

0.97435± 0.00016 0.22501± 0.00068 0.003732+0.000090
−0.000085

0.22487± 0.00068 0.97349± 0.00016 0.04183+0.00079
−0.00069

0.00858±0.00019
0.00017 0.04111+0.00077

−0.00068 0.999118+0.000029
−0.000034

 . (1.33)

1.3 Charge-Parity violation in the Standard Model

It particle physics, charge conjugation, C, is a mathematical operation which changes
the electromagnetic charge of a particle into its opposite value, effectively transforming
a particle into an antiparticle. An electrically neutral antiparticle may be identical to
its corresponding particle. Parity, P, represents the reflection of the spatial coordinates
through the origin. Parity conservation means that up, down, left and right are indis-
tinguishable and, essentially, that the probability for a nucleus to emit a decay product
along a given direction is the same for all other directions.

Strong interactions conserve C and P separately, thus conserving also CP, while weak
interactions maximally violates both C and P and, minimally, also CP.

The CKMmatrix can be parametrized with three real mixing angles and an imaginary
phase, as discussed in Sec. 1.2. However, multiple parametrizations exists and they differ
from each other by the position of the complex phase inside the matrix, which is not
physically important. In fact, it is possible to define a CP-violation quantity which does
not depend on the parametrization used. For example, the Jarlskog invariant, JCKM , is
defined using the following relation

ℑ(VijVklV ∗
ilV

∗
kj) = JCKM

3∑
m,n=1

ϵikmϵjln, (i, j, k, l = 1, 2, 3), (1.34)

and can be written as
JCKM = s12s13s23c12c13c

2
23 sin δ. (1.35)
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It can be shown that a necessary and sufficient condition for CP-violation to occur in
the quark sector is:

(m2
t −m2

c)(m
2
t −m2

u)(m
2
c −m2

u)(m
2
b −m2

s)(m
2
b −m2

d)(m
2
s −m2

d)JCKM ̸= 0. (1.36)

This equation establishes that for CP-violation not to exist any mass degeneracy between
up-type quarks or down-type quarks must be absent, all three mixing angles must be
different from 0 or 2π and the imaginary phase must be different from 0 or π. Eq 1.36
not only introduces limitations on the values of its elements but also on the number of
quarks in the process. It is easy to see that if less than four different quarks are involved,
then Eq. 1.36 would equal to 0. Therefore, there must be at least 4 different quarks
inside a certain process in order to have CP-violation.

Considering a generic meson M and its CP conjugate M , its final state f and its CP
conjugate f̄ , one can define the following decay amplitudes:

Af = ⟨f |H|M⟩, Af̄ = ⟨f̄ |H|M⟩, Af = ⟨f |H|M⟩, Af̄ = ⟨f̄ |H|M⟩, (1.37)

where H is the Hamiltonian. Inside these amplitudes two different phases can be char-
acterized

Af = |A|ei(δ+ϕ). (1.38)

The first, δ, is the strong phase, it represents the sum of all possible contributions from
intermediate on-shell states in the decay process, usually a product of strong interactions,
hence its name. Since strong interactions are CP-invariant, this phase does not change
between Af and Af̄ . The second, ϕ, is the weak phase, it arises from the coupling of the
W± bosons and appears in its complex conjugate form in the CP-conjugate amplitude.

In a decay, the amplitude can be considered as the sum of all the contribution in the
process:

Af =
∑

j|Aj|ei(δj+ϕj), (1.39)

where |Aj| is the magnitude of the single elements in the process. CP-violation physically
results in a difference between the final amplitudes |Af | ̸= |Af̄ |, possible only if at least
two terms in the process have different strong and weak phases.

Considering the difference of the squared amplitudes, one obtains

|Af |2 − |Af̄ |2 = −2
∑
i ̸=j

|Ai||Aj| sin (δi − δj) sin (ϕi − ϕj). (1.40)

12



1.4 Neutral Meson

Concerning neutral mesons, CP violation phenomenology is enriched by an initial pure
flavor eigenstate to potentially develop a component of the opposite flavor before de-
caying. This is possible because of the structure of the weak interaction which enables
flavor mixing or oscillation, for example theM0 ↔M0 transition. There are four neutral
mesons that can mix: K0, D0, B0 and B0

s .
Consider a state that is initially a superposition of |M0⟩ and |M0 ⟩ as

|ψ(t = 0)⟩ = a(0)|M0⟩+ b(0)|M0 ⟩. (1.41)

In time, the state will evolve as

|ψ(t)⟩ = a(t)|M0⟩+ b(t)|M0 ⟩+
∑
i

ci(t)|fi⟩, (1.42)

where fi are all the possible final states. The two pure eigenstate define a subspace where
the possible mixing states are described by the Shrödinger equation

i
∂

∂t

(
a(t)
b(t)

)
=

(
M− i

2
Γ

)(
a(t)
b(t)

)
, (1.43)

in which M is the mass matrix and its elements are defined as follows:

Mij = m0δi,j + ⟨Mi|HW|Mj⟩+
∑
k

P

(
⟨Mi|HW|fk⟩⟨fk|HW|Mj⟩

m0 − Efk

)
, (1.44)

and the element of the decay matrix are

Γij = 2π
∑
k

δ(m0 − Efk)⟨Mi|HW|fk⟩⟨fk|HW|Mj⟩, (1.45)

whereM1 =M0, M2 =M0, HW is the weak Hamiltonian and m0 is the mass of the pure
eigenstate M0. The matrix M is associated with transitions via off-shell (dispersive)
intermediate states, whereas Γ with on-shell (absorptive) intermediate states. if we
expand the Shrödinger equations for both states of Eq. 1.43

i
∂

∂t
|M0(t)⟩ =

(
M11 −

i

2
Γ11

)
|M0(t)⟩ +

(
M12 −

i

2
Γ12

)
|M0(t)⟩, (1.46)

i
∂

∂t
|M0(t)⟩ =

(
M21 −

i

2
Γ21

)
|M0(t)⟩ +

(
M22 −

i

2
Γ22

)
|M0(t)⟩, (1.47)
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it is clear that off-diagonal term of H are related to flavor mixing transitions. Since the
conservation of the CPT symmetry is required, it follows that M11 = M22, Γ11 = Γ22

and M21 =M∗
12, Γ21 = Γ∗

12. Therefore, one can write the mass-decay matrix as

H =

(
M− i

2
Γ M12 − i

2
Γ12

M∗
12 − i

2
Γ∗
12 M− i

2
Γ

)
. (1.48)

The eigenvalues of the mass-decay matrix are

λ± = M− i

2
Γ± F, (1.49)

with F being:

F =

√(
M12 −

i

2
Γ12

)(
M∗

12 −
i

2
Γ∗
12

)
(1.50)

Although small, the two eigenstates have a difference in mass values with which it is
possible to label them as lower- and higher-mass eigenstate

λ
(−)
L = mL − i

2
ΓL ≡ (M −ℜ(F ))− i

2
(Γ + 2ℑ(F )), (1.51a)

λ
(+)
H = mH − i

2
ΓH ≡ (M + ℜ(F ))− i

2
(Γ− 2ℑ(F )). (1.51b)

The eigenvectors are

|MH⟩ = p|M0⟩+ q|M0⟩, (1.52a)

|ML⟩ = p|M0⟩ − q|M0⟩, (1.52b)

where p and q are complex parameters with |p|2 + |q|2 = 1 and their ratio is:

q

p
=

√
M∗

12 − i
2
Γ∗
12

M12 − i
2
Γ12

, (1.53)

that can be used to rewrite the eigenvalues as

λH,L =M − i

2
Γ± q

p

(
M12 −

i

2
Γ12

)
(1.54)

Using Eq. 1.52a, 1.52b one can write the pure M0 and M0 states at time t = 0 as

|M0⟩ = 1

2p
(|MH⟩+ |ML⟩), (1.55a)

|M0⟩ = 1

2q
(|MH⟩ − |ML⟩), (1.55b)
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and since the time evolution of the |ML⟩ and |MH⟩ eigenstates are independent from one
another, the time evolution of the two pure eigenstates will be

|M0⟩ = 1

2p
{e−imLt−ΓL

t
2 |ML⟩+ e−imH t−ΓH

t
2 |MH⟩}, (1.56a)

|M0⟩ = 1

2q
{e−imH t−ΓH

t
2 |MH⟩ − e−imLt−ΓL

t
2 |ML⟩}. (1.56b)

The last step consist in substituting Eq. 1.52a, 1.52b into Eq. 1.56a, 1.56b in order
to obtain an equation which describes the time evolution of a pure eigenstate:

|M0(t)⟩ = g+(t)|M0⟩+ q

p
g−(t)|M0⟩, (1.57a)

|M0(t)⟩ = g+(t)|M0⟩+ p

q
g−(t)|M0⟩, (1.57b)

where

g± =
1

2

(
e−imH t− 1

2
ΓH t ± e−imLt− 1

2
ΓLt

)
. (1.58)

Knowing the time evolution of a pure eigenstate, it is now possible to compute the
decay rate of |M0⟩ into a final state f or f̄ . First considering the probabilities that a
pure eigenstate has to go into one of those final states

Af = ⟨f |H|M0⟩, Af = ⟨f |H|M0⟩, (1.59a)

Af̄ = ⟨f̄ |H|M0⟩, Af̄ = ⟨f̄ |H|M0⟩. (1.59b)

Then introducing the following quantities

λf =
q

p

Af

Af

; λf =
1

λf
; λf̄ =

q

p

Af̄

Af̄

, λf̄ =
1

λf̄
, (1.60)

The decay rate of a meson M0 into the final state f is:

Γ(t)M0→f = |⟨f |H|M0(t)⟩|2 =
= |Af |2

[
|g+(t)|2 + |λf |2|g−(t)|2 + 2ℜ{λfg∗+(t)g−(t)}

]
.

(1.61)

Using now:

|g±(t)|2 =
e−Γt

2

[
cosh

(
∆Γ

2
t

)
± cos (∆mt)

]
, (1.62)

g∗+(t)g−(t) =
e−Γt

2

[
sinh

(
∆Γ

2
t

)
− i sin (∆mt)

]
, (1.63)
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the decay rate becomes:

Γ(t)M0→f = |Af |2
e−Γt

2

[
(1 + |λf |2) cosh

(
∆Γ

2
t

)
+ (1 + |λf |2) cos (∆mt)

+ 2ℜ{λf} sinh
(
∆Γ

2
t

)
+ 2ℑ{λf} sin (∆mt)

]
.

(1.64)

In an analogous way, for M0(t):

Γ(t)M0→f = |Af |2
∣∣∣∣pq

∣∣∣∣2 e−Γt

2

[
(1 + |λf |2) cosh

(
∆Γ

2
t

)
− (1− |λf |2) cos (∆mt)

+ 2ℜ{λf} sinh
(
∆Γ

2
t

)
− 2ℑ{λf} sin∆mt

]
.

(1.65)

In Eq. 1.64, since a decay rate of a |M0⟩ is considered, the terms proportional to |Af |2
are associated to decays occurring without oscillations while the terms proportional to
| q
p
Af |2 are the probability amplitudes for decays with oscillations. On the other hand,

for the decay rate of a |M0⟩ state the roles are swapped. The terms proportional to |Af |2
regards decays without oscillations and those proportional to |p

q
Af |2 represent oscillating

decays. The decay rates into the f̄ state can be obtained substituting Af → Af̄ in Eq.

1.64 and Af → Af̄ in Eq. 1.65.
The full time-integrated rates are obtained through the calculation of the integral∫∞

0
ΓM0/M0(t)→fΓe

−Γtdt.

1.4.1 CP violation classification

Using the decay rates equations, one can classify CP violation in three different categories
depending on the values of some terms inside the decay rates

1. CP violation in the decay.

It is a time dependent observation and occurs when |Af̄

Af
| ≠ 1. This can happen

either when ΓM0→f ̸= ΓM0→f̄ or when f = f̄ . In this case, the CP asymmetry is
defined as

ACP (f) =
Γ(M → f)− Γ(M → f̄)

Γ(M → f) + Γ(M → f̄)
=

1− |Af̄/Af |2

1 + |Af̄/Af |2
. (1.66)

This is also the only possible contribution in a charged-meson decay.
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2. CP violation in the mixing.

It is observed when PM0→M0 ̸= PM0→M0 and the observable used is:

ACP =
PM0→M0 − PM0→M0

PM0→M0 + PM0→M0

. (1.67)

However, because of the Eq. 1.57a and 1.57b one can write the probability of a
meson to oscillate into its conjugate as

PM0→M0 = |⟨M0|M0⟩|2 =
∣∣∣∣pq

∣∣∣∣2 |g−(t)|2, (1.68a)

PM0→M0 = |⟨M0|M0⟩|2 =
∣∣∣∣qp

∣∣∣∣2 |g−(t)|2, (1.68b)

thus reducing the observable to a simpler form

ACP =

∣∣∣ qp ∣∣∣2 |g−(t)|2 − ∣∣∣pq ∣∣∣2 |g−(t)|2∣∣∣ qp ∣∣∣2 |g−(t)|2 + ∣∣∣pq ∣∣∣2 |g−(t)|2 =

∣∣∣ qp ∣∣∣2 − ∣∣∣pq ∣∣∣2∣∣∣ qp ∣∣∣2 + ∣∣∣pq ∣∣∣2 . (1.69)

It is therefore clear that CP violation in the mixing happens when
∣∣∣ qp ∣∣∣ ̸= 1.

3. CP violation in the interference between the mixing and the decay

This type of CP violation happens when there is only one possible final state
(f = f̄) for both M0 and M0. In such case, the neutral meson, for example M0,
can either decay straight to the final state or first oscillate into M0 and then decay
to f . The same can be said forM0. If the decay rate of the second scenario between
the two mesons is different (ΓM0;M0→f ̸= ΓM0;M0→f ) then there is CP violation.
The observable used is

ACP (t) =
ΓM0→f (t)− ΓM0→f (t)

ΓM0→f (t) + ΓM0→f (t)
. (1.70)

In order to ease notation three new terms are introduced

Df =
2ℜ{λf}
1 + |λf |2

; Cf =
1− |λf |2

1 + |λf |2
; Sf =

2ℑ{λf}
1 + |λf |2

. (1.71a)
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Figure 1.1: Examples of Feynman diagrams for charged two-body D0 decays. Tree level
on the left and one-loop penguin on the right.

With them Eq. 1.70 can be written as

ACP (t) =
Cf cos (∆mt) + Sf sin (∆mt)

cosh
(
∆Γ
2
t
)
+Df sinh

(
∆Γ
2
t
) , (1.72)

where it is also assumed
∣∣∣ qp ∣∣∣ = 1 to exclude the mixing between meson as a source

of CP violation. In this case, ACP (t) ̸= 0 is possible only if one of the two terms
in the nominator is ̸= 0, therefore the possible sources of CP violation are

Cf ̸= 0 =⇒ |λf | ≠ 1, (1.73a)

Sf ̸= 0 =⇒ 2ℑ{λf} ≠ 0. (1.73b)

Eq. 1.73a is the same condition for CP violation in the decay so, if one were to
assume that no CP violation from the decay were possible and also from the mixing,

since at the beginning of the computation it was assumed
∣∣∣ qp ∣∣∣ = 1, then there would

still be a possibility of CP violation occurring because of the interference between
mixing and decay.

CP violation in the decay is usually referred to as direct while the other two types
are called indirect.

1.5 CP violation in the charm sector

Neutral charm mesons are subject to the phenomenon of oscillation. They can freely
go from a meson to an anti-meson, and vice versa, before decaying. This mechanism is
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called D0 −D0 mixing and offers a grate opportunity for the study of CP violation. In
fact, since D0 decays into h+h− states through singly-Cabibbo-suppressed transitions, as
shown in Fig. 1.1, the neutral charm meson system is the only one where the up sector
quark takes part to the oscillation. Furthermore, because of this the tree-level Feynman
diagrams of D0 → h+h− decays involve the CKM matrix terms V ∗

usVcs and V
∗
udVcd. These

terms, in Wolfenstein parametrization, correspond to O(λ4), Eq. 1.31. To first order in
the D0 −D0 parameters, Eq. 1.66 can be written as

ACP (f) = Adir
CP (f) + Aint

CP (f). (1.74)

Therefore, the effect of direct CP violation can be isolated defining the observable

∆ACP = ACP (K
+K−)− ACP (π

+π−) = Adir
CP (K

+K−)− Adir
CP (π

+π−). (1.75)

Due to the universality of indirect CP violation, a difference between the CP asymmetries
of the two final states K+K− and π+π−, means that direct CP violation is present. It
is also possible to expand Eq. 1.67 as a linear function of time

ACP (f, t) = Adir
CP (f) + ΓtAind

CP , (1.76)

with Γ = (ΓH +ΓL)/2 being the average decay width. Introducing the parameter AΓ(f)
as the asymmetry between the D0 → f and D0 → f effective decay widths

AΓ =
ΓD0→f − ΓD0→f

ΓD0→f + ΓD0→f

≃
ΓD0→f − ΓD0→f

2Γ
, (1.77)

Eq. 1.76 can be rewritten as

ACP (f, t) = Adir
CP (f)− ΓtAΓ, (1.78)

and so AΓ is simply
AΓ = −Aind

CP . (1.79)

Therefore, if a measurement report AΓ ̸= 0, it means that CP violation is present either
in the mixing or in the interference between decay and mixing.

At the moment, the only observed CP violation is the direct one in the measurement
of ∆ACP = (−17.1 ± 3.0 ± 0.9) · 10−4 [17], where the first error is statistical and the
second is systematic.
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Chapter 2

LHCb experiment

Between Run2 and Run3, the LHCb experiment faced its first upgrade, not only allowing
the experiment to run at an instantaneous luminosity five times bigger than its last
running period, but also to have a software only trigger. This new design is crucial for the
reconstruction of events at maximum LHC interaction rate and their real-time selection.
A complete renovation of the photon detection system RICH has been brought upon the
detector, alongside the readout electronics of both calorimeter and muon systems.

2.1 Introduction

The LHCb experiment is one of the four large detectors at the Large Hadron Collider
(LHC) accelerator at CERN. Initially the experiment was designed to study CP-violation
and heavy-flavor hadrons decays through high precision measurements. However, it
demonstrated excellent capabilities in a wider range of physics observable, thus becoming
a general purpose experiment.

The LHCb Run 1-2 system would not allow for an increase in statistics even at
higher luminosities, because of the limitations of the hardware trigger level, L0. The
effect on hadronic decays is shown in the Fig. 2.1, where already at Run 2 luminosities
the saturation of the signal yield is evident.

Moreover, inclusive flavor physics signal have relatively large cross section, and at
the upgraded luminosity, each event in the LHCb acceptance will contain on average
at least two long-lived hadrons not containing heavy quarks [19, 20]. This means that
simple inclusive cut criteria would be either ineffective in the background rejection or
would result in a downscaling of the signal, at high enough purity, as shown in the right
panel in Fig. 2.1. With the objective in mind of running at a higher luminosity in
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Figure 2.1: Left: relative trigger yield as a function of instantaneous luminosity, nor-
malized to L = 2 × 1032 cm−2s−1. Reproduced from [18]. Right: rate of decays recon-
structed in the LHCb as a function of the cut in pT of the decaying particle, for decay
time τ > 0.2 ps [19].

order to collect higher statistics, it became clear the necessity to remove L0 and shift
to an all-software strategy able to discriminate signal channels based on the full event
reconstruction.

With these premises, the LHCb upgraded detector was built with the aim of running
at a nominal instantaneous luminosity of L = 2 × 1033cm−2s−1 and collecting events at
the LHCb crossing rate of 40 MHz. The new all-software trigger is able to reconstruct
in real time all events at the visible interaction rate of ∼ 30 MHz.

The new trigger strategy, the higher luminosity and the consequently higher pile-up
demanded a significant upgrade of the detector which brought a complete upgrade of
the LHCb read-out electronics, now able to keep up with the 40 MHz bunch crossing
rate. Also, the computing strategy had to be revised in order to deal with the expected
increase in data volume.

2.2 LHCb Detector

2.2.1 Detector layout

The LHCb experiment is a single-arm forward spectrometer with a coverage of the pseu-
dorapidity range 2 < η < 5, located at the interaction point number 8 on the LHCb ring.
In Fig. 2.2 the layout of the upgraded detector is shown. Throughout this thesis, the
coordinate system used will have its origin at the nominal pp interaction point, the z axis
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will be along the beam pipe pointing at the muon system, the y axis pointing vertically
upward and the x axis defining a right-handed system. The majority of the subdetectors
are split into two mechanically independent parts, one half called access side or Side A
at x > 0, and the other half called cryogenic side or Side C at x < 0. This is done for an
easier access at the beam pipe and maintenance purpose. Notably, the only subsystems
without this property are the two Cherenkov detectors.

Figure 2.2: Upgraded LHCb experiment layout.

The first component met by the particles is the so called vertex locator (VELO), an
array of pixel silicon detectors which surround the interaction region, after that there
is the silicon-strip upstream tracker (UT) followed by the large-aperture dipole magnet.
After the magnet one finds the three scintillating fibre tracking (SciFi Tracker) stations,
used in the downstream region in the original LHCb experiment.

The particle identification (PID) portion is comprised of two ring imaging Cherenkov
detectors (RICH1 and RICH2) working with C4F10 and CF4 gases as radiators, an elec-
tromagnetic calorimeter (ECAL) of the shashlik-type, an hadronic calorimeter (HCAL)
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which uses an iron-scintillator tile sampling mechanism and four stations of muon cham-
bers (M2-5) interleaved with iron shielding. Because of the new all software trigger the
Scintillating Pad Detector, the Pre-Shower and the most upstream muon station lost
most of their usefulness and therefore were removed.

2.2.2 The magnet

The dipole magnet remains unchanged with respect of Run 1-2. It is composed of two
identical saddle-shape coils, mounted symmetrically inside a window-framed yoke. Each
coil is made of five triplets of aluminium pancakes and is supported by cast aluminium
clamps fixed to the yoke. In order to match the detector acceptance the pole gap increases
both horizontally and vertically in the direction of the downstream tracking stations.

The magnet is designed to provide a vertical magnetic field with a bending power of
≃ 4 Tm. During data taking, the magnet polarity is reversed regularly every few weeks,
with the goal of obtaining a roughly equal data size for both magnetic field configurations.

2.3 Vertex Locator

The VELO is able to look directly at the beam collision region and see track of ionising
particles produced. With this ability, it can measure the location of interaction vertices,
of displaced vertices and the distance between them. The vertex locator informations
are directly used by the reconstruction algorithm, providing discrimination knowledge for
the subsequent event selection. The apparatus has been redesigned [21] in order to cope
with the increased luminosity and the trigger-less 40 MHz readout requirement of the
upgraded experiment. The technology of the new version of VELO is pixelated hybrid
silicon detectors, arranged in modules and cooled via a silicon microchannel cooler. The
principal vacuum vessel and motion services structures remain constant from the Run 1-2
version, while the RF Boxes, closed spaces that separate the detector with the particle
beam, are entirely redesigned, reducing both materials needed and the inner radius of
the VELO along the beam line. A new structure, called storage cell, is added directly
upstream of the VELO inside the beam vacuum.

The principal quantity that the detector must be able to obtain is the impact pa-
rameter resolution σIP, that is the precision with which the perpendicular distance of
a track to a point is measured. The parameters this quantity depends on are: the
track transverse-momentum, pT, the average axial distance between the material and
the second measurement, r1, the distances between the first and second measurements,
∆i (i = 1, 2), and the position uncertainties of those measurements, σi. In case of the
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VELO, the impact parameter resolution can be approximated as [22]:

σ2
IP ≈

(
r1

pT [GeV/c]

)(
0.0136 [GeV/c]

√
x

X0

(
1 + 0.038 ln

x

X0

))2

+
∆2

2σ
2
1 +∆2

1σ
2
2

∆2
12

,

(2.1)
where x/X0 is the fraction of radiation length traversed before the second measurement.
Equation 2.1 can be divided in two terms. The first takes into account the possible multi-
ple scatterings along the path and establishes an assessment of the measure degradation.
The second term is the extrapolation error due to the detector and it is highly depen-
dant of the apparatus geometry. The upgraded VELO primary objective was to achieve
a performance at least as good as that of its predecessor in both σIP and track-finding
efficiency given the upgraded instantaneous luminosity.

The detector consists of a series of identical modules placed perpendicular to the
beam line, filled with pixelated ASICs. The modules distribution must cover the full
pseudorapidity acceptance of LHCb (2 < η < 5) as well as ensure that most tracks
from the interaction region traverse at least four pixel sensors. The necessary number
of modules to fulfil these requirements is 52, shown in Fig. 2.3, including the modules
placed upstream of the interaction region with which the unbiased measurement of the
primary vertices is improved.

Figure 2.3: Left: top view of the zx plane at y = 0 of the modules inside the VELO,
in addition an illustration of the nominal LHCb pseudorapidity acceptance, 2 < η < 5.
Right: view of the xy plane at one side of the VELO detector showing the nominal layout
of the ASICs around the z axis. Half of them are placed on the upstream module face
(grey), half of them on te downstream module face (blue). The modules highlighted in
purple are on the Slide C.
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The modules are arranged with a 25 mm distance between them and are divided
into two halves, Slide C and Slide A. The two slides are practically identical, the only
difference being a minor displacement of modules from Slide A by +12.5 mm in z, to
ensure overlap between the modules once the apparatus is closed. This guarantee full
azimuthal coverage. The square pixel detectors are organized as a 45◦ rotated ’L’ shape,
as shown in figure 2.3, only for structural reasons.

2.4 Upstream Tracker

Commonly referred as UT, it is located between the RICH1 detector and the dipole
magnet. Its duty is charged-particle tracking and, since it is one of the first detectors met
by the shower, the information gathered are vital for the first processing algorithm of the
experiment [20]. Combining the UT hits and the VELO tracks, a first determination of
the track momentum p can be made with a moderate precision of (∼ 15%). An important
feature of the Upstream Tracker is the ability to give a momentum and charged estimate
only for tracks with pT > 0.2GeV/c, because it speeds up the matching algorithm with
the SciFi Tracker hits. Moreover, the UT significantly reduces the rate of fake tracks
created by possible mismatched VELO and and SciFi Tracker segments. Lastly, the UT
is able to detect an measure particles that decay after the VELO, e.g. long lived K0

S and
Λ particles.

A silicon microstrip technology was chosen to build the detector. The detector has a
role to fulfil in the trigger algorithm and needs to be effective in suppressing fake tracks,
therefore its acceptance must have no gaps. Concurrently, the detector must have a
single-hit efficiency high enough to ensure that at least 99% of charged particles leave a
hit in at least three planes, while having a hit purity capable of minimising spurious hits
due to noise. The detector should keep an occupancy below few percent across all its
surface. For this to happen, the radial dependence of charged-particles density has been
taken into account and the detector segmentation was made finer near the beam pipe.

One of the objective of the redesign was to significantly reduce the overall material
used in the forward region of acceptance compared to Run 1-2.

The UT detector is made of four planes of silicon detectors organised in two stations,
Fig. 2.4. At the center, the circular hole provides clearance for the beam pipe. The
arrangement and design of the sensors in the UT detector keep the maximum occupancy
below 1%.

The silicon sensor, shown as coloured boxes in the image, are arranged in vertical
units called staves. A stave provides mechanical support for the sensor and the FE
electronics, as well as active cooling in the form of evaporative CO2.
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Figure 2.4: Geometry layout of the four UT silicon planes. Different colour designate
different sensors: green for Type-A, yellow for Type-B, pink for Type-C and Type-D

The first station, labelled ’a’, comprises an x -measuring layer (UTaX) with vertical
strips and a stereo layer (UTaU) with strips inclined by 5◦, both made of 16 staves each.
The second station, ’b’, is similar but has first a stereo layer (UTbV) with the opposite
inclination with respect to the one in station ’a’,then a vertical layer with vertical strips
(UTbX). Both layers contains 18 staves each. The two pairs are symmetrically positioned
around z = 2485 mm, with a gap between UTaU and UTbV of 205 mm, and of 55 mm
between the two layers of each station.

2.5 Scintillating fibre tracker

Also referred to as SciFi tracker, it is positioned after the dipole magnet. Its role is
charged-particle tracking and momentum measurement. In particular, the objective for
this detector is to achieve momentum resolution and tracking efficiency for b- and c-
hadrons at least comparable with those obtained during Run 1 and Run 2, but with the
higher particle density of the upgraded experiment.
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Figure 2.5: Front and side views of a 3D model of the SciFi tracker detector

The design of the detector must guarantee a single hit position resolution better than
100 µm in the magnet binding plane all the while maintaining an hit reconstruction
efficiency better than 99%. Because the position resolution is the primary objective of
the detector, it is necessary a good rigidity of the mechanical apparatus itself. The
position of the detector elements must be stable within a precision of 50 µm along x
and 300 µm along z. Moreover, the detector elements should be straight along their
length within 50µm. In order to minimise additional multiple scattering and secondary
particle production, the material used for the SciFi tracker has been reduced such that
each of the 12 layers should not introduce more than 1% of radiation length. With these
requirements in mind, the technology chosen to build the tracker with was scintillating
fibre, hence the name SciFi.

The Detector comprises 12 detection planes in total arranged in 3 stations (T1, T2,
T3), each with 4 layers in an X - U - V - X configuration, Fig. 2.5. Each plane has
multilayered fibre mats of 250 µm diameter plastic scintillating fibres. The detector
acceptance spans a range that goes from 20 mm, near the beam pipe, up to 3186 mm
horizontally to the left and to the right of the beam pipe, and up to 2425 mm vertically
both upward and downward. Each station has its own C-Frame, with which it can be
moved independently from the other stations. All stations are built using the same SciFi
modules which is 52 cm wide and span the full vertical length, except for a few modules
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Figure 2.6: 3D view of the RICH1 (left) and RICH2 (right) detectors.

near the beam pipe. Each module is composed of eight fibres mats and are all identical
with the exception of the modules near the beam pipe. The optical signal emitted by
the fibres is collected by a total of 524200 silicon phonon multiplier (SiPM) channels
organized into 4096 128-channel arrays.

2.6 RICH detector

The Ring-Imaging Cherenkov (RICH) detector plays a vital role in the LHCb experi-
ment since it provides hadrons particle identification in the range of 2.6 − 100 GeV/c
momentum range. In particular it provides a way to identifies topologies that would
otherwise be identical, e.g. B0

(s) → π+π−, K+K− decay modes. Also it heavily reduces
combinatorial background in decay modes involving hadrons in the final state, for exam-
ple B0

s → ϕϕ, where ϕ→ K+K−. Moreover, it allows to perform the flavor tagging of a
B0

(s) meson directly at the production vertex using charged kaon identification from the
b→ c→ s decay chain.

The system is divided in two detectors, RICH1 and RICH2 shown in Fig. 2.6. The
first is positioned before the dipole magnet, its photon detector planes are positioned
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above and below the beam pipe. The apparatus covers an angular acceptance of 25-300
mrad in the magnet bending plane and 25-250 mrad in the vertical plane. It uses C4F10

gas radiator with a refractive index of n = 1.0014 which, at standard temperature and
pressure (STP), produces Cherenkov radiation with wavelength λ = 400 nm. This allows
to perform particle identification in the momentum range from 2.6 to 60 GeV/c. The
RICH2 is instead located after the dipole magnet and has its detector planes on the sides
of the beam pipe. The acceptance in this case is of 15-120 mrad in the magnet bending
plane and 15-100 mrad in the vertical direction. The detector is designed to provide
particle identification for higher momentum articles, from 15 to 100 GeV/c. It works
with CF4 as gas radiator which has an n = 1.005 and produces Cherenkov radiation of
λ = 400 nm at STP.

With the increase of instantaneous luminosity the detector must be able to read the
increased quantity of events but in the same time interval as the previous runs. This
forces an increase in the read out rate of the detector up to 40 MHz, which is the rate
of events corresponding to the new experiment nominal instantaneous luminosity. The
RICH system photon detection chain has been completely substituted, since the former
hybrid photon detector (HPD) [23] had embedded front-end electronics limited to a 1
MHz output rate. The HPDs have been replaced with multi-anode photomultiplier tubes
(MaPMTs) equipped with new FE electronics, described in section ??.

2.7 Trigger and real-time analysis

The trigger system is responsible of selecting events that are physically interesting in the
midst of all the events registered by the detectors. Its primary goal is to reduce the data
volume. With the upgraded instantaneous luminosity in pp collisions, it can reach 4 TB/s
something wich is not sustainable both economically and on term of space to save all this
data on. Therefore, the trigger system has the objective of reducing data volume down to
10 GB/s, that can then be recorded to a permanent offline data storage. Because of the
staggering number of bunch crossings which may contain interesting physics phenomena,
a simple traditional trigger strategy which uses a small set of generic signatures, would
not be effective.

Instead, LHCb uses a real-time analysis approach, already used during Run 2 [24].
It consists of a full reconstruction and identification of the signal of interest, with only
a limited subset of information saved regarding the rest of the event. This approach is
then followed by a full offline quality reconstruction. The trigger system is divided into
two stages: the HLT1, an high level trigger which reduces the volume bay a factor of
20, and the HLT2, responsible for the full offline quality reconstruction and selection.
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Between the two trigger stages a disk buffer of about 30 PB is used to park the data
while performing the alignment and calibration of the detectors in real-time.

2.7.1 HLT1

As already mentioned, this trigger stage has the primary goal to reduce the data volume
and therefore the event rate. However, this has to be achieved while maintaining a good
efficiency across the whole LHCb physics programme. An important consideration is
that the signal rates are dominated by charm and beauty hadron decays which can be
reconstructed within the LHCb acceptance. Other signals that are interesting for LHCb,
such as electroweak or quarkonia, are significantly lower.

With such a high signal rate, it is important for HLT1 to select only events containing
real signal while getting rid off fake tracks or random combinations of tracks. If so, at
a luminosity of 2× 1033cm−2s−1, HLT1 system could maintain ∼ 1 MHz output rate to
satisfy the requirements for the full LHCb physics programme.

The satisfaction of the above-mentioned requirements has the natural outcome the
ability of HLT1 to reconstruct and select these physics signatures:

• Tracks or two-track vertices displaced from the primary pp interaction (PV). The
importance of this signature comes from the ability to select any event having at
least a long-lived-hadron or τ lepton. This covers almost all LHCb analyses.

• Leptons, most importantly muons, no matter how displaced from the PV.

These physics constraints define the requirements on the track reconstruction system
which are the following:

• HLT1 must be able to reconstruct all tracks in the VELO acceptance. This will
precisely identify the primary vertices and will enable to compute the displacement
of other tracks or secondary vertices.

• the trigger system must be able to reconstruct tracks whether they are displaced
or not.

• its reconstructed track momenta must be precise at percent level.

• HLT1 must provide an accurate and precise covariant matrix of the tracks near the
beam line.

• has to recognize tracks as leptons or non-leptons.
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Depending on the physics that one want to probe, there is a kinematic threshold
above which the trigger must be able to work efficiently. In the case of the charm and
beauty programme, the experiences of Run 1 and 2 established that a pT of 500 MeV
as threshold is sufficient. However, for strange hadron it would be best to re construct
track with a pT as low as possible. A more general requirement would be the ability to
reconstruct tracks with a momentum of 3 GeV, corresponding to the lowest momentum
at which is possible to identify muons in LHCb.

2.7.2 HLT2

The second level trigger takes the information provided by the HLT1 and the consequent
real-time alignment and calibration of the detector to perform an offline-quality recon-
struction. If an event satisfies the requirements of this part of the trigger, it is recorded
in the permanent storage.

The system must be able to perform the offline-quality reconstruction on all the
events, using also the real-time alignment and calibration, and must be able to support
an order of 3000 individual selection algorithms for the selection of interesting signals.
In order for this to happen, the reconstruction is dived into four parts: charged particle
pattern recognition, calorimeter reconstruction, particle identification and Kalman fit
of reconstructed tracks, the last used to reach the best precision and accuracy for the
parameters of the tracks.

The different selection algorithms are each designed for a particular signal topology
and/or physics analysis. Each selection algorithm not only determine which event to
record on the permanent storage, but also a subset of data relative to that event. This
real-time analysis, called Turbo, allows for the rate of recorded events to be increased by
decreasing the number of information recorded for each event. The Turbo mechanism,
already used in Run 2 [25][24], leaves the possibility to save any amount of information
on the event that is stored, from the lowest possible of two tracks and vertex coordinates
for a two-body decay, up to the full event information. This decision depends on the
kind of physics channel under study [26]. Still with the objective of minimizing overall
data volume, the selections of HLT2 are grouped into streams, with each string having
informations regarding a specific physics logic. For this reason, streams are configured
according to the physics channel they belong to, e.g. charm physics, hadronic beauty
decays etc.
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Chapter 3

Data analysis and fit strategy

This chapter presents the analysis strategy for the measurement of ∆ACP ≡ ACP (D
0 →

K+K−)− ACP (D
0 → π+π−).

3.1 Analysis strategy

The raw asymmetry of D0 decays to a CP eigenstate f is defined as

Araw(f) =
N(D0 → f)−N(D0 → f)

N(D0 → f) +N(D0 → f)
, (3.1)

where N(D0 → f) and N(D0 → f) are the signal yields of D0 and D0 mesons decaying
into the final state f. The two possible final states K+K− and π+π− are CP eigenstates,
meaning that it is not possible to deduce the flavor of the starting meson from its decay
products. A solution consists in looking at the particles produced in the same decay as
D0(D0), using the technique called taste tagging. There are two ways of performing
flavor tagging, prompt and semileptonic. In this study, only the first one has been used.

Prompt tagging consists of looking at the charge of the pion produced in the D∗±

decays. In fact, D∗+ decays to D0π+, while D∗− to D0π− so π+ will identify D0, while
π− will identify D0. The D∗± mesons are produced promptly from pp collisions, hence
the name prompt tagging.

The raw asymmetry defined in Eq. 3.1 is not directly equal to the physical CP asym-
metry defined in Eq. 1.66, due to the presence of nuisance asymmetries. One would be
due to the detector response not being perfectly symmetric, causing a difference between
the cross-section of particles and antiparticles. This detection asymmetry for the hadron
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h+ can be written as

AD(h
+) =

ε(h+)− ε(h−)

ε(h+) + ε(h−)
, (3.2)

where ε(h±) is the reconstruction efficiency of the h± hadron integrated over its momen-
tum distribution. Another asymmetry would be related to the different production rates
of D0 and D0, defined as

AP(D
0) =

σ(D0)− σ(D0)

σ(D0) + σ(D0)
, (3.3)

with σ(D0) and σ(D0) being the inclusive production cross-sections of D0 and D0 in pp
collisions. In the case of D0 mesons produced by D∗ mesons, the production asymmetry
AP(D

0) is equal to AP(D
∗+). Also, the number of reconstructed D0 and D0 candidates

with the prompt tag is proportional to the reconstruction efficiencies, the production
rates and the branching fractions

N(D0 → f) ∝ σ(D∗+)ε(π+)Γ(D0 → f) (3.4a)

N(D0 → f) ∝ σ(D∗−)ε(π−)Γ(D0 → f) (3.4b)

therefore, using Eq. 1.66, 3.2, 3.3 and 3.4 the raw asymmetry defined in Eq. 3.1 can be
written as

Araw =
ACP (f) + AP(D

∗+) + AD(π
+) + ACP (f)AP(D

∗+)AD(π
+)

1 + AP(D∗+)ACP (f) + AP(D∗+)AD(π+) + ACP (f)AD(π+)
. (3.5)

Since the production asymmetry value is expected to be of the order of 1% [27] and the
detection asymmetry is of the same order, Eq. 3.5 can be simplified up to O(10−6) as

Araw(f) = ACP (f) + AP(D
∗+) + AD(π

+). (3.6)

As a consequence, the difference between the two raw asymmetries is equal to the dif-
ference between the CP asymmetries

∆Araw = Araw(K
+K−)− Araw(π

+π−) = ACP (K
+K−)− ACP (π

+π−) = ∆ACP . (3.7)

This is possible because production and detection asymmetries are independent of the
final state. Even so they vary as a function of the kinematics, meaning that if the
kinematic distribution differs between the reconstructed D0 → K+K− and D0 → π+π−

decays, then these nuisance asymmetries may not cancel off completely. To avoid possible
residual effects, a weighting technique is used to equalize relevant kinematics distribu-
tions.
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3.2 Data sample and selection

For this analysis we used a subset of the pp-collision data of LHCb, taken in 2024 at a
centre of mass energy of

√
s = 13.6 TeV. Data have been divided in 9 blocks according

to changing data-taking conditions, related to various version of the detector alignment,
magnet polarity and detector conditions. Candidates are first selected online through
an exclusive HLT2 trigger lines in the Turbo stream, which select the D∗ decay chain
relevant for this analysis:

• Hlt2Charm DstpToD0Pip D0ToKmKp;

• Hlt2Charm DstpToD0Pip D0ToPimPip.

Additional requests are also applied at the HLT1 level of the trigger, to further clean the
events from the background

• D0 Hlt1TrackMVADecision TOS: it looks for a single track with good reconstruction
quality, high pT and significant IP with respect to the PV;

• D0 Hlt1TwoTrackMVADecision TOS: it looks for couples of long tracks which are
both characterised by good reconstruction quality and high momentum, and are
consistent with the decay of a high pT particle significantly displaced from the PV;

• D0 Hlt1D2PiPi,KKDecision TOS: this exclusive line was introduced in Run 3 and
has the ability to select charm decays with relatively high purity.

The triggered data were subjected to an additional offline selection, summarized in Ta-
ble 3.1. These requirements are based on:

• m(D0π): the invariant mass to select the signal region;

• χ2
IP: the impact parameter (IP) is the minimum distance between the reconstructed

track and the primary vertex. It is useful to distinguish between particles coming
from the primary vertex or short-lived resonances, and daughter particles coming
from long-lived particles like D mesons. On average, a D daughter particle has a
larger IP than a particle produced at the primary interaction. Usually the χ2 of
this parameter (IPχ2), defined as the increase in the vertex-fit χ2 when including
this track, shows a better separation than the IP itself;

• DLLKπ: the discriminating variable for the particle identification is the so called
∆ logL (DLL). The pion mass hypothesis is taken as a reference and the discrim-
ination between the mass hypotheses is performed exploiting the difference of the
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likelihood logarithm under a generic hypothesis and the pion hypothesis. In this
way the DLL for the pion hypothesis is always zero. In particular the variables
used in this analysis are the DLLKπ, that is the difference between the logarithm
of the likelihood under the K hypothesis and under the π hypothesis.

• It is also important to cut kinematic regions where a large soft-pion asymmetry
is detected, since the expansion of Araw described in Sec. 3.1 is valid only for low
asymmetry values. For this reason only kinematic regions with asymmetries lower
than 1% are kept. The fiducial cuts used for this purpose are defined as

|px(πs)| < α(pz(πs)− p0) AND (3.8)

|py(πs)/pz(πs)| < 0.2 OR |px(πs)| > p1 − β1pz(πs) OR |px(πs)| > p2 + β2pz(πs),
(3.9)

where α = 0.317, p0 = 2400 MeV/c, p1 = 418 MeV/c, p2 = 497 MeV/c, β1 =
0.01397 and β2 = 0.01605.

There are also two new requirements with respect to Run 2:

• the request on the ”radius” of the vertex defined as

Rxy =
√
(END VTX Y(D0)− PV Y(D0))2 + (END VTX Y(D0)− PV Y(D0))2.

(3.10)
This request is placed in order to exclude D0 that are produced by the interaction
with the VELO itself. The same cut is applied also for the z direction, to remove
the interaction region of SMOG. A plot showing the radius on the xy plane can be
found in Fig. 3.2;

• the angles between hh (h = K, π) and the soft pion is used to remove clone tracks.
The distributions before the clone track cut are shown in Fig. 3.1.

3.3 Determination of the raw asymmetries

The number of yields is determined through a binned χ2 fits to the m(D0π) invariant
mass spectra, where m(D0πs) is defined as

m(D0πs) ≡

√(
m2

D0 +m2
π + 2

√
m2

D0 + | #»p π|2 − 2 #»pD0 · #»p π

)
. (3.11)
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Variable selection requirement
m(D0π) [2004.41, 2020.01]
χ2
IP < 9

DLLKπ of K from D0 > 5
DLLKπ of π from D0 < −5

p(D0) < 190GeV/c
pT(D

0) < 18GeV/c
η(D0) ∈ [2, 5]
p(πs) < 20GeV/c
pT(πs) < 2GeV/c
η(πs) ∈ [2, 5]
Rxy < 3 mm

|END VTX Z(D0)| < 200 mm
θ(hh), θ(πs, h) > 0.001

Fiducial requirements See Eq. 3.8

Table 3.1: Table of all the offline selection cuts

This equation is used because it does not rely on any mass hypothesis on the D0 decay
products. In fact, Eq. 3.11 depends only on the nominal D0 and π masses [28] and
on the reconstructed momenta of the two particles. Given the charge of the soft pion,
the sample is divided into D∗+(+) and D∗−(−). The signal component of the yield is
described by the following probability density function

Psig
± = Θ(m−mtrsh) ·

[
fJJ (m;µj, σJ , δJ , γJ) + f1G(m;µ±

1 , σ1)+

+ f2G(m;µ±
2 , σ2) + (1− fJ − f1 − f2)G(m;µ±

3 , σ3)
]
,

(3.12)

where Θ is the Heaviside function which cut any signal that has a mass value lower than
the threshold mass mtrsh = 2004.4MeV/c2. The function G(m;µ, σ) is a Gaussian with
mean µ and standard deviation σ while J is a Johnson function [29] defined as

J (m;µJ , σJ , δJ , γJ) =
e
− 1

2

[
γJ+σJ sinh−1

(
m−µJ

σJ

)]2√
1 +

(
m−µJ

σJ

)2
. (3.13)

The background PDF is defined as

Pbkg
± = Θ(m−mtrsh) · (m−mtrsh)

ae−b(m−mtrsh), (3.14)
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an effective function that shares the same parameters as the signal PDF, where a and b
are free parameters in the fit. The same PDFs are used for the D∗+ and D∗− samples,
therefore the actual total PDFs for signal and background are

Ptot
sig =

1 + Araw

2
· Psig

+ +
1− Araw

2
· Psig

− , (3.15a)

Ptot
bkg =

1 + Abkg

2
· Pbkg

+ +
1− Abkg

2
· Psig

− . (3.15b)

The total extended PDF is

P(q,m) =
1

2(N tot
sig +N tot

bkg)

[
(1+qAraw)N

tot
sig ·P

sig
⨿ (m)+(1+qAbkg)N

tot
bkg ·Pbkg(m)

]
, (3.16)

in which q is a discrete quantity that function as a tag, q = 1 → D∗+ and q = −1 →
D∗−. The parameters Araw and Abkg, the raw asymmetries of the signal and background
components, are defined as

Araw =
Nsig(D

∗+)−Nsig(D
∗−)

N tot
sig

, (3.17a)

Abkg =
Nbkg(D

∗+)−Nbkg(D
∗−)

N tot
bkg

, (3.17b)

with N tot
sig and N tot

bkg representing the total number of yield for signal and background,
respectively.

3.4 Measurement of the systematic uncertainty

The source of systematic uncertainty studied in this thesis comes from the signal and
background fit model. It is possible that the baseline model described in Sec. 3.3
may bias the final measurement. For this reason an alternative model is defined and a
difference with respect to the final results are evaluated. This method could be applied
to both signal and background model as it is done in this thesis work. The alternative
signal PDF is defined as

Psig
± = Θ(m−mtrsh) ·

[
f1J1(m;µ1, σ1, δ1, γ1) + f2J2(m;µ2, σ2, δ2, γ2)+

+ f3J3(m;µ3, σ3, δ3, γ3)
]
,

(3.18)

where Jn are Johnson functions, defined in Eq. 3.13. For the background PDF, the
following model was used instead

Pbkg
± = (m−mtrsh)

1
2 + (m−mtrsh)

3
2 + (m−mtrsh)

5
2 . (3.19)
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The alternative model is used to fit the D0 → K+K− and D0 → π+π− candidates of the
nine data blocks (Fig. 3.3-3.4). The statistical error of Araw in each block. is calculated
as the sum in quadrature of the individual errors

σstat, i =
√
σ2
i (K

+K−) + σ2
i (π

+π−). (3.20)

The total statistical error is

σstat =
1√∑
i σ

2
stat, i

(3.21)

The output parameters of the fit to data are used to generate y = 1500 pseudo ex-
periments, which are fitted with the baseline and the alternative model to evaluate a
potential bias on ∆ACP defined as

δ(∆ACP )y = ∆Abase
CP, y −∆Aalt

CP, y. (3.22)

A quality check has been implemented to ensure that only acceptable fit results. The
conditions for a good fit quaity are:

• status == 0, meaning that the minimizer converged.

• covQual == 3, which checks for the good quality of the covariant matrix respon-
sible for the evaluation of the errors.

• edm < 0.001, which establishes the maximum distance from the minimum in the
parameter space.

Initially, the alternative model presented a huge number of parameters left free to float.
In addition, the tails of the Johnson functions (δJ , γJ) are very small compared to the
huge number of background events. This caused instability in the fit results that oscillate
inside an interval of good values near the minimum without finding it. To solve the
problem, the tail parameters were fixed in the fits. The constant values were taken
from the baseline fit analysis. The distribution of the bias from each pseudo experiment
follows a Gaussian function (Fig. 3.5), whose standard deviation can be interpreted as
the systematic error of the i-th block, σsyst, i. The systematic error for the i-th block is

σsyst, i =
√
µ2
i + σ2

i . (3.23)

The values of systematic uncertainty for each data block are reported in Tab. 3.2. Then,
the total error for the given block is obtained as

σi =
√
σ2
stat, i + σ2

syst, i. (3.24)
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Through error propagation, the total error for all the blocks is

σtot =
1√∑
i σ

2
i

(3.25)

The systematic error is then determined by subtracting the statistical error from the
total one

σsyst =
√
σ2
tot − σ2

stat. (3.26)

The δ(∆ACP) plots for all data blocks are reported in Fig. 3.5, while the values of
standard deviations related are written in Tab. 3.2. Following Eq. 3.26, the value of the
total systematic uncertainty obtained is:

σsyst = 8× 10−5, (3.27)

which can be compared with the total statistical error σstat = 6.4× 10−4.

Block σ(∆Abase
CP −∆Aalt

CP)
1 5× 10−5

2 5× 10−5

3 8× 10−5

4.1 6× 10−5

4.2 9× 10−5

5 7× 10−5

6 7× 10−5

7 9× 10−5

8 8× 10−5

Table 3.2: Systematic error for each data block.

39



Figure 3.1: Distributions of the angle between K−πs (top), K+K− (middle) and K+πs
(bottom). It is possible to see the background due to clone tracks at angle values close
to zero.
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Figure 3.2: xy plane of the VELO detector, with the radius defined in Eq. 3.10 highlighted
in red.
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(i) Block 8 KK

Figure 3.3: Mass distribution of selected D0(K+K−)πs candidates. The result of the
alternative fit to this distribution is also shown.
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Figure 3.4: Mass distribution of selected D0(π+π−)πs candidates. The result of the
alternative fit to this distribution is also shown.
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Figure 3.5: Difference between the CP asymmetry computed with the baseline and the
alternative model determined from 1500 pseudo experiments.

44



Conclusions

This thesis presents the measurement of the systematic uncertainty related to the fit
model in the ∆ACP measurement using data collected by LHCb during the Run 3 of
LHC. An alternative fit model to the D0πs mass distribution, where D0 can decay into
two pions or kaons, has been developed. A set of 1500 pseudo experiments is generated
from the alternative model and fitted with the baseline and the alternative model. For
each data block the distribution of the difference between the CP asymmetries of the
two models is then used to extract the standard deviation, interpreted as the systematic
uncertainty. The uncertainty of each block is used to compute the total systematic
uncertainty associated to the baseline model

σsyst = 8× 10−5, (3.28)

which is about one order of magnitude smaller than the total statistical uncertainty.
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