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Chapter 1

Introduction

In our everyday activity on the Internet we engage with different websites

and applications that require us to actively, or passively, accept a contract that

governs the relationship between us and the provider of the service. These

contracts are necessary since they govern mutual rights and obligations be-

tween the two parties, a legitimate contract is legally binding and companies

can enforce its terms by refusing the user access to the service. Users should

be genuinely interested in knowing what are the company responsibilities and

under which situations it can be deemed liable. Although there is a lack of

recent studies on user reading behavior, older literature [61][5][55] as well as

everyday anecdotal experience tells that most of us click on the ”I have read

and agree to the Terms” button without actually reading the contract. This

is also ironically known as ’the biggest lie on the Internet”. The reasons of

this phenomenon can be summarized by the sentence ”too many documents,

too long to read”. Given the average adult reading speed it would take ∼ 15

minutes to read a single ToS, if we sum this for each digital service we em-

ploy daily it would cost 200 hours a year [57] or even more. This would be

a secondary matter if online platform ToS were fair towards the user, which

is not the case especially for bigger service providers [58]. Some initiatives

like the ToS;DR[73] project try to bridge the gap with the help of the commu-

nity by manually checking contracts and flagging those clauses that concern
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user rights. However, this process needs to be reiterated every time contracts

changes and it is hard to scale it on all the websites, apps and platform we

daily use. Most of the unfair clause policing fall back to consumer protection

organizations and agencies that has to monitor over companies. Starting le-

gal proceedings is an arduous task that includes searching through documents

for potentially unfair clauses. Automating this step would enable a lawyer to

focus on a much restricted set of clauses, saving resources and time for those

administrative bodies that, often, relies on a limited amount of resources. One

effort in this direction is the CLAUDETTE project, which applies machine

learning methods to detect unfair clauses in terms of service and privacy poli-

cies. The latest corpus released, and freely available, consists of 142 ToS doc-

uments in English, a sufficiently large dataset to train modern neural models

in a supervised setting, making it a valuable resource for advancing automated

unfair clause detection. The problem with this kind of approach, however, is

that it might become obsolete overtime since the language deployed by service

providers may change and adapt to new regulations. Under these conditions,

the dataset would need to be relabeled according to the new laws and conse-

quently the models should be retrained with the new dataset. Large language

models (LLMs), on the other hand, have recently become a mainstream solu-

tion for natural language processing and understanding and they can be easily

adapted to classification tasks thanks to their in-context learning capabilities.

Yet, these models often require very large computational resources to run and,

in some cases, the best-performing solutions are proprietary and available only

under payment (e.g. ChatGPT or Gemini).

This work wants to explore the effectiveness of using LLMs for unfair

clause detection in terms of service contracts. Differently from other machine

learning approaches such as transformer-based models, LLMs do not inher-

ently need a fine-tuning phase that aligns them with the context and the task

they need to undertake. All the necessary guiding that the model need can

be convoluted by designing a suitable prompt which describe both the task
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and any context information. In this practical case, the legislation regarding

the contract’s unfairness conditions may change overtime, transformer mod-

els would then need to be fine-tuned again possibly discarding all the previous

tuning phase to adapt to the dataset containing the newly annotated examples.

LLMs instead would only need to incorporate in their prompt the new legis-

lation, thus they could be directly used off-the-shelf. It’s worth to mention

that the phase of creating a newly annotated dataset would be needed in any

case since in every practical setting it is necessary to have a dataset to assess

the performance of the tools. Furthermore, this study prioritizes open-source

and smaller-scale models, which are particularly relevant in low-resource con-

texts. These models require significantly fewer computational resources, both

environmentally and economically [51], making them more accessible to civil

society and enforcement agencies. Moreover, the transparency of open-source

models, with their publicly available architectures, allows for more thorough

assessment and accountability.

To this end, this work evaluates open-source models through an extensive

set of experiments, comparing 8 classifiers against 9 LLMs in 6 different set-

tings, resulting in a total of 62 combinations of model and setting. As a start-

ing point, a comprehensive literature review was conducted to explore cur-

rent trends and techniques used in addressing similar legal tasks with LLMs.

The various experimental settings presented in this study stem from an exten-

sive effort to identify optimal prompts and develop more effective prompt-

ing strategies tailored to both the legal domain and the specific task at hand.

The resulting techniques, such as the pipeline and multi-prompt approaches,

demonstrate improved performance compared to plain zero-shot and few-shot

prompting. However, even the most effective methods, including those us-

ing larger models, still fall short of outperforming supervised models in unfair

clause detection. Additionally, as a collateral contribution, a lightweight and

user-friendly framework was developed to efficiently evaluate LLMs on the

142 ToS dataset, allowing for systematic testing across different settings and
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parameter configurations while being easily adaptable to new tasks.

Chapter 2 focuses, in the first part (2.1), on defining the theoretical foun-

dations of large language models (LLMs), including their formal definition,

implementation, and their apparent suitability for a wide range of language

processing tasks. It follows a brief part on the most commonly used datasets

and benchmarks in the legal domain (2.2), a section on the use of AI in the legal

domain (2.3), the description of the CLAUDETTE project (2.4) and a collec-

tion of representative work (2.5, 2.6). Chapter 3 details the dataset (3.1) and

the in-depth analysis (3.2) of the methodologies employed for experiments

on both fine-tuned models and LLMs, followed by the experimental setting

(3.3). Chapter 4 discuss the results, detailing the performances of the differ-

ent approaches 4.2 and the error analysis 4.2.2 on the best performing models.

Finally, Chapter 5 concludes the study (5).



Chapter 2

Background

Just as the foundation of a structure determines its stability, understanding and

evaluating the influence of AI in any domain, including the legal field, requires

a clear definition of its fundamental components. This involves delineating

their definitions, formalism, and implementations. Given the focus of this

study on the role of Large Language Models in the legal field, it is appropriate

to begin by describing what a language model is.

2.1 Language Model

It is sound to begin by providing a formal definition of language, drawing

initially from the foundational works of Chomsky [9] and subsequently ex-

ploring its evolution through modern paradigms. With language, we mean a

set (finite or infinite) of sentences, each of finite length, all constructed from

a finite alphabet of symbols. Following this, we can define as the grammar

of a language a device that produces all and only those strings1 that are sen-

tences of the language [9]. This ”device” proves useful in various contexts;

from a linguistic perspective, it can aid in better understanding the language,
1A string is simply anything obtained by concatenating the symbols of the alphabet (e.g.

a word).
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such as by supporting semantic analysis. Alternatively, when properly de-

signed, it can be applied to tasks requiring language-related functionalities.

From a strictly formal point of view, the concept of a language model can be

interchangeable with the one of a grammar, however it is standard to identify

the former as a statistical model of language, that is, a model that defines a

probability distribution over sequences of tokens in a language. These tokens

can be characterized as simple words, characters or even part of words. In

their most common usage, language models assign probabilities to sequences

of words, this means that it is possible to assign probabilities either to a word

given some previous context or to an entire sentence, these two concepts are

linked by the chain rule of probability.

P (w1:n) = P (w1)P (w2 | w1)P (w3 | w1:2) · · ·P (wn | w1:n−1)

=
n∏

k=1
P (wk | w1:k−1)

(2.1)

A sequence of n words is represented as w1:n. Knowing the probability

of a sentence2 or what is the next most probable word results very useful in

different tasks such as speech recognition or spelling correction. Such a

probabilistic model can be helpful in dealing with homophone confusion or

grammatical errors by predicting, for example, that ”Your going to loose your

keys” is a much less probable english sentence than ”You’re going to lose

your keys”. We will start by describing the earliest and most successful type

of language model, the n-gram.

2.1.1 n-grams

The term n-gram can identify both the probabilistic model and a sequence of

n words, by relying on the previous definition (2.1) the probability of the next
2With the probability of sentence we refer to the probability of the sentence to appear in a

language.
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word provided by a tri-gram will be:

P (wt) = P (wt−2)P (wt−1 | wt−2) =
3∏

k=1
P (wk | w1:k−1) (2.2)

Generally speaking, when using an n-gram model we are making the fol-

lowing approximation:

P (w1:n) ≈
n∏

k=1
P (wk | w1:k−1) (2.3)

This implies that we are making aMarkov assumption, where the probability

of a word depends solely on a portion of its preceding context. The formal-

ization of the n-gram model traces back to Markov himself [54], that used

bi-gram and tri-gram to predict the likelihood of the next letter being a vowel

or a consonant in Pushkin’s Eugene Onegin. Given a corpus of text, an n-

gram model can be trained simply by counting and normalizing the n-grams.

This approach to probability estimation is known as Maximum Likelihood

Estimation. Various smoothing techniques are available to address scenarios

where a word in the test set appears in an unfamiliar context despite being in

the training vocabulary. Additionally, words absent from the training set are

typically managed by converting the problem into a closed-vocabulary one.

With these precautions, n-gram models have been successfully applied to sys-

tems for speech recognition [36] [2], plagiarism detection [3], andmachine

translation [53]. However, it is evident from their training method that the

number of parameters grows exponentially with the order of the n-gram, which

is why no models extend beyond 5-grams. Moreover, n-grams inherently lack

the ability to represent the ”similarity” between words, a feature that would

facilitate more effective generalization.
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2.1.2 Neural Language Model

To address the limitations of n-gram models, Bengio et al. [4] introduced the

use of neural networks with distributed word representations. Their approach

incorporated many foundational elements later utilized by modern methods,

although the specific implementations have evolved significantly. Notably,

contemporary architectures, such as Transformers, rely on self-attention mech-

anisms rather than the feedforward neural networks initially proposed. A word

can be represented as a point in an m-dimensional vector space, Rm, com-

monly referred to as a feature vector or, more typically, an embedding. These

representations are learned based on the distribution of words in a text corpus,

aligning with the distributional hypothesis, which posits that words with sim-

ilar semantic and/or syntactic roles tend to occur in similar contexts. Conse-

quently, similar words are located closer in the vector space due to their similar

embeddings. Several methods have been developed to learn these representa-

tions. For example, tf-idf, which relies on the frequency of terms relative to a

collection of documents, serves as a baseline approach, although it produces

sparse, high-dimensional vectors. In contrast, algorithms like Word2Vec and

GloVe generate dense vectors with dimensionalities significantly smaller than

the vocabulary size (m << |V |). Modern techniques, such as those used in

Transformer-based models, directly learn contextual embeddings during train-

ing, without relying on predefined word representations. The simplest kind

of neural network is a feedforward network where multiple layer are con-

nected without cycles, each layer is composed by different units that performs

a weighted sum of the input, add a bias term and then apply a non-linear func-

tion. The results of this operation are called activations which will be used as

inputs to the subsequent layer. A 3-layer network is illustrated in figure 2.1, it

is a fully-connected network since each unit in a layer receives inputs from all

units in the previous layer. Using matrix notation, the activations of the first
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Figure 2.1: The structure of a general multi-layer neural network.

layer (a0) can be expressed as:

a0 = f(W0 · x + b) (2.4)

Here W0 is the weight matrix, the bias term b is used to avoid 0-valued activa-

tions and the activation function f is a non-linear function which is applied

element-wise to the input vector x. This family of functions are introduced

to enable to learn complex, non-linear relationships between features; without

them, the network would only learn a composition of linear functions. Since

we are dealing with words in a vector space, the input word is a vector with

dimension m, consequently the weight matrix W0 has dimensions h0 × m

where h0 is the number of units in the first hidden layer. The same extends

to the subsequent layers: W1 has dimension h1 × h0 and W2 has dimensions

n×h1), where n is the number of output units. The output dimension n varies

depending on the task being performed, such as part-of-speech tagging or next

word prediction. The output vector contains real values, also called logits, that

needs to be transformed into probabilities, this is achieved using the softmax

function:

softmax(si) = exp(si)∑V
j=1 exp(sj)

, i ∈ [1..V ] (2.5)
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If the task involves predicting the next word given the previous context, softmax(s)

will produce a probability distribution over all the words in a vocabulary with

length |V |. In this case, the input would consists of the concatenation3 of the

words embeddings.

To train this kind of model, and also more modern architectures, there are

three fundamental steps that are necessary. First, a forward pass is performed

to compute the output of the model, which in this case is a probability distri-

bution. A loss function is need to model the distance between this output

and the true one expected for the provided input. Secondly, the gradient for

all the model’s parameters with respect to the loss function must be computed.

This is done by an algorithm called backpropagation. Lastly, each parameter

must be updated according to its gradient with techniques such as stochastic

gradient descent or Adam.

Loss Function

When training a machine learning model, we typically have access to a set of

training examples X and their corresponding labels Y . Training the model

can be formulated as solving an optimization problem of the form:

θ∗ = argminθL(fθ(X), Y ), (2.6)

where fθ(X) represents the model’s output given the input data, and L is

a loss function that evaluates the discrepancy between the predicted output

and the true labels. The loss function L should provide meaningful feedback

about the model’s performance with respect to the learning objective, whether

it involves predicting a discrete set of labels or approximating a probability

distribution. Ideally, a loss function is both convex, to ensure effective opti-

mization, and differentiable, to allow gradient-based optimization. Although

neural networks introduce non-linearities that violate these requirements, the
3A general pooling operation such as max or avg can also be applied.
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properties of a loss function can still be studied independently of the under-

lying model. A widely used loss function is the cross-entropy loss, which

measures the difference between a true probability distribution P (that gener-

ated the data Y ) and an approximating distribution Q (produced by the model).

The continuous form of cross-entropy is:

H(P, Q) = −Ex∼P [log Q(x)] (2.7)

In practical scenarios we are dealing with a finite amount of data (|X| = |Y | =

n), therefore we must rely on the discrete formulation of the cross-entropy.

The model outputs a vector of scores (or logits) which is converted into a

probability distribution by the softmax function. For each input vector x, the

true label vector y is typically one-hot encoded, meaning yk = 1 for the correct

class k, and yj = 0 for all other classes (j ̸= k). The discrete cross-entropy

loss can then be expressed as:

LCE(x, y) = −
|V |∑
i

yi log (xi) (2.8)

Given the one-hot nature of y, this simplifies to:

LCE(x, y) = − log xk, (2.9)

where k is the index of the correct class. Substituting the softmax function

(Eq. 2.5), the loss becomes:

LCE(x, y) = − log exp(sk)∑|V |
j=1 exp(sj)

(2.10)

This formulation shows that the cross-entropy loss quantifies the difference

between the true label distribution and the predicted probabilities, driving the

model to assign higher probabilities to the correct classes.
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Backpropagation

To train a neural network, the primary goal is to minimize the loss function

by updating the model’s parameters. This requires calculating the derivative

of the loss with respect to each parameter, traversing the entire network from

the final layer back to the initial layers. These derivatives, or gradients, are

then used to adjust the parameters to reduce the loss. The algorithm used

for this purpose is called error backpropagation [65], which leverages the

chain rule of calculus and the notion of computation graph to compute these

gradients efficiently. The backpropagation process begins by performing a

forward pass through the network, where the input propagates through each

layer, and intermediate results are computed and stored for the subsequent

gradient computations. During the backward pass, the derivative of the loss

with respect to the model’s output is computed first. This initial gradient is

then propagated back through the network, layer by layer. At each layer, the

gradient of the loss with respect to the layer’s parameters is calculated using

the chain rule which allows the computation of gradients for earlier layers

by combining the gradient from the subsequent layer with the local gradient

at the current layer. This process systematically computes gradients for all

parameters, ensuring that the contributions of all layers to the loss are taken

into account. Once the gradients are obtained, they are used to update the

parameters with optimization algorithms.

2.1.3 Training

Training a machine learning model involves finding the optimal weights, de-

noted as θ∗, by minimizing a loss function. This optimization problem can

be solved using gradient descent, which iteratively updates the weights by

moving them in the opposite direction of the gradient, scaled by a small step

size. If the loss function is convex, gradient descent is guaranteed to converge

to the global minimum regardless of the starting point in the loss landscape.
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For multi-layer neural networks, however, the loss function is typically non-

convex due to the non-linear activation functions. This non-convexity intro-

duces challenges, such as saddle points, flat regions, and local minima, which

can slow down or hinder convergence. Nevertheless, gradient descent meth-

ods are commonly used in deep learning because they often lead to satisfactory

solutions with very low loss values in practice. This success is attributed to the

properties of neural network loss landscapes, which tend to have large regions

of near-optimal solutions rather than isolated local minima [44]. Second-order

optimization methods are theoretically faster than first-order methods like gra-

dient descent. However, these methods are challenging to scale to large net-

works due to the computational cost of inverting the Hessian matrix (contain-

ing the second-order partial derivatives), which has a computational complex-

ity of O(k3), where k is the number of parameters, and requires memory in the

order of the square of k. For this reason, first-order methods remain the stan-

dard approach for training deep models. Gradient descent updates the model

parameters according to the following rule:

θ(t+1) = θ(t) − µ∇θL, (2.11)

where µ > 0 is the learning rate, controlling the size of the parameter update,

and ∇θL is the gradient of the loss function L with respect to the parameters

θ. Computing this gradient over the entire training set can be computationally

expensive, especially during the initial stages of training when the model is

far from optimal. To address this inefficiency, stochastic gradient descent

(SGD) approximates the gradient by computing it over a randomly selected

subset of training examples. In its most extreme form, called online SGD, the

gradient is computed using only a single example at a time. Algorithm 2.1.3

shows the pseudocode for the online gradient descent.

A more common variant is mini-batch SGD, where the training set is

divided into smaller subsets, or batches, typically of size that is a power of 2
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Algorithm 1 Line 7 performs the forward pass given the input x(i), line 9
corresponds to the backward pass while line 10 is the parameter update. This
is repeated on all the input data and for a predefined number of epochs E

1: D = {(xi, yi)}N
i=1 ▷ training data

2: Parameters θ ▷ Model parameters
3: Loss function L(ŷ, y)
4: for e = 1,...,E do
5: shuffle D
6: for i = 1,...,N do
7: Compute prediction ŷ(i) = fθ(x(i); θ) ▷ fθ is the actual model
8: Evaluate loss function L = L(ŷ(i), y(i)) ▷ This is optional
9: Compute gradient g = ∇θL(θ)

10: Update parameters θ ← θ − µg
11: end for
12: end for

(e.g., 32, 64, 128). Mini-batching leverages the parallel processing power of

modern GPU architectures, significantly improving computational efficiency.

Moreover, the inherent noise introduced by using smaller batches can act as a

form of regularization, preventing the model from overfitting to the training

data [1, 59].

The learning rate µ is a critical hyperparameter in the optimization process

which significantly impacts both the model’s convergence speed and its final

performance. A learning rate that is too large can cause the optimization pro-

cess to diverge, while one that is too small can lead to slow convergence. To

address this, adaptive learning rate algorithms, such as Adam [39], are com-

monly used. Adam adjusts the learning rate for each parameter individually

based on estimates of the first and second moments of the gradients. This ap-

proach allows the optimization process to adaptively scale the learning rate

during training, leading to faster convergence and improved performance in

many cases.
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2.1.4 Implementations

brief description of RNN and LSTM, self-supervision, autoregressive gener-

ation (no specific techniques), what task can they solve

The transformer architecture, first introduced by Vaswani et al. [77], has

become the standard framework for building large language models. While it

has undergone various modifications and improvements, modern implemen-

tations of transformers retain the key concepts from the original design. Prior

to the introduction of transformers, models such as recurrent neural net-

works (RNNs) [18] and long short-term memory networks (LSTMs) [30]

were widely used for natural language processing tasks. These recurrent ar-

chitectures were the first to explicitly incorporate the temporal and sequential

nature of language into their designs, enabling them to process input data step

by step over time. However, they faced significant challenges that the trans-

former architecture partially overcame. One of the primary shortcomings of

recurrent models is their difficulty in capturing long-term dependencies within

a sequence. This limitation arises not only from the vanishing gradient prob-

lem, which hampers their ability to propagate information over long time steps

during training, but also from their inherently sequential processing. Because

each step t depends on the computation performed at step t− 1, these models

lack the ability to parallelize computations effectively, leading to inefficien-

cies, especially when working with long sequences. The transformer architec-

ture addresses these issues by completely eliminating recurrence. It introduces

an encoder-decoder architecture designed to process sequences in parallel

while efficiently capturing dependencies between input elements by using the

attention mechanism as the core tool to model these dependencies. The en-

coder processes the input sequence and generates a set of context-aware repre-

sentations, while the decoder uses these representations to produce the output

sequence, one token at a time. Attention allows the model to weigh the impor-

tance of all input tokens relative to one another, regardless of their position in
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the sequence, enabling it to capture both short and long-term dependencies ef-

fectively. The final output of the transformer is a probability distribution over

possible tokens, computed through a softmax (Eq. 2.5) function applied to the

model’s logits. This probability distribution allows the model to generate pre-

dictions for tasks such as translation, text generation, or classification. This

design facilitates parallel processing, as attention computations can be per-

formed simultaneously across all tokens, making the transformer architecture

highly efficient and scalable for modern hardware. Since the transformer is a

complex architecture with several details and components, only the main com-

ponent of the multi-head attention will be described along with how these

models are trained.

Attention

The attention mechanism has a biological background deriving from how the

human brain focus its processing capabilities on specific environment cues to

optimize its resources and elaborate only those things that are important. For

what concern the language, it would be useful to know how much attention

each word in a sequence should take with respect to other words in the same

sentence. A classic example is the following:

1. The student didn’t submit the assignment because it was too complex.

2. The student didn’t submit the assignment because it was too lazy.
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Figure 2.2: Y is the input sequence of N embeddings, each of dimension dY .

The softmax function is applied row-wise on the scores deriving from the

WQ ⊗W T
K dot-product.

The meaning of the word it could be derived by assessing how much at-

tention it should make to the words ”student” and ”assignment”. Concerning

deep learning architecture, we are working with words represented as embed-

dings with dimension a certain dimension d. Given embedding representation

of a sentence x, the whole attention function can be summarized as follows:

A = softmax(QKT

√
d

)V (2.12)

where

Q = xWQ; K = xWK ; V = xWV (2.13)

The matrices Q, K and V are different representation of the input embeddings

that corresponds to queries, keys and values. Queries are the subject of the

attention analysis, these are compared to the keys via a dot-product and scaled

down by
√

d to avoid numerical issues when dealing with embeddings having

large dimensionalities (e.g. 512 or 1024). The softmax function is applied

row-wise to produce the normalized attention weights which are then used

to weight the actual value stored in V . Since we are using x for all the three

matrices, we are performing self-attention, the same operation is called cross-

attention if x is used only as query and another element is employed as key
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and value. Finally, Themulti-head attention primitive arise by computing N

attention heads and apply another linear projection WO to their concatenation.

headi = softmax(QiK
T
i√

d
)Vi (2.14)

A = (head1
⊕

head2
⊕

...
⊕

headN) (2.15)

This operation make it possible to learn N different attention representations.

Figure 2.2 depict a single self-attention head, since we want to attend only to

previous word in a sentence, it is common to mask the scores associated to

future words (si,j = −∞ where j > i).

Training Method

The training process begins with the collection of a comprehensive dataset, of-

ten referred to as a corpus. This dataset serves as the foundation for the model’s

knowledge and it typically comprises text from diverse sources, such as books,

articles, websites, and other publicly available content. Commonly used cor-

pora include datasets like Wikipedia, Common Crawl, and OpenWebText,

among others. Once the corpus is collected, it undergoes a pre-processing

stage to standardize and clean the text for use as input to the transformer

model. A key aspect of this step is tokenization, which involves breaking

the text into smaller units called tokens. These tokens can represent words,

sub-words, or even individual characters, depending on the tokenization al-

gorithm used. The resulting tokens are then mapped to embeddings using

an embedding matrix, which serves as a lookup table associating each token

with a fixed-dimensional vector representation. LLMs are trained using self-

supervised learning, a method that does not requires any labeling step since

the natural sequence of words embody the gold label itself. Two common ap-

proaches are causal language modeling where the model has to predict the

next word in a sentence and mask language modeling where the model is

tasked to fill missing words in a passage.
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In this first stage, known as pre-training, the model is exposed to the en-

tire training corpus and is trained to minimize the cross-entropy loss between

its predictions and the actual text. Pre-training results in a model that pos-

sesses a broad understanding of language but is not yet specialized for specific

tasks or aligned with human preferences, but it already has the foundational

capabilities necessary for a wide range of downstream applications.

After pre-training, the model undergoes an alignment phase to ensure its

outputs are useful, accurate, and aligned with human intentions. This phase

typically involves fine-tuning the model on smaller, task-specific datasets,

which may include human-annotated examples. Reinforcement learning from

human feedback (RLHF)[38] is a common technique used during alignment.

In RLHF, human evaluators rank model outputs based on quality, and this

feedback guides themodel toward generatingmore desirable responses. Align-

ment should ensures that the model’s behavior is safe, ethical, and effective

for real-world applications, addressing issues such as harmful outputs, biases,

or unintended behavior observed during pre-training.

Up to now, the main ingredients that are presents behind a LLM have been

described. Many of them may be found also in other areas besides NLP, since

most of these concepts are at the foundations of how modern AI techniques are

developed. At this point, it is worth to make a brief analysis that better describe

the transition to modern LLMs from per-trained language models (PLM).

2.1.5 What makes a LLM

Earlier methods relied on the pre-training and fine-tuning paradigm which

gave light to popular models such as BERT[15] and all its family of related

models. As the name suggests, first the model is pre-trained on large-scale

unlabeled corpora and then fine-tuned on the specific downstream task. This

second step usually relies on an additional smaller dataset that is specifically

related to the task that the model has to specialize on. The general idea is that
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the pre-train phase let the model learn context-aware representations that can

be later optimized according to the downstream task. Upon this paradigm, a

wealth of models have been defined, such as GPT-2, BART and RoBERTa[63,

43, 47], that try to explore different architectures and pre-training strategies.

Starting from this baseline, several studies found that scaling the model size

and the data size of PLMs led to improved performances on downstream tasks.

Just to give a comparison, GPT-3 has 175 billion parameters and was trained

on 300 billion tokens, making it several order of magnitude larger than GPT-

2, which has 1.5 billion parameters and 40 billion tokens. This scaling re-

sults in bigger models that are not only able to solve more complex tasks but

also shows a range of new abilities, called emergent, that were not present

in smaller PLMs. Earlier models shows good performances on tasks like se-

quence classification, named entity recognition and question answering, how-

ever they are limited in reasoning capabilities and on generating coherent con-

tent by following instructions. On the other hand, LLMs not only performs

these tasks better but they can also perform more advanced ones such as co-

herent text generation, multi-turn conversations, reasoning, code generation,

and multilingual translation, often without requiring fine-tuning

Although there is not a formal definition, the research community started

to use the term ”large language models” after the first articles on these big-

ger models where published. This size difference rises several challenges on

how these models are trained, if models up to few billions parameters can be

managed without too much efforts even on personal computers shifting to big-

ger sizes requires a rigorous engineering approach. Matters such as parallel

processing efficient distributed training, memory optimization, and hardware

acceleration become critical. Training large-scale models like GPT-3 demands

massive computational resources, typically relying on clusters of GPUs or

TPUs to handle the enormous parameter space and data throughput. TPUs, in

particular, have been extensively used for training large language models due

to their specialized architecture, which is optimized for matrix operations and
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large-scale parallelism. Additionally, techniques such as model parallelism

and pipeline parallelism are necessary to distribute the workload across multi-

ple devices, ensuring that both computation and memory usage are balanced.

Both PLM and LLM relies on the transformer architecture which is also

referred to as encoder-decoder (ED) but most recent LLMs use only its de-

coder stack (DO). In the first case, the encoder is fed with the input sequence

and use self-attention to produce a vector of the same length as the input

of high-dimensional contextual-representations. The decoder instead use a

combination of self-attention and masked cross-attention to predict the out-

put sequence with the conditioning of the representations produced by the en-

coder. In decoder-only architecture instead all tokens are processed equiva-

lently by conditioning only on previous tokens thanks to a causal masking pat-

tern. These models have a simpler architecture and are more naturally suited

for a next-world prediction objective while PLMs are usually trained with a

masked language modeling approach. As an example, BART[43] is an ED

transformers pre-trained by corrupting the input tokens in different ways such

as masking, deletion and infilling. This difference in the training objective and

in the architecture is reflected also on how the models encode the linguistic

information. BERT-like models[35], for instance, encodes surface features at

the bottom, syntactic features in the middle, and semantic features at the top

while LLMs like tends to gather lexical semantics in shallower layers4 to later

aggregate these information in higher layers to make the predictions[78, 48].

Delving briefly into the previously mentioned emergent abilities, two of

the most representative are in-context learning (ICL) and instruction tuning.

With ICL we refer to the ability of the model to adapt to new tasks or con-

texts by processing prompts provided by users without any updates to its un-

derlying parameters. These prompts may include instructions, examples, or

contextual information that guide the model’s behavior for a specific query
4”Shallow” or ”bottom” layers refer to those closer to the input, while ”top” or ”high”

layers are closer to the output
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or task. Based on the type of prompt fed to the model, techniques such as

zero-shot or few-shot prompting can be derived. In the first case, the model

is asked to perform a task without any prior examples in the prompt relying

purely on its pre-trained knowledge. Few-shot prompting, instead, make use

of few examples that acts as demonstrations, helping the LLM to learn the

pattern between input and output. Regarding instruction tuning, the model is

fine-tuned on a dataset containing a diverse set of tasks formatted as natural

language prompts. This approach enhances the model’s ability to follow ex-

plicit instructions and generalize to unseen tasks, improving its zero-shot and

few-shot learning capabilities. By training on a broad range of prompts and re-

sponses, instruction-tuned models learn not only task-specific patterns but also

general strategies for understanding and executing various instructions. This

method has been shown to significantly improve performance across multiple

benchmarks, sometimes enabling smaller models to match or even surpass the

performance of much larger models trained without instruction tuning.

2.2 Data

Understanding the type of data used in the AI-legal domain requires distin-

guishing between data employed for pre-training models and data used to

evaluate their performance. The same source of data can be used to build

both a corpus used for training and a benchmark dataset later submitted to the

trained model to evaluate its functionality. Moreover, when it comes to LLMs,

it may be hard to determine the extent and the quality of the legal knowledge

that trickled into the model as pretraining corpora are often proprietary and

not publicly disclosed. Nonetheless, several documented datasets and bench-

marks recur in academic literature and merit a brief description. This section

distinguishes between corpora used for model training and datasets typically

utilized for specific evaluation tasks, although as stated before these two as-

pects may overlap in some cases.
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2.2.1 Corpora

The legal domain inherently generates extensive documentation, with entities

such as the European Court of Justice and the Supreme Court of the United

States publishing vast amounts of information through dedicated databases

[19][68]. Consequently, it is feasible to compile sufficiently large corpora for

training or fine-tuning AI models.

• Eurlex57K [19] contains 57,000 EU legislative documents extracted

from the EUR-Lex database [19].

• ECHR [62] includes approximately 11,500 cases from the European

Court of Human Rights.

• The Caselaw Access Project [42] provides over 160,000 U.S. court

cases, available for research purposes.

• Pile of Law[29] compiles data from 35 diverse sources to build an

heterogeneous5 open-source dataset with legal and administrative data

from different jurisdictions, totaling ∼ 10M documents.

• OPP-115 [79] instead focus on website privacy policies with 115 doc-

uments, while CLAUDETTE contains 142 terms of service of some of

the major players across 10 different market sectors. Being the corpus

used in this work, CLAUDETTE will be further analyzed in chapter

3.1.

2.2.2 Benchmarks

Benchmarks are essential for evaluating AI model performance as they pro-

vide standardized tasks and metrics, enabling consistent comparison and track-

ing of progress across models.
5It encompasses: legal analyses, court opinions and filings, government agency publica-

tions, contracts, statutes, regulations, casebooks, and more.
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• LexGLUE (Legal General Language Understanding Evaluation) [7] is

a benchmark comprising seven legal-domain-specific tasks designed to

evaluate models on legal text comprehension. It spans multiple jurisdic-

tions (EU and U.S. law) and application domains (e.g., laws, contracts),

with the aim of advancing foundation models capable of addressing di-

verse legal natural language understanding tasks.

• LegalBench [27] features 162 tasks covering six categories of legal rea-

soning6 drawing heavily from the American body of law. It supports

various task formats, including binary classification, multiple-choice

questions, open-ended generation, and multi-class/multi-label classifi-

cation.

2.3 Why AI in the legal field ?

The judiciary system plays a pivotal role in maintaining justice and societal

order in modern nations. However, it faces numerous challenges that hinder its

ability to achieve a fair and efficient system. Several critical problems affect

nearly every justice system, regardless of whether it follows Common or Civil

law traditions or the specific legal frameworks employed by individual states.

One of the most recurring and significant issues can be summarized by

the maxim: ”too many cases, too few people”. Traditional judiciary systems

are overwhelmed by an ever-increasing volume of cases, resulting in back-

logs with delays that can span years or even decades. This backlog arises

primarily from a shortage of legal professionals, insufficient resources, and

the inherently repetitive nature of certain judicial tasks, such as document re-

view, evidence analysis, and drafting legal opinions. While these challenges

are often framed as a matter of efficiency, they also have broader implications

for the fairness of the system and represent a substantial economic burden. In
6Issue-spotting, rule-recall, rule-application, rule-conclusion, interpretation and

rhetorical-understanding



2.3 Why AI in the legal field ? 25

addressing these inefficiencies, legal AI tools offer significant potential, par-

ticularly in automating repetitive and time-intensive tasks. For instance, the

transcription of judicial proceedings can be effectively performed by speech-

to-text systems, which, in their current state, can transcribe entire hearings

with high accuracy and reliable speaker diarization [52]. Another recurring

task in legal practice is legal case retrieval, which involves searching large

databases for relevant cases based on specific queries, legal principles, statutes

or keywords. Although modern systems are not yet optimal [20], this remains

an active area of research, exemplified by annual competitions such as COL-

IEE [26].

Looking further ahead, systems capable of automating the decision-making

process in legal cases could significantly alleviate judges’ workloads. How-

ever, this is a highly sensitive area that necessitates an interdisciplinary ap-

proach, as such tools could have widespread and potentially detrimental soci-

etal impacts. Nevertheless, legal judgment prediction is an active research

topic [21][11], with increasing focus on developing approaches that produce

interpretable and consistent outcomes.

Finally, engaging with legal materials is often challenging for individuals

without a legal background. In this context, AI applications have the poten-

tial to democratize access to legal information. For example, tools for legal

question answering (e.g. LLeQA and Lawyer LLaMA [49, 31]) enable indi-

viduals to address legal queries independently and with an accessible jargon.

Similarly, automatic summarization of legal documents can benefit both le-

gal professionals and the general public by distilling lengthy and intricate legal

texts into concise, digestible summaries [34].

2.3.1 EU Law on unfair terms in contracts

For what concern unfair contractual clauses, European consumers are pro-

tected by the directive 93/13[10] that establishes a legal framework aimed at



2.3 Why AI in the legal field ? 26

protecting consumers from unfair contractual provisions in agreements con-

cluded between businesses and consumers. This directive is particularly rel-

evant in contexts where standard contractual terms are pre-drafted by busi-

nesses and offered on a take-it-or-leave-it basis, leaving consumers with no

opportunity to negotiate. The primary objective of the directive is to ensure

that such terms are fair, transparent, and do not create a significant imbalance

between the rights and obligations of the contracting parties. The directive ap-

plies broadly to consumer contracts across various sectors, including goods,

services, and digital transactions. The core principle underpinning the direc-

tive is the fairness test, which establishes that a contractual term is deemed

unfair if it causes a substantial imbalance to the detriment of the consumer,

contrary to the principle of good faith. Furthermore, contractual terms must

be drafted in plain and intelligible language, ensuring that consumers can fully

understand their rights and obligations. Any ambiguities in the contract are to

be interpreted in favor of the consumer. The directive also provides a non-

exhaustive list of unfair terms (Annex 1), which includes provisions that grant

the business excessive discretion over contract performance, such as the uni-

lateral right to modify terms without valid justification. If a contractual clause

is found to be unfair, it is deemed non-binding on the consumer, while the

remainder of the contract remains in force, provided that its validity is not

compromised. A consumer can take a dispute to court to challenge the unfair-

ness of a contract, this is referred as individual control of fairness. Abstract

control, on the other hand, is performed by consumer protection organizations

which have the competence to initiate judicial or administrative proceedings.

In this case, each member states may have different implementations.
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2.4 CLAUDETTE

CLAUDETTE[45] (Automated CLAUse DETeCTEr) is an international re-

search project that attempts to empower consumers and nongovernmental or-

ganizations with a machine learning tool to automate unfair clause detection in

terms of service and privacy policies. It relies on supervised learning methods

and on a source corpus of 142 ToS documents manually annotated by legal

experts, grounding on the EU Directive 93/13 and the GDPR. More details on

the whole corpus are given in section 3.1. The Unfair Contract Terms Direc-

tive sets the minimum standard of consumer protection with regard to contract

terms and it deems a clause as unfair if ”contrary to the requirement of good

faith, it causes a significant imbalance in the parties rights and obligations

arising under the contract, to the detriment of the consumer”. In its first itera-

tion [45] the CLAUDETTE system was tested with different machine learning

techniques over a dataset of 50 documents for a total of ∼ 12000 sentences.

The task is a multi-label classification over 8 categories of unfairness, mean-

ing each sentence can be assigned to 0 or more categories, however the first

experiments were formulated as a binary classification task. The ML tech-

niques employed included Support Vector Machines (SVM), Convolutional

Neural Networks (CNN) and Long-Short Term Memory Networks (LSTM),

the sentence was represented in 3 different modalities, namely the bag-of-

words model, parse tree and word embeddings. The best approach was the

combination of 8 different SVM-HMMs7 (one per category) using n-gram

features with a macro-F1 of 0.805 on the binary task. The project continued

[64] by exploring the use of legal rationales to both improve the classifica-

tion accuracy and to offer useful natural language explanation to the classifier

output by using memory-augmented neural networks[67]. Since the project

is strictly related to the European Union area, a multi-lingual approach was

considered by experimenting with different techniques to project annotations
7Support vector machine with Hidden Markov models [76]



2.5 LLMs for Legal Tasks 28

between documents written in different languages[22]. Strictly related to this,

the problem of detecting unfair clauses in ToS was extended across multiple

languages, comparing several strategies to extend a classifier from English to

other lower-resources languages[23]. In this setting, directly translating the

test set directly to English rather than training on a novel corpus for the source

language resulted in the best performances (0.66 vs 0.62 F1). On top of this,

working on these matters gave valuable insights and supplementary details

about the relationship between users and digital platforms [40][16][33]. Re-

lated to the CLAUDETTE project, the corpus of 100 ToS[16] employed in

several works, is also included in the LexGLUE benchmark[7].

2.5 LLMs for Legal Tasks

This section provides an overview of the application of large language mod-

els (LLMs) across various legal tasks first focusing on surveys which offers

a bird’s-eye view of the techniques and systems employed and then delving

deeper into notable studies that utilize prompting techniques for legal appli-

cations.

Lai et al. [41] conducted a literature review on the use of LLMs in the

judicial field, including an analysis of their role in assisting judges. The study

identifies several fine-tuned legal LLMs, primarily based on the Chinese le-

gal system, and examines AI-assisted decision-support systems implemented

in courts. The authors highlight how such systems can enhance judicial ef-

ficiency by expediting case processing, improving the accuracy and consis-

tency of decisions, and providing legal advice. However, these systems face

significant challenges, including limited processing capabilities for long texts,

inadequate adaptability to individual cases, and privacy and ethical concerns.

The study concludes with recommendations for future research, including im-

proving data quality and privacy protection, enhancing long-text processing

capabilities, and establishing ethical and regulatory frameworks for legal AI
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applications.

Padiu et al. [41] provide a comprehensive survey of legal LLMs, ana-

lyzing their advancements, applications across different legal systems, and

practical limitations. Their findings indicate that standalone LLMs, such as

GPT-3 and LawyerLLaMA, struggle with complex legal reasoning tasks due

to hallucination issues and insufficient legal knowledge grounding. However,

approaches that integrate external legal knowledge, vector databases, and re-

trieval systems demonstrate superior performance, even surpassing human ex-

perts on certain multiple-choice legal tasks. Additionally, the study highlights

the difficulties AI models face in adapting to multicultural and multilingual le-

gal environments, as well as the challenge of keeping pace with the evolving

nature of legal systems.

Several studies have explored the use of LLMs for different legal tasks,

though relatively few have focused specifically on contract classification. Tang

et al. [69] evaluated multiple LLMs on two datasets containing privacy poli-

cies from websites (OPP-115 [79]) and mobile applications (PPGDPR [46]).

They designed a zero-shot prompting framework comprising three sections:

(1) background context, (2) a list of privacy-related categories along with their

description, and (3) the task description. Their results indicate that GPT-4

achieved the highest performance, outperforming all other approaches.

Hakimi Parizi et al. [28] experimented with various prompting strategies

for legal document classification, including zero-shot and few-shot learning,

chain-of-thought (CoT) prompting, activation fine-tuning, and prompt ensem-

bling. They evaluated these techniques on the ECHR (binary classification)

and SCOTUS (multi-class classification) datasets, using the OPT language

model family8. Their results indicate that activation fine-tuning performed

best, while CoT prompting was ineffective, likely because the models were

not instruction-tuned.

Trautman [74] employed a chaining approach to break down complex legal
8OPT-6B and OPT-175B
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classification tasks into smaller subtasks for evaluation on ECHR and SCO-

TUS datasets. In this framework, the output of each prompt serves as input

for the next, beginning with generating a summary of the legal case. A few-

shot prompt is then constructed by retrieving the eight most semantically sim-

ilar cases to the input summary. Finally, the initial summary, combined with

the eight retrieved cases, is used for label prediction. This chained prompting

strategy significantly improved performance over zero-shot prompting and en-

abled smaller models to outperform larger ones in terms of micro-F1 score.

Yu et al. [80] explored prompting techniques to guide LLMs in develop-

ing structured reasoning strategies for the legal entailment task in the COLIEE

competition. This task requires determining whether a legal statement is true

or false based on a given set of legal articles. Their best-performing approach

explicitly instructed the model to employ legal reasoning frameworks such as

IRAC (Issue, Rule, Application, Conclusion). Similarly, Nguyen et al. [60]

compared GPT-3.5 and GPT-4 on the same task, finding that performance var-

ied significantly depending on the context and the nature of the legal question.

Their study raises concerns about the generalization capabilities of LLMs in

adapting to diverse legal scenarios.

Finally, Trautman et al. [75] conducted an extensive benchmark evalua-

tion to assess the groundedness of legal Q&A systems. Here, groundedness

refers to the extent to which AI-generated responses are aligned with the input

legal sources. The dataset included legal queries, AI-generated responses9,

and supporting legal texts (e.g., case law, statutes, and regulations). Their

findings indicate that prompt chaining [74] achieved the highest performance,

followed by direct prompting to GPT-4o.
9Verified by legal experts to ensure they adhered to legal sources.
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2.6 LLMs Limitations

Despite the promising applications of LLMs in the legal field, several studies

highlight their limitations and potential risks.

Dahl et al. [12] conducted an extensive study on LLM hallucinations, test-

ing four models across 14 different tasks with varying levels of complexity.

They evaluated the accuracy of LLM-generated responses over 5,000 judicial

cases spanning different court hierarchies. Their results show that GPT-4 ex-

hibited the highest hallucination rate, generating incorrect information in at

least 58% of cases. The study attributes these hallucinations to two key fac-

tors: (1) the models’ inability to handle misleading inputs, and (2) their lack

of self-awareness regarding the certainty of their outputs, which undermines

their reliability in legal contexts.

Martinez [56] critically assessed GPT-4’s performance on the Uniform Bar

Exam (UBE), challenging OpenAI’s claim that it ranks in the top 10% of test-

takers. The study finds that GPT-4’s actual percentile rank is closer to the

62nd percentile overall and the 42nd percentile in essay sections, with perfor-

mance declining further when compared to licensed attorneys. Concerns are

also raised about the validity of OpenAI’s essay grading methodology, em-

phasizing the need for rigorous independent evaluations before integrating AI

into legal decision-making.

Chalkidis [6] evaluated GPT-3.5 on the LexGLUE benchmark [7], report-

ing an average micro-F1 score of 49 across various legal tasks in zero-shot

and few-shot settings. One subtask consits of unfair clause detection over the

CLAUDETTE dataset10, it resulted in micro-F1 and macro-F1 scores of 64.7

and 32.5, respectively, further highlighting the limitations of LLMs in legal

text classification.

10An older version of the dataset consisting of 100 documents.
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Method

3.1 Dataset

The corpus consists of 142 online consumer contracts, Terms of Service (ToS),

relying on the previous work by Lippi et al. [45], Ruggeri et al. [67] and

Jablonowska et al. [33]. The annotation is performed by legal expert and

marked in XML as described in [45] where, including the following revisions,

9 different categories of unfairness are identified. Each category has its own

scope definition and the conditions that make such clause unfair.

Jurisdiction ⟨j⟩: The jurisdiction clause specifies what courts have the com-

petence to adjudicate disputes. A clause is (potentially) unfair whenever it

states that judicial proceeding takes a residence away (i.e., in a different city,

different country from the consumer place of residence).

Choice of Law ⟨law⟩: The choice of law clause specifies what law will govern

the contract and be applied in potential disputes. A clause is (potentially)

unfair whenever it states that the applicable law is different from the law of

the consumer’s place of residence the clause is unfair.

Limitation of Liability ⟨ltd⟩: The limitation of liability clause specifies for

what actions/events and under what circumstances the providers exclude, limit

or reduce their liability, the duty to compensate damages and/or when contains

a blanket phrase like ”to the fullest extent permissible by law”. Such clause is
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always (potentially) unfair, unless it is a force majeure case.

Unilateral Change ⟨ch⟩: The unilateral change clause specifies if and under

what conditions the provider can unilaterally change and modify the contract

and/or the service. Such clause is always (potentially) unfair.

Unilateral Termination ⟨ter⟩: The unilateral termination clause states that

the provider has the right to suspend and/or terminate the service and/or the

contract and/or the consumer’s account, due to some reasons, or at any time,

for any or no reasons with or without notice. Such clause is always (poten-

tially) unfair.

Contract by Using ⟨use⟩: The contract by using clause states that the con-

sumer is bound by the terms of use/service simply by using the service, down-

loading the app or visiting the website. Such clause is always (potentially)

unfair.

Content Removal ⟨cr⟩: The content removal clause gives the provider a right

to modify, delete or remove the user’s content, including in-app purchases,

under specific conditions or at any time, in his full discretion, for any or no

reasons, with or without notice or the possibility to retrieve the content. Such

clause is always (potentially) unfair.

Arbitration ⟨a⟩: The arbitration clause requires or allows the parties to re-

solve their disputes through the arbitration, before the case could go to court.

A clause is (potentially) unfair whenever the arbitration is binding and not

optional and/or should take place in a country different from the consumer’s

place of residence and/or be based not on law but on other arbitration rules

and/or arbiter’s discretion.

Privacy Included ⟨pinc⟩: Identify clauses (a) explicitly stating that, simply

by using the service, the consumer consents to the processing of personal data

as described in privacy policy; and/or (b) that the privacy policy is incorpo-

rated into and form part of the terms and it is preceded by a content by using

clause to such terms. These clauses are always (potentially) unfair.

Is worth to note how each clause is described as potentially unfair. From a
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strictly legal point of view, a clause is unfair with absolute certainty only if a

competent institution expressed itself in that sense. Moreover, the unfairness

may depend on the context of application of the clause.

All the analyzed ToS are standard terms available on the provider’s website

for review by potential consumers and since contract may vary by jurisdiction,

only those concerning European customers were selected. Each contract is

divided sentence-wise and each sentence can be classified as (1) clearly fair,

(2) potentially unfair and (3) clearly unfair with the numeric value appended

to the corresponding XML tag. A single sentence can have 0 or more tags

assigned, moreover, those that does not concern any legal matter, i.e. ”Please

read these terms of service”, don’t have an assigned tag and are treated as

clearly fair clauses.

3.1.1 Corpus statistics

The corpus contains 37,895 clauses for a total of 38,230 labels, out of these

3375 are unfair corresponding to 3049 (∼ 8%) clauses containing at least

1 unfair tag. The dataset is unbalanced since most of the sentences are fair

(34,846), also the distribution of unfair clauses is not balanced with ⟨ltd⟩ and

⟨ter⟩ taking almost half (47.3%) of all potentially unfair clauses. Most of the

unfair clauses1 are tagged with just one class (2746), while clauses containing

2 (285) or 3 (25) tags are much less frequent. The distribution of categories

across documents is reported in Table 3.1. Arbitration and privacy included

are the least commons categories, found respectively in 53 and 80 documents,

while all the other categories appear in at least 102 documents out of 142 with

limitation of liability appearing in almost all the documents (139).
1Meaning the ones that contains at least 1 unfair tag
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Figure 3.1: Distribution of unfair clauses

3.2 Methodology

The unfair clause detection task addressed in this work can be formally de-

scribed as a multi-label sentence classification problem. In a multi-label clas-

sification task, each input instance can be associated with multiple labels si-

multaneously. Given a dataset of sentences, our goal is to assign one or

Type of clause Tag #Clauses #Unfair #Documents
Arbitration < a > 165 156 53
Unilateral Change < ch > 506 506 138
Content Removal < cr > 261 261 102
Jurisdiction < j > 218 180 110
Choice of Law < law > 225 192 130
Limitation of Liability < ltd> 1072 971 139
Unilateral Termination < ter> 624 624 134
Consent by Using < use> 370 370 129
Privacy Included < pinc > 115 115 80

Table 3.1: Composition of the final corpus. The number of unfair clauses
groups both potentially unfair and clearly unfair.
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more labels from a predefined set of unfair categories to each sentence. For-

mally, let S = {s1, s2, . . . , sN} be a collection of N sentences, and let L =

{ℓ1, ℓ2, . . . , ℓM} be a set of M possible labels. Each sentence si is associated

with a subset of labelsLi ⊆ L. A common way to represent label assignments

is through a binary vector yi = [yi1, yi2, . . . , yiM ] ∈ {0, 1}M , where each ele-

ment yij indicates the presence (yij = 1) or absence (yij = 0) of the label ℓj

for sentence si. The goal is to learn a function f : S → {0, 1}M that maps

each sentence to its corresponding binary label vector. The function f can be

learned, in principle, with any supervised classifier provided that the training

dataset completely represents the event that f tries to approximate.

Existing approaches achieve state-of-the-art performance for unfair clause

detection using transformers model such as Legal-BERT and DeBERTa [7].

The assessment over this type of models is repeated by using the new dataset

of 142 documents which include also the additional <pinc> category, then,

the same task is addressed with LLMs. Three different approaches are tested

within the zero-shot and few-shot settings in order to evaluate what strategy

is better to undertake this task.

3.2.1 Transformer-based

The setting to assess transformer models is the same used in the LexGLUE

benchmark [7]. In general, these models are pre-trained on large-scale unla-

beled corpora in a self-supervised manner, where they learn to predict masked

tokens. After pre-training, these models are fine-tuned on task-specific anno-

tated datasets by specific layers and optimizing performance through super-

vised learning. In this case, the input clause is fed to the model which returns

its high-level representation h, this is then processed by a linear layer L fol-

lowed by a sigmoid activation. The output of this process is a 1 × k vector,

where k is the number of labels, containing a probability for each of the k

labels. Since the fair label is explicitly included in the classification, the total
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number of labels is k = 9 + 1. Since the task is a multi-label classification a

binary cross-entropy (BCE) loss function is used to independently evaluates

each label as a separate binary classification problem. The BCE loss is a spe-

cial case of the cross-entropy (eq. 2.8), specifically applied when there are

only two possible classes (positive or negative) for each label. For a single

sample, the BCE is defined as follows:

LBCE(x, y) = −
k∑

i=1
[yi log (xi) + (1− yi) log(1− xi)] (3.1)

where x is the output probability vector of the model classification head and

y is a one-hot encoded vector of the true label.

3.2.2 LLMs

There are several ways in which the unfair clause detection task can be formu-

lated for LLMs. Since it is well-known that the performance of LLMs heavily

depends on the adopted prompt, we experimented with different prompts. In

all cases, we define prompts that are mostly based on the annotation guide-

lines, i.e., on the definitions of the nine categories of clauses and the condi-

tions of their unfairness, as detailed in section 3.1. Indeed, the category def-

initions provide fundamental information, since the categories’ names may

not be informative enough. For defining prompts three strategies are imple-

mented, which differ in how they address the tasks of detecting (i.e., recogniz-

ing whether a clause is potentially unfair) and classifying it (i.e., identifying

the category of unfairness). We name the three strategies single-prompt,multi-

prompt, and pipeline. They will be described in detail in the next subsections.

When the proposed strategy allows for it, we experimented both with zero-shot

and few-shot learning settings.
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Single-prompt approach

In this approach, both detection and classification are performed simultane-

ously over a clause, with a single prompt. The prompt uses a comprehensive

template that includes all necessary information: the tasks description, the def-

inition of the nine categories as given in Section 3.1, and detailed instructions

for output formatting. The expected output from this prompt is a list con-

taining all the unfairness categories for each input clause. While adequate to

zero-shot scenarios, this approach would become cumbersome in a few-shot

setting, as it would require incorporating several examples for each category

into a single prompt. Incorporating n examples for each of the nine categories

leads to an input prompt containing n × 9 examples, alongside the template

structure, making it less scalable.

Multi-prompt approach

To address the scalability issues of the single-prompt approach, we decompose

the problem into several subtasks. Differently from the previous method each

category is addressed separately. Given an input clause, the model is queried

with 9 separate prompts, one for each category, so that it focuses exclusively

on one category at a time. This design minimizes the risk of misinterpreting

the task requirements or the formatting instructions. In this way, the multi-

label classification task is effectively transformed into a set of nine binary

classification tasks. This approach supports both the zero-shot and few-shot

learning settings, and the prompt template is the following:2

Evaluate the following clause from a terms of service based on

the provided definition of unfairness:

Definition: {category definition}

If the clause is unfair according to the definition respond with

'yes' otherwise respond with 'no'. Provide only 'yes' or 'no'

as the output. Do not include any explanations or additional

2At execution time, text within brackets is replaced with the corresponding entities.
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text.

Examples: {examples}3

Test Input:

Clause: {clause}

Response:

Pipeline approach

The third methodology builds on the multi-prompt approach and further de-

composes the task into two distinct phases of a pipeline. During the first phase,

i.e., category identification, the model determines whether a clause belongs to

a specific category. To this aim, we perform one query for each category,

using the same definitions of the previous approaches, but omitting the part

describing the unfairness conditions. Similarly to the single-prompt approach,

this phase is always performed in a zero-shot setting for scalability reasons.

If all prompts respond negatively (i.e., the clause belongs to none of the cat-

egories) the clause is deemed fair. This phase can also be implemented in a

few-shot learning mode, requiring a dedicated set of examples for each cate-

gory. To ensure balance, these examples should include both fair and unfair

clauses within the target category, as well as clauses from other categories.

However, in this study, the initial prompt is designed for zero-shot learning to

avoid increasing inference time. The prompt template for this first stage is the

following:

You are analyzing terms of service. Please, tell whether the

clause talks about the subject specified in the definition.

Definition: {category definition}

Please answer only with 'yes' or 'no'. Do not include any explanations

or additional text.

Test Input:

Clause: {clause}

Response:

3This line is not present in the zero-shot setting.
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The definitions used in this case are the same as before but without the sen-

tence describing the unfairness conditions. If a clause is positively identified

in this first step, a second query assesses its unfairness. For clauses associ-

ated with one or more categories, we proceed with the second phase, i.e. the

unfairness assessment. Specifically, if in the first phase a clause is positively

identified as belonging to a category, in the second phase, a second query as-

sesses its unfairness for that category. The unfairness conditions corresponds

to the second sentence of the category definitions (??), with the exception of

those that only state “Such clause is always unfair”, in order to minimize po-

tential bias in the model. The prompt for the second phase is always performed

in a few-shot setting. The template is the following:

You are analyzing terms of service. Please, tell whether the

input clause is unfair. {unfairness conditions}. If the clause

is unfair respond with 'yes' otherwise respond with 'no'. Provide

only 'yes' or 'no' as the output. Do not include any explanations

or additional text.

Examples: {examples}

Test Input:

Clause: {clause}

Response:

Both phases use one prompt per category, for a total of 9 to 18 prompts per

sentence.

3.2.3 Selection of examples for few-shot setting

The multi-prompt and the pipeline approaches are designed to support the few-

shot learning settings. In these settings, for each category, the prompt includes

8 examples of unfair clauses. These examples, extracted from the training set,

are hand–selected according to the following criteria: (i) coverage of different

market sectors; (ii) coverage of diverse types of unfair contracting practices,

within each unfair-clause category; (iii) length of clauses. Long sentences
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usually offer several advantages. As noted, they encapsulate a wide range and

different combinations of unfair practices, thus providing a richer and more

detailed context. This may help the models to capture complex relationships

and generalize across diverse scenarios. However, they also come with disad-

vantages. Small-scale language models may struggle with processing lengthy

sentences, due to input length constraints or difficulty in capturing long-range

dependencies. Furthermore, the dense nature of long sentences can lead to in-

creased ambiguity, potentially hindering the models’ ability to focus on spe-

cific features.

Given these limitations also shorter sentence are considered by identifing

8 new examples. A key advantage of this approach is that short sentences are

simpler to process and reduce the risk of truncation. This approach may allow

models to focus on specific patterns. However, it comes with potential is-

sues. Indeed, there is a risk of oversimplification. Relying on short sentences

may reduce cohesiveness and create a misalignment with real world contrac-

tual language, since ToS often contains long and complex sentences. Fur-

thermore, models may lose the broader context necessary to fully understand

the relationships between different elements. Thus, practices that depend on

interconnected factors may not be fully captured.

3.3 Experiments

For the experimental evaluation, the dataset considered is described in Sec-

tion 3.1, using the methodology illustrated in Section 3.2. Following the set-

ting of LexGLUE [7], the 142 documents are split into three sets: 85 docu-

ments for training, 35 for validation, and 22 for test. To address class imbal-

ance, all the approaches are evaluated by measuring micro-F1 and macro-F1.

As for LLMs, we consider 9 different models (Table 3.2): namely, Gemma2-

2B,Gemma2-9B, Llama3-8B,Mistral-7B, Law-Chat, MistralNemo-12B, Phi3-

14B, Codestral-22B, Qwen-32B. All the experiments have been executed on
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two RTX 2080 Ti for a total of 22GB of VRAM. Quantization was employed

when necessary, i.e., when the chosen model did not fit in the available VRAM.

The 8-bit integer quantization consists of a mixed-precision decomposition

where most of the values (≈ 99.9%) are quantized in 8-bit precision, while

outlier features are quantized to 16-bit [13]. Concerning 4-bit quantization,

the QLoRA [14] method is employed.

3.3.1 Experimental Setting

All the LLMs are instruction-tuned models between 2 and 32 billion parame-

ters (Table 3.2). The input prompt for each model is pre-processed using the

recommended template for that particular model. Specific tokens to the input

prompt (e.g., [INST]) are appended and pre-pended, ensuring alignment with

the model’s native requirements. Temperature is set to 1, sampling is disabled,

and the greedy search decoding method is employed to ensure reproducible re-

sults. The model weights are quantized to 8-bit or 4-bit integers, depending

on the size of the model as indicated in Table 3.2, to meet the computational

resources at disposal.

Model #Params Context Length Quantization

Qwen [32] 32B 128k 4 bit
Codestral [71] 22B 32k 4 bit
Phi3 [70] 14B 128k 8 bit
Nemo [72] 12B 128k 8 bit
Gemma2 [25] 9B 4k 8 bit
Llama3 [17] 8B 128k 8 bit
Mistral [37] 7B 32k 8 bit
Law-Chat [8] 7B 128k 8 bit
Gemma2 [25] 2B 4k 8 bit

Table 3.2: Details of the large language models.

The LLMs are compared against a linear SVM and 7 pre-trained trans-

formers, as used in the LexGLUE benchmark [7]. The SVM is the same used
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in the original CLAUDETTE system [45]: it employs TF-IDF features us-

ing n-grams with n ∈ [1, 2, 3], with hyperparameters4 optimized through grid

search.

All pre-trained models are fine-tuned for up to 20 epochs with early stop-

ping on development data, using the Adam optimizer with a starting learning

rate of 3e−5. Mixed precision (fp16) is used to reduce memory requirements,

with a batch size of 8 across all experiments. Each setup is repeated five times

with different random seeds, reporting test scores based on the seed yielding

the best test performance.

3.3.2 Model Ensemble

Combining predictions from multiple models generally leads to improved per-

formance compared to relying on a single model. This is because different

models may excel in distinct regions of the solution space, compensating for

each other’s weaknesses. The ensemble method proposed in this study in-

volves constructing a meta-model that aggregates predictions from multiple

models. For a given model m its prediction is represented as a one-hot vector

y(m) where y
(m)
i = 1 if the i-th class is positively predicted. Given n models

then their respective one-hot vectors are summed to obtain a single aggregated

vector ŷ which represents the combined predictions across all models. Based

on this framework, three different ensemble strategies are proposed to deter-

mine the final output of the meta-model.

Majority Voting

In majority voting, a class is predicted as positive if the majority of models

agree on that class, meaning ŷi > t where t is a threshold equals to ⌊n/2⌋+ 1.

This ensures that a class is selected only if more than half of the models predict

it.
4Number of features, regularization strength and loss function
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Weighted Voting

Unlike majority voting, where all models contribute equally, weighted voting

assigns greater importance to models that demonstrate superior performance.

Each model contributes to the final aggregated vector ŷ bbased on a normal-

ized weight, which is determined by a performance metric. In this case, the

average macro-F1 score is used as the weighting factor, moreover the final

prediction threshold can be adjusted based on the desired confidence level of

the meta-model.

Softmax Voting

In softmax voting, the aggregated vector ŷ is transformed into a probability

distribution by applying a softmax function (Eq. 2.5). Again, the final output

for a class i is positive if the score for that class is greater than a threshold.

In the experimental evaluation, these three strategies are tested by consid-

ering the 4 best models, based on the macro F1, resulting from the previous

evaluation. The threshold for the weighted voting scheme is set to 0.5 while

for the softmax scheme it is derived by running a grid search over the ensemble

and testing different level of thresholds.
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Discussion

Model Validation Test
Micro-F1 Macro-F1 Micro-F1 Macro-F1 Macro Acc. Macro Rec.

Bert-base-uncased 95.8 ± 0.1 74.8 ± 0.8 95.6 75.3 80.5 71.2
Roberta-base 94.6 ± 1.5 49.8 ± 25.7 95.6 70.2 72.4 68.8
Deberta-base 95.8 ± 0.1 73.7 ± 0.2 95.8 77.8 82.5 74.6
Longformer-base-4096 93.5 ± 1.5 32.4 ± 20.7 95.5 62.7 70.3 57.6
Bigbird-Roberta-base 95.7 ± 0.0 72.6 ± 2.3 95.3 75.3 77.3 74.9
Legal-Bert-base-uncased 96.0 ± 0.1 76.0 ± 1.4 95.6 76.9 78.5 77.1
Custom-Legalbert 95.9 ± 0.1 75.4 ± 0.3 95.9 77.9 81.2 75.6
TFIDF+SVM 95.0 ± 0.0 62.0 ± 0.0 94.9 61.0 80.7 52.4

Table 4.1: Evaluation of baseline methods on the validation and the test split.
For validation, we report the average score over 5 training and the variance.
For test, we report the result of the best model.

4.1 Transformer-based

Table 4.1 shows the results obtained by baseline approaches, which are those

used also within the LexGLUE benchmark [7]. Results are similar to those re-

ported in LexGLUE, although we are hereby using a larger dataset of 142 doc-

uments, which are more diverse in terms of market sectors, and thus more chal-

lenging. Furthermore, the privacy included category utilized in this dataset

was not part of the LexGLUE benchmark. Custom-LegalBERT is the best

performing approach, with 95.9/77.9 of micro/macro-F1, respectively.
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4.2 Comparison of prompt strategies

Table 4.2 shows the results obtained with the three different prompt strategies

described in Section 3.2. When using few-shot learning, the results obtained

with both short and long examples are also reported.

It is straightforward to observe that the performance of LLMs is signif-

icantly lower than those obtained by the baselines. The pipeline strategy is

the one that consistently performs better than the others, for all the considered

LLMs. This is probably due to the fact that LLMs tend to consider unfair

also clauses that are totally unrelated to any unfairness category. Therefore,

splitting the task into two subsequent stages, and first filtering out the clauses

that are unrelated to unfairness categories, greatly simplifies the problem for

LLMs (each of the two prompts is much simpler to address).

Regarding the complexity of examples provided in the few-shot setting,

there is no huge difference in adopting short or long examples, with a slight

advantage in using the latter. While small-size LLMs do not produce satisfy-

ing results, it is evident that performance increases with model size: Qwen-

32B, although quantized with 4 bits only, achieves results that are not far from

the best-performing BERT-based baselines. On the other hand, Codestral-22B

is underperforming even smaller LLMs. These suboptimal performances can

be attributed to its pre-training on a corpus predominantly composed of code,

which significantly diverges from the linguistic and conceptual characteristics

of legal texts required for the task at hand.

4.2.1 Per-category evaluation

Table 4.3 presents the F1 scores of the best models across all the unfairness

categories. In particular, the comparison is between the transformer-based

models, i.e., Legalbert and Deberta-base, with small (Gemma2-2B, Gemma2-

9B, Phi3-14B, Llama3-8B, Law-Chat-7B, Mistral-7B, Nemo-12B) and large

LLMs (Codestral 22B and Qwen 32B). For each model, only the setting that
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Model Technique Examples Metrics
Micro-F1 Macro-F1 Macro Acc. Macro Rec.

Gemma2-2B Single-prompt / 0.72 0.26 0.43 0.42
Llama3-8B Single-prompt / 0.71 0.37 0.38 0.61
Mistral-7B Single-prompt / 0.55 0.23 0.25 0.42
Law-Chat Single-prompt / 0.22 0.09 0.17 0.07
Gemma2-9B Single-prompt / 0.84 0.45 0.39 0.61
Nemo-12B Single-prompt / 0.72 0.39 0.42 0.57
Phi3-14B Single-prompt / 0.60 0.33 0.30 0.58
Codestral-22B Single-prompt / 0.15 0.19 0.37 0.17
Qwen-32B Single-prompt / 0.87 0.49 0.43 0.64

Gemma2 Multi-prompt - Zero shot / 0.64 0.28 0.22 0.70
LLama3-8B Multi-prompt - Zero shot / 0.88 0.47 0.43 0.57
Mistral-7B Multi-prompt - Zero shot / 0.41 0.16 0.14 0.80
Law-Chat Multi-prompt - Zero shot / 0.83 0.39 0.33 0.62
Gemma2-9B Multi-prompt - Zero shot / 0.58 0.43 0.35 0.78
Nemo-12B Multi-prompt - Zero shot / 0.61 0.26 0.20 0.81
Phi3-14B Multi-prompt - Zero shot / 0.79 0.41 0.31 0.77
Codestral-22B Multi-prompt - Zero shot / 0.34 0.21 0.19 0.86
Qwen-32B Multi-prompt - Zero shot / 0.88 0.61 0.56 0.75

Gemma2-2B Multi-prompt - Few shot Long 0.41 0.20 0.17 0.87
Short 0.57 0.30 0.24 0.86

Llama3-8B Multi-prompt - Few shot Long 0.79 0.40 0.30 0.84
Short 0.78 0.40 0.31 0.78

Mistral-7B Multi-prompt - Few shot Long 0.53 0.24 0.20 0.85
Short 0.52 0.22 0.18 0.87

Law-Chat Multi-prompt - Few shot Long 0.51 0.31 0.26 0.71
Short 0.71 0.43 0.41 0.62

Gemma2-9B Multi-prompt - Few shot Long 0.85 0.53 0.42 0.83
Short 0.89 0.58 0.47 0.85

Nemo-12B Multi-prompt - Few shot Long 0.32 0.15 0.15 0.86
Short 0.31 0.14 0.14 0.87

Phi3-14B Multi-prompt - Few shot Long 0.72 0.43 0.34 0.85
Short 0.80 0.52 0.40 0.80

Codestral-22B Multi-prompt - Few shot Long 0.41 0.24 0.21 0.87
Short 0.44 0.26 0.21 0.89

Qwen-32B Multi-prompt - Few shot Long 0.90 0.59 0.47 0.84
Short 0.88 0.61 0.51 0.85

Gemma2-2B Pipeline Long 0.89 0.56 0.49 0.72
Short 0.90 0.57 0.52 0.69

Llama3-8B Pipeline Long 0.90 0.58 0.51 0.71
Short 0.91 0.55 0.54 0.61

Mistral-7B Pipeline Long 0.74 0.29 0.24 0.70
Short 0.59 0.24 0.19 0.87

Law-Chat Pipeline Long 0.43 0.20 0.17 0.87
Short 0.46 0.22 0.18 0.85

Gemma2-9B Pipeline Long 0.84 0.51 0.40 0.83
Short 0.85 0.52 0.41 0.84

Nemo-12B Pipeline Long 0.92 0.62 0.57 0.72
Short 0.92 0.60 0.55 0.71

Phi3-14B Pipeline Long 0.87 0.56 0.44 0.84
Short 0.87 0.57 0.46 0.82

Codestral-22B Pipeline Long 0.80 0.45 0.35 0.85
Short 0.80 0.47 0.36 0.85

Qwen-32B Pipeline Long 0.95 0.72 0.77 0.71
Short 0.94 0.71 0.77 0.71

Table 4.2: Evaluation of LLMs over the test set. For each column, we report
the best result in bold.
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Model Technique Category F1

fair a ch cr j law ltd ter use pinc

Baselines
Custom-Legalbert Fine tuned 0.97 0.56 0.78 0.67 0.96 0.93 0.70 0.75 0.79 0.67
Deberta-base Fine tuned 0.98 0.67 0.76 0.70 0.90 0.93 0.71 0.73 0.82 0.57

Small LLMs
Gemma2-2B Pipeline-Short 0.95 0.45 0.58 0.58 0.64 0.61 0.48 0.58 0.52 0.29
Mistral-7B Pipeline-Long 0.85 0.07 0.19 0.08 0.12 0.1 0.3 0.38 0.14 0.20
LawChat Multi Few-Short 0.87 0.36 0.32 0.08 0.65 0.24 0.19 0.55 0.62 0.38
Gemma2-9B Multi Few-Short 0.95 0.35 0.51 0.41 0.68 0.71 0.52 0.59 0.68 0.44
Phi3-14B Pipeline-Short 0.93 0.33 0.52 0.45 0.74 0.71 0.46 0.61 0.55 0.44
Llama3-8B Pipeline-Long 0.95 0.49 0.64 0.55 0.68 0.54 0.55 0.58 0.42 0.36
Nemo-12B Pipeline-Long 0.96 0.33 0.58 0.56 0.72 0.79 0.62 0.63 0.51 0.48

Large LLMs
Qwen-32B Pipeline-Long 0.98 0.48 0.70 0.64 0.91 0.93 0.67 0.57 0.65 0.69
Codestral-22B Pipeline-Short 0.90 0.19 0.54 0.37 0.53 0.47 0.54 0.47 0.18 0.47

Table 4.3: Evaluation of models for each category of unfairness. For each
column, it is reported the best results in bold and underline the best result of
small LLMs.

yields the best result are considered. The fine-tuned transformer-based mod-

els, Legalbert and Deberta-base, outperform other techniques across most cat-

egories, thus highlighting the benefits of tailoring models to legal datasets

and corpora. As for the aggregate results presented in Table 4.2, small LLMs

perform significantly worse both than large LLMs and than BERT-based ap-

proaches. In particular, Legalbert achieves the highest F1 scores for unilateral

change (0.78 vs 0.76), jurisdiction (0.96 vs 0.90), and unilateral termination

(0.75 vs 0.73). Conversely, Deberta-base surpasses Legalbert in arbitration

(0.67 vs. 0.56), content removal (0.70 vs 0.67), limitation of liability (0.71 vs

0.70), and contract by using clauses (0.82 vs. 0.79). The two models achieve

an equal F1 score for choice of law (0.93). Even the per-category results con-

firm that the pipeline strategy is the one achieving the best results. As noted

above, Nemo-12B is the best performing LLM among the small-sized ones,

in particular as regard to content removal (0.64), choice of law (0.80) and

privacy included (0.45) for pipeline short. Similarly, Llama3-8B reports the

best results for arbitration (0.49), unilateral change (0.64) and limitation of

liability (0.55) for pipeline long. Phi3-14B outperforms in assessing jurisdic-

tion (0.74) and unilateral termination clauses (0.61) in pipeline short. The full
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comparison between the short and long examples confirms the observation

made for aggregate results (Table 4.2), i.e., that that the selection of exam-

ples does not strongly influence the performance of small LLMs within the

pipeline approach. Differently, Gemma2-9B achieves the best results under

the Multi-prompt short approach as regards consent by using (0.62). The best

performing strategy for Mistral-7B is using Pipeline-long, but its results are

significantly worse than those of other small LLMs. Gemma2-2B, despite be-

ing the smallest among the tested LLMs, delivers performance comparable to

larger models, including its bigger counterpart, Gemma2-9B.

The frequency and unfairness distribution of clauses in the dataset corre-

late with the performance trends of small-size LLMs. Categories with higher

clause frequencies, such as Limitation of Liability and Unilateral Termination,

generally see better performance from fine-tuned models, reflecting their abil-

ity to adapt to well-represented clause types. Conversely, less frequent cate-

gories like Privacy Included and Arbitration highlight the limitations of few-

shot and pipeline methods and the need for extensive domain-specific training.

4.2.2 Error analysis

Figure 4.1 and 4.2 presents the per-label confusion matrices for the two best

performing LLMs, namely Qwen-32B and Nemo-12B both using the pipeline

approach with longer examples. It is worth to highlight how even in the cat-

egories where they performs similarly (fair, cr and ter) they make differ-

ent mistakes. For both ter and cr, Qwen has more false negatives (FN) than

Nemo, while for the fair category is the opposite, with Qwen making more

false positive (FP) mistakes. In the law category Qwen performs on par with

the fine-tuned models, here the two false negatives errors are the followings:

these terms shall be governed by and construed in accordance with the

laws of the state of california.
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Figure 4.1: Per-label confusion matrix for the Qwen-32B model on the
Pipeline-Long approach. All elements are normalized along the rows, also
the number of FP and FN errors over the total error count are displayed.

the licensee’s use of the service may also be subject to other local, state,

national or international laws.

which should be fairly easy to identify given the definition of unfairness used

in the prompt for the Choice of Law category. The arbitration category is the

most arduous for both small and large LLMs, in this case both Qwen and Nemo

performs the same type of mistakes with an higher number of false positive, the

same can be noticed for Llama3 (15 FP vs 6 FN) which is the best performing

LLM in general on arbitration. For what strictly concern Qwen, almost all

the false positives clauses are instead fair clauses that contains terms such

as ”arbitration”, ”arbitrator” or a derivation of the verb ”arbitrate”, meaning
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Figure 4.2: Per-label confusion matrix for the Nemo-12B model on the
Pipeline-Long approach. All elements are normalized along the rows, also
the number of FP and FN errors over the total error count are displayed.

that the model is simply elicited by the presence of such terms and not by the

conditions specified in the arbitration definition. The test dataset include 41

clause that are relevant for more than one unfair category1. Table 4.4 shows the

comparison for this subset of the dataset for both Qwen and Nemo, opposite

to the average macro F1 in this case the smaller model performs better on

identifying clauses with more than one unfairness.
1Respectively 36 clauses for 2 unfair categories and 5 clauses for 3



4.2 Comparison of prompt strategies 52

Model Technique Category F1
a ch cr j law ltd ter use pinc Micro-F1 Macro-F1

Support 1 16 17 2 2 5 27 10 7

Nemo-12B Pipeline-Long 0.0 0.85 0.69 1 1 1 0.79 0.82 0.44 0.76 0.66
Qwen-32B Pipeline-Long 0.0 0.77 0.62 1 1 0.33 0.67 0.89 0.92 0.69 0.62

Table 4.4: Comparison of Nemo-12B and Qwen32B on clauses containing
more than one unfairness.

4.2.3 Ensembling

Table 4.5 presents the experimental results for the ensembled models applied

to the Pipeline approach for both long and short examples. The meta-models

are constructed in two ways: 4 mix, which combines the four best models

overall, and 4 small, which selects the four best smaller models based on macro

F1. In the 4 mix ensemble, the models used are Gemma2-2B, Llama3, Nemo,

and Qwen, whereas in the 4 small ensemble, Phi3 replaces Qwen among the

selected models.

As expected, ensembling generally improves performance compared to

individual models, though the extent of improvement varies across different

ensemble strategies. The best-performing approach is the 4 mix meta-model

applied to the Pipeline-Long setting using both the hard and weighted vot-

ing schemes, achieving a macro F1 of 0.73. However, the improvement over

Qwen-32B (0.72 macro F1) is minimal, likely because the smaller models

contribute little to the final prediction, with Qwen dominating the ensemble’s

decision-making.

The advantage of ensembling becomes more apparent when considering

the 4 small meta-model, which achieves a macro F1 of 0.71 with the weighted

voting scheme on the Pipeline-Short approach. This result consistently out-

performs the best individual small model (Nemo-12B), highlighting the effec-

tiveness of ensembling in this setting.

Regarding the three voting strategies, the hard scheme performs best among

the smaller model ensembles, while the weighted scheme yields the best re-

sults for both 4 mix meta-models. However, the differences between the three
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strategies are minor, with no single approach standing out as clearly superior.

That said, the hard voting scheme appears to be the most stable across all

tested settings.

Technique Models Ensemble Strategy Metrics
Micro-F1 Macro-F1 Macro Acc. Macro Rec.

Pipeline-Long 4 mix Softmax 0.94 0.72 0.79 0.66
Hard 0.94 0.73 0.80 0.69

Weighted 0.95 0.73 0.76 0.73

Pipeline-Short 4 mix Softmax 0.93 0.69 0.62 0.80
Hard 0.93 0.71 0.73 0.71

Weighted 0.94 0.72 0.72 0.75

Pipeline-Long 4 small Softmax 0.92 0.70 0.72 0.69
Hard 0.92 0.71 0.70 0.74

Weighted 0.92 0.67 0.60 0.78

Pipeline-Short 4 small Softmax 0.92 0.67 0.73 0.64
Hard 0.92 0.69 0.71 0.68

Weighted 0.92 0.66 0.61 0.75

Table 4.5: Results of the ensembled models for all the three modes over the
Pipeline approach. The 4 mix model consists of the 4 best model overall
(Gemma2-2B, Llama3, Nemo, Qwen) while 4 small comprehends the 4 best
models among the smaller ones (Gemma2-2B, Llama3, Nemo, Phi3).
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Conclusions

In this work, an extensive evaluation is performed on the capabilities of LLMs

compared to BERT-based models in detecting unfair clauses in ToS. Identify-

ing the optimal prompt for an LLM on a given task is a challenging problem,

since LLMs are sensitive to context and phrasing in ways that are often un-

predictable and difficult to fully explain [50, 24, 66]. Thus, several prompting

strategies are tested across 7 small LLMs, and two larger LLMs, against the

state-of-the-art transformer models. Small LLMs could provide an attractive

alternative to the supervised systems, including reduced dependency on exten-

sive training data, lower resource requirements, and a smaller environmental

footprint compared to larger models. Despite these benefits, the experiments

results show that small LLMs currently fall short of delivering satisfactory

performance in unfair clause detection. Among small models, Nemo-12B

emerges as the best-performing one, with a pipeline approach, that decom-

poses the task into category identification and unfairness assessment, yielding

the best results. However, no significant differences are observed between

short and long example prompts. A larger model, Qwen-32B, demonstrates

promising performance, with potential for further enhancement through fine-

tuning. Conversely, Codestral-22B shows poor results across all the several

approaches. Based on these findings, at this stage, BERT-based models remain

superior for detecting and classifying unfair clauses in consumer contracts. In
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conclusion, the experimental results show that small LLMs face significant

limitations in processing the complex and varied language structures of legal

contracts even when provided with relevant examples.

Regarding the possible directions for future research, one important next

step is to test these models on multilingual datasets to see how well they adapt

across different legal systems and languages. Additionally, experimenting

with alternative prompting techniques, such as chain-of-thought prompting,

could improve both the interpretability and accuracy of the models. Another

key challenge is keeping up with changes in legal language and regulations.

Exploring continual learning approaches could help ensure that these models

remain reliable and effective as laws evolve over time.
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