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Abstract

This thesis looks into systems of linear wave equations on cosmological backgrounds.
The main aim is to investigate the asymptotics of solutions to such equations, particularly
in the direction of the initial singularity of these background models. As an application,
the past asymptotics of two linear wave equations on a flat Friedmann-Lemâıtre solution,
coupled to a perfect fluid, are analyzed. The first equation describes linear scalar pertur-
bations of such a background in the presence of a cosmological constant Λ. Of interest is
the effect Λ could have on the asymptotics of these perturbations. The second equation,
on the other hand, represents the equation of motion of a massive scalar field on the same
background. In this respect, the asymptotic expansion, and hence the blow-up profile,
of the relevant physical quantities is derived and compared with previous results.





”Progress in physics can proceed both from tolerance and
intolerance”

C. W. Misner

”Here is a problem with which we must some day come to
grips at least if we are ever to understand this

phenomenon called gravitation”

R. P. Geroch
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Chapter 1

Introduction: Asymptotics in
relativistic cosmology

Since its birth in 1917, Cosmology, which currently deals with studying the universe
on its largest possible scales, was about modeling the universe using a solution to the
Einstein’s field equations. Based on assumptions made regarding symmetry properties of
the spacetime geometry of the universe, and also regarding its matter content, one gets a
particular solution, and hence a corresponding model. In this respect, many cosmological
solutions had been developed in the early period from 1917 to 1960 [16], most notably
are the Friedmann-Lemâıtre (FL) models, which represent non-stationary cosmological
solutions to the field equations, and which later became the mathematical basis of the
current standard model of cosmology [18].

In spite of the big success of the FL models, and their perturbations, in accounting
for astrophysical observations [44], it is important to remark that they are very special
in the space of all cosmological solutions due to the fact that they are maximally sym-
metric. In other words, they involve spatial sections that are homogeneous and isotropic.
Indeed, many possible phenomena are suppressed by assuming this spacetime geometry.
Moreover, many models, which are very different from a FL one in the past, evolve to
become similar to FL models for some time, before deviating again from such behaviour
[56]. Hence, these models could also be in agreement with observations, similar to the
standard one. Another important issue is that the universe is not perfectly spatially ho-
mogeneous and isotropic on any scale, so models ”close” to FL ones, in some appropriate
dynamical sense, could be relevant in understanding cosmic structure. In this respect, it
is important to remark that using linear perturbation theory to study deviations from a
FL background could be insufficient, as it excludes a priori important non-linear effects.
Consequently, it becomes important to go beyond the FL models, and analyze the range
of solutions that could give behaviour consistent with observations. This means studying
cosmological solutions that are spatially inhomogeneous and anisotropic. One important
aim of such analysis is to have a classification of all possible asymptotic states which are
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permitted by the field equations near the cosmological singularity, as this would shed
light on how the real universe could have evolved [19]. Moreover, this is also relevant in
assessing the non-linear stability of the FL models [51].

Hence, instead of focusing on a given solution, namely the FL model, it became an
important task to study qualitative features of the evolution of general classes of cos-
mological models, beyond the FL ones. This includes investigating their behaviour both
to the asymptotic past, where a spacetime singularity is encountered, and asymptotic
future, where models either expand forever or recollapse. This paradigm shift started in
the 1960s by the work of the Russian school of physicists, as represented by Belinskii,
Khalatnikov, and Lifshitz (BKL), which tried to determine the structure of the singular-
ity in a general, inhomogeneous and anisotropic cosmological model, and the associated
dynamics in approaching that singularity [35] [9]. Using piece-wise approximation meth-
ods, they approximated the evolution of a cosmological model by a sequence of time
periods, during each of which certain terms in the Einstein’s equations can be neglected.
In particular, they argued that the ODEs obtained by dropping spatial derivatives in the
original equations should yield a good model of the asymptotic behaviour. Specifically,
they emphasized that the relevant ODEs in approaching the singularity are the ones of
the spatially homogeneous vacuum solutions of Bianchi type VIII or IX. This indicated
that asymptotics in the direction of the singularity are oscillatory. This also implied
that matter becomes dynamically insignificant near the singularity, except for particular
cases [8]. This body of work came to be known as the BKL conjecture. Even though
this conjecture gave important insights into the nature of a generic cosmological singu-
larity, it also received a lot of criticism. One reason, for example, was for its use of local
methods, whereas it was global techniques, which were introduced by Penrose during the
same period, that should have been taken into consideration in analyzing the structure
of the singularity [7].

Shortly after, C. Misner and collaborators used the Hamiltonian formalism of gen-
eral relativity to attack the same problem [40]. In this framework, the field equations
are reduced to a time-dependent Hamiltonian system for a particle, which represents
the universe point, in two dimensions. Then, the analysis proceeds by replacing the
time-dependent potentials by moving potential walls, which reflect the particle instan-
taneously. Interestingly enough, Misner was able to verify the oscillatory nature of the
Bianchi IX model in the direction of the singularity, independently of Belinskii and
Khalatnikov [10]. Moreover, MacCallum [37] used the same techniques to study the
asymptotic behaviour of a class of spatially homogeneous cosmological models.

It is noteworthy that these two approaches resorted to heuristic arguments when
trying to analyze the asymptotic states of general cosmological models, namely ones
that are spatially inhomogeneous and anisotropic, and hence without any symmetry as-
sumptions. This is due to the fact that, in this setting, one has to deal with the full
Einstein’s equations, which represent a system of non-linear PDEs, something which re-
quires an elaborate and careful treatment. In relation to this, a third approach to analyze
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cosmological asymptotics came with the work of Collins [15], who formulated the field
equations for spatially homogeneous models as an autonomous system of first-order dif-
ferential equations. Then, asymptotic states for special classes of spatially homogeneous
models were obtained employing methods of the theory of dynamical systems. In this
case, solution curves partition Rn into orbits, and hence asymptotic states as t → ∞,
for example, can be described in terms of sinks, asymptotically stable periodic orbits
or more general attractors [45]. This framework was carried forward by the work of
Bogoyavlensky and collaboratos [12], and Wainwright and collaborators. Particularly,
Wainwright and Hsu [55], based on suitably normalized variables, set a framework to an-
alyze asymptotics of orthogonal spatially homogeneous (OSH) models of class A. These
are spatially homogeneous solutions such that the 4-velocity of the perfect fluid, which is
the assumed matter model, is orthogonal to the spatial hypersurfaces. Later, the frame-
work was extended to more general situations [30].

Turning again to the issue of analyzing spatially inhomogeneous and anisotropic
cosmological models, one of the first classes of solutions to be studied was the so called
Gowdy spacetimes [26]. These are vacuum solutions to the field equations with compact
spatial sections and a 2-parameter group of isometries. Hence, they admit one spatial
degree of freedom. Being vacuum solutions, they could represent idealized cosmological
models for the early universe, when matter was not important dynamically. Progress
started with the work of Liang [34], which analyzed the dynamics of G2 cosmologies,
coupled to a perfect fluid, using approximation techniques, where G2 refers to the 2-
parameter Abelian group of isometries of the model. In this regard, numerical methods
were employed as well [13]. However, an important result came with the work of Isenberg
and Moncrief [32], which used methods from the theory of partial differential equations
to give qualitative results regarding the asymptotic behaviour near the singularity of a
class of Gowdy spacetimes without any approximation. The same year, Wainwright and
Hewitt [31] extended previous methods of dynamical systems to analyze the asymptotic
states of a class of G2 cosmologies with a perfect fluid. In this case, the field equations
get expressed as an autonomous system of first-order PDEs in two independent variables.
Regarding all of these results, it is worth mentioning that such work served to verify or
reformulate some of the statements of the BKL conjecture.

Since the year 2000, much progress has been made regarding cosmological asymp-
totics. For example, Wainwright and collaborators [54] studied asymptotics of completely
spatially inhomogeneous and anisotropic models, the so called G0 cosmologies, coupled
to a perfect fluid and a positive cosmological constant Λ. Also, the authors [36] analyzed
the isotropization of these same spatially inhomogeneous models, both to the past and
future, in the presence of a positive Λ. They were able to show that there exists an
open set of solutions that approaches the de Sitter state at late times, a result which
confirms the so called cosmic no-hair conjecture. Another example is the work of
Ringström [47], which refined previous results on past asymptotics (in the direction of
the singularity) of a class of Gowdy spacetimes.
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Another direction to study asymptotics for the linearized Einstein’s equations is by
looking into linear wave equations on a given cosmological background. This is related to
the fact that the field equations in a certain gauge, the so-called harmonic gauge, take
the form of non-linear wave equations for the components of the metric [14]. Hence, such
a work should represent a first step in understanding the asymptotic behaviour of the
full, non-linear equations. The first result came with the work of Allen and Rendall [3],
which studied both past and future asymptotics of linear scalar perturbations of a flat
FL model, coupled to a perfect fluid. Then, there is the work of Fournodavlos and others
[2], which analyzed asymptotics of the wave operator near the singularity of a flat FL
model and Kasner solution. Another closely-related result is that of Bachelot [5], which
investigated asymptotics of the Klein-Gordon equation on several FL backgrounds. It is
worth remarking that all of these results are relevant for the work of this thesis.

During the same period, Ringström [48] developed a method to study asymptotics
of linear systems of wave equations on general cosmological backgrounds, which satisfy
certain conditions regarding the spacetime geometry. The important point regarding
this technique is that it provides a general framework for studying wave asymptotics,
without restricting to a specific cosmological model. To date, this method, along with
some improvements, and specifying to a certain class of equations, has only been applied
to study asymptotics of the source-free Maxwell’s equations on Kasner spacetimes [27].
Hence, in continuing such a work, this thesis deals with studying past asymptotics of the
following two, physically interesting systems:

1. Scalar perturbations of a flat FL model coupled to a perfect fluid and a cosmological
constant Λ. This shall represent an extension to the results of [3].

2. A massive scalar field on a flat FL model coupled to a perfect fluid. In this respect,
the results shall be compared to [5].

It is noteworthy that these two systems are linear with different flavours. The first
one comes from the Einstein’s equations, in which the given matter model is coupled
to the background geometry, but the equations are linearized using perturbation theory.
The second system, instead, comes from looking into a scalar field on a fixed background,
hence without any coupling between the spacetime geometry and the field.

So, the plan of this thesis is as follows: In chapter 2, some physical background on
the systems of interest is given, namely on cosmological perturbation theory and scalar
fields in cosmology. In chapter 3, important notions related to the wave equation are
discussed, in particular the notions of energy and Sobolev norms. In chapter 4, the
relevant method to study asymptotics is demonstrated, along with the logic behind it.
In chapter 5, results of the asymptotic analysis of the systems of interest are presented.
Finally, some concluding remarks are given.
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Chapter 2

Physical background on the systems
of interest

In this chapter, the equations of interest, namely those for which asymptotics are to
be analyzed, are derived from physical principles. In particular, for the first system,
linear perturbation theory, as applied to a FL model with a cosmological constant, is
discussed. This also involves looking into the important issue of gauge fixing. For the
second system, scalar fields are studied, along with their properties and equations of
motion, on a FL background.

2.1 Scalar cosmological perturbations of a FL back-

ground

2.1.1 The effect of the cosmological constant on the initial sin-
gularity

The background model of interest is that of a flat FL model, hence spatially homogeneous
and isotropic, coupled to a perfect fluid and a cosmological constant Λ. As mentioned
before, the choice of this particular model is motivated from astrophysical observations.
Regarding the cosmological constant, it is interesting to remark that it always had a
controversial role in cosmology since the birth of the field [17]. Relevant to our asymptotic
analysis is the effect, if any, of Λ on the initial singularity of the background model. This
can be seen from looking into the Raychaudhuri equation, which describes the evolution
of the expansion of a congruence of timelike curves in the direction of the unit tangent
vector field. In fact, it represents the fundamental equation of gravitational attraction.

In this respect, the family of spacetimes (M, g) of interest is that of globally hyperbolic
ones. These are solutions with the fundamental property that they can be foliated by a
1-parameter family of spacelike hypersurfaces (Σt)t∈R. This indicates that there exists a
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smooth, regular scalar field t̂ on M , such that each hypersurface is a level surface of t̂
[25]. In other words

∀t ∈ R, Σt := {p ∈M, t̂(p) = t}.

It follows that the topology of such spacetimes is M = R×Σ. Hence, these solutions
can be understood by looking into physical quantities that are tangent (spatial) or normal
(temporal) to Σ, which is the (3 + 1)-splitting of these spacetimes. Based on this,
coordinates on M can be fixed by first choosing spatial coordinates xi = (x1, x2, x3) on
each Σt, such that they vary smoothly between neighboring hypersurfaces, then adding
the fourth coordinate t. This yields

xα = (t, x1, x2, x3). (2.1)

One important geometrical quantity related to the spatial hypersurfaces is the unit
timelike normal, defined as

nµ ∝ ∂t

∂xµ
, (2.2)

such that nµn
µ = −1. As a consequence of normalization, it follows that [25]

n := −N∇t, (2.3)

or in components

nµ = (−N, 0, 0, 0), (2.4)

where N =
(
−∇⃗t · ∇⃗t

)−1/2

is called the lapse function, and n indicates the 1-form

associated with the vector field n. It is noteworthy that the minus sign is to guarantee
that n is future-directed when t increases to the future. Similarly, the components of the
corresponding vector field are given by

nµ = N−1(1,−β1,−β2,−β3), (2.5)

where βi give the components of the shift vector field β, which represents the spatial
displacement of the curve of constant xi (to which the time vector ∂t is tangent) from
the unit normal n. This indicates that

∂t = Nn+ β.

Using coordinates (2.1), the decomposition of the spacetime metric g can be expressed
as

gµνdx
µ ⊗ dxν = −N2dt⊗ dt+ γij(dx

i + βidt)⊗ (dxj + βjdt), (2.6)
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Figure 2.1: Lines of constant xi cutting through a foliation Σt, defining both ∂t and β
[25].

where γij represents the induced metric on the spatial hypersurfaces Σ.

To be able to look into the Raychaudhuri equation, a smooth congruence of timelike
curves is considered. Such a congruence is parametrized by the proper time τ , and admits
n as the unit tangent vector field. In this setting, a quantity of interest is the covariant
derivative of n, which can be decomposed uniquely as [39]

nµ;ν = Bµν − aµnν , (2.7)

where Bµν represents the spatial part, namely Bµνn
ν = Bµνn

µ = 0, and aµnν represents
the mixed spatio-temporal component, where aµ = nαnµ;α is the 4-acceleration of the
congruence. For a smooth one-parameter family of curves γs(τ) in the congruence, an
orthogonal deviation vector ξα from a reference curve γ0 can be defined. It represents
an infinitesimal spatial displacement from γ0 to a nearby curve. Then, it can be shown
that [57]

nαξβ ;α = Bβ
αξ

α.

Hence, Bµν represents the failure of ξα to be parallelly propagated in the direction
of the unit normal. This can be understood as the curves near γ0 are being stretched or
rotated due to Bµν . Consequently, this spatial component can be decomposed as [39]

Bµν =
1

3
θPµν + σµν + ωµν , (2.8)

where
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• θ := nµ
;µ represents the overall expansion, or contraction, of the congruence.

• Pµν := gµν + nµnν represents the induced spatial metric.

• σµν := 1
2
Pµ

αPν
β(nα;β+nβ;α)− 1

3
θPµν , which is the symmetric traceless part of Bµν ,

gives the shear of the congruence.

• ωµν := 1
2
Pµ

αPν
β(nα;β − nβ;α), which is the anti-symmetric part, gives the rotation

(twist) of the congruence.

and Pα
β : T (M) → T (Σ) represents the projection operator on the tangent space of the

spatial hypersurfaces. Another quantity that is relevant for the geometry of Σ is the
extrinsic curvature Kµν , also referred to as the second fundamental form, defined as

Kµν := Pν
λnµ;λ =

1

3
θPµν + σµν , (2.9)

where ωµν did not appear because it vanishes automatically for any congruence with unit
tangent defined by equation (2.3), according to Forbenius’ theorem [46].

Based on this, the Raychaudhuri equation is given by the taking the trace of the
covariant derivative of nµ;ν in the direction of n to have an evolution equation for the
expansion θ. This yields [18]

dθ

dτ
= −1

3
θ2 − σµνσ

µν + ωµνω
µν + aµ;µ −Rµνn

µnν . (2.10)

The last term on the right-hand side can be related to the matter content of a given
spacetime and a possible cosmological constant through the Einstein’s equations, which
are expressed as

Rµν −
1

2
Rgµν + Λgµν = 8πGTµν .

Taking the trace, it follows that

R = 4Λ− 8πGT.

So, contracting the field equations two times with nµ yields

Rµνn
µnν = 8πGTµνn

µnν − 1

2
(4Λ− 8πGT ) + Λ = 8πG(Tµνn

µnν +
1

2
T )− Λ.

Hence, the Raychaudhuri equation becomes

dθ

dτ
= −1

3
θ2 − σµνσ

µν + ωµνω
µν + aµ;µ − 8πG(Tµνn

µnν +
1

2
T ) + Λ. (2.11)
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Employing equation (2.11), a singularity theorem can be given as follows [18].

Theorem 2.1 (Irrotational geodesic singularities) If for a congruence of time-
like curves Λ ≤ 0; (Tµνn

µnν + 1
2
T ) ≥ 0 for a unit timelike vector field nµ; aµ = 0;

ωµν = 0; and θ0/3 > 0 at some time s0, then a spacetime singularity, where either
θ → ∞ or σµν → ∞, occurs at a finite proper time τ0 ≤ 3/θ0 before s0.

It is worth mentioning that this theorem represents a fundamental result, as all
subsequent singularity theorems always used it as an essential ingredient, along with
other conditions regarding the global structure of spacetime [29]. To see the relevance of
this theorem for the chosen background of interest, the spacetime metric needs first to
be specified. This is given by [39]

gFL := −a2dη ⊗ dη + a2δijdx
i ⊗ dxj, (2.12)

where η ∈ (0,∞) is the so called conformal time, a = a(η) is the scale factor, and δij
represents the flat metric on T3. Two important remarks are in order. First, the cosmic
time, as measured by observers at fixed comoving spatial coordinates xi, is given by

t =

∫
a(η)dη.

Second, the choice of spatial topology, namely the 3-torus, is made to have compact
spatial sections without a boundary, a setting which is desirable for simplifying mathe-
matical calculations, as it implies spatial hypersurfaces which are bounded in extent and
contain finite matter [50]. This is also related to the application of the relevant method
of analyzing asymptotics, as it will be demonstrated in chapter 4.

The FL models are globally hyperbolic, with a foliation given by constant η-hypersurfaces
Ση in the case of (2.12). Hence, coordinates can be fixed as

xα = (η, x1, x2, x3).

Comparing (2.12) with the decomposition (2.6) yields the following

N = a, βi = 0, γij = a2δij.

Consequently, components of the unit normal n are expressed as

nµ = (a−1, 0, 0, 0), (2.13)

using (2.5), and similarly

nµ = (−a, 0, 0, 0). (2.14)

From (2.14), the following can be calculated, utilizing the previous definitions

15



θ = gµνnµ;ν = g00n0;0 + gijni;j

= −a−2
[
(−a),0 − Γ0

00(−a)
]
+ a−2δij

[
−Γ0

ij(−a)
]

= 3
a′

a2
≡ 3H,

(2.15)

where
′ ≡ ∂

∂η
, and H is the so-called Hubble parameter. Alternatively, the conformal

Hubble parameter H is defined as

H ≡ aH.

Similarly, and as expected from symmetry of the background, it follows that

σµν = 0. (2.16)

Moreover, for the components of the acceleration, it can be shown that

a0 = n0;νn
ν = n0;0n

0 + n0;in
i

=
(
n0,0 − Γ0

00n0

)
n0 +

(
−Γ0

0in0

)
ni

= −a′
(
1

a

)
+
a

′

a
= 0,

(2.17)

and same thing for ai.
To complete the picture, it is necessary to look into the matter model of the back-

ground solution. As stated before, the relevant model is that of a perfect fluid with a
4-velocity given by [39]

uµ =
dxµ

dτ
, (2.18)

such that uµuµ = −1, and τ represents the proper time along the flow lines of the fluid.
From the definition, it follows that

uµ = (a−1, 0, 0, 0), (2.19)

where the fact that N = dτ/dη has been used, along with the vanishing of the spatial
part of the fluid 4-velocity as a consequence of the background symmetry [25]. This
implies that

u = n. (2.20)

The other important quantity for specifying the matter model is the corresponding
energy-momentum tensor, expressed as [39]
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Tµν = (ρ+ P )uµuν + Pgµν , (2.21)

where ρ and P are the matter energy density and isotropic pressure as measured by an
observer comoving with the fluid, respectively. Based on (2.21), it follows that

8πG(Tµνn
µnν +

1

2
T ) = 8πG(ρ+

1

2
(−ρ+ 3P )) = 4πG(ρ+ 3P ). (2.22)

To be able to go forward, an equation of state for the perfect fluid has to be specified.
The standard choice in cosmology is that of a linear, barotropic equation of state [41]

P = ωρ, (2.23)

where ω is a constant belonging to the interval [0, 1]. This implies a constant adiabatic
speed of sound propagation in the fluid. Values of ω that are most relevant in cosmology
are ω = 0, which represents non-relativistic gas with zero pressure, or the so called dust,
and ω = 1

3
, which represents ultra-relativistic gas, or radiation. Consequently, (2.22) can

be re-expressed as

8πG(Tµνn
µnν +

1

2
T ) = 4πGρ(1 + 3ω), (2.24)

which is non-negative for the indicated range of ω. Such a condition for a given matter
model is referred to as the strong energy condition.

Hence, taking the previous results into consideration, and neglecting the cosmological
constant Λ for a moment, it follows that theorem 2.1 indeed applies to an expanding FL
model coupled to a perfect fluid, where in this case the singularity θ → ∞ corresponds
to a → 0. However, a positive cosmological constant that is big enough in magnitude
with respect to ρ+3P can have an effect on preventing the singularity 1. For this reason,
Geroch [23] argued that for closed universes, namely spacetimes that contain compact,
spacelike 3-dimensional submanifolds, in the case of a negative Λ, there shall be no non-
singular closed-universe solution in the set of all solutions. This is closely related to the
fact that for a closed universe, without any cosmological constant, there are theorems
guarantying that it must be singular if it satisfies generic conditions, and if causality
is not violated. Based on all of this, it would be interesting to see if a similar pattern
holds for linear perturbations of this background, namely if Λ has any effect on past
asymptotics of linear perturbations of a FL model.

2.1.2 Linear cosmological perturbation theory

Perturbation theory was introduced in cosmology with the aim of trying to account for
complex structure in the universe, ranging from stars and galaxies, and up to clusters

1It is worth remarking that such a possibility is excluded for the physical universe based on observa-
tions [18].
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and super clusters of galaxies [39]. This is due to the fact that, being spatially homo-
geneous and isotropic, the FL models cannot account for any type of cosmic structure,
even though being successful in describing the average expansion and evolution of the
universe on large scales. So, instead of considering directly spatially inhomogeneous
and anisotropic solutions to the non-linear field equations, a simpler strategy would be
adding spatial inhomogeneities and anisotropies perturbatively, order by order, to the
rather spatially homogeneous and isotropic background.

A relevant issue in carrying out such a procedure is that of choosing coordinates
or a gauge. In particular, this amounts to choosing a mapping between events in the
spatially homogeneous background and those in the inhomogeneous, perturbed universe.
The problem is that such a choice is not unique, something that allows for different
descriptions of the same physical phenomenon. Moreover, this leads to introducing extra,
or unnecessary degrees of freedom that could be mistaken for physical perturbations [24].
All of this follows from splitting quantities of interest into a background and perturbation
[39]. This issue of choosing a gauge, the so called gauge fixing, will be discussed in
more detail in the next section.

In particular, and as discussed in the previous section, the background model is
chosen to be a flat FL model coupled to a perfect fluid and a cosmological constant Λ.
Hence, it can be assumed that physical quantities can be decomposed into a background,
which depends only on the conformal time η, and perturbation, which depends on both
η and xi. In other words, for a general tensorial quantity T(η, xi), the following split is
assumed [39]

T(η, xi) = T0(η) + δT(η, xi). (2.25)

By virtue of perturbation theory, it follows that

δT(η, xi) =
∞∑
n=1

ϵn

n!
δTn(η, x

i), (2.26)

where n indicates the order of perturbation, and ϵ is a small parameter to keep track
of the expansion. In linear perturbation theory, only expansions up to the order of ϵ
are considered. In what follows, the parameter ϵ is going to be omitted, so that the
equations do not become too complicated.

As indicated earlier, the background model can be foliated by a one-parameter family
of spacelike Cauchy hypersurfaces Ση. As a result, this motivates splitting quantities of
interest into a temporal part and a spatial part. So, for a general 4-vector Uµ, this is
expressed as

Uµ = [U0,U i],

where U0 represents a scalar on the spatial hypersurfaces. In addition, based on the
Helmholtz theorem [1], U i can be decomposed as
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U i = δijU,j + U i
vec,

where U is a scalar, curl-free part, and U i
vec is a vector, divergence-free part. Again, the

designation as a scalar or vector refers to behaviour from the point of view of transfor-
mations on the spatial hypersurfaces [39].

In a similar fashion, a general rank-2 tensor can be split into a temporal part, spatial
part, and mixed part. In this case, the mixed part would represent a vector. One of the
most important tensor quantities is the metric tensor gµν , for which perturbations are
defined as [39]

δg00 = −2a2ϕ, (2.27)

δg0i = a2Bi, (2.28)

δgij = 2a2Cij. (2.29)

The Hodge theorem [1], along with the Helmholtz one, allow to decompose the 0− i
and i− j components as follows

Bi = B,i − Si, (2.30)

Cij = −ψδij + E,ij + F(i,j) +
1

2
hij, (2.31)

where

• ϕ,B, ψ and E represent scalar metric perturbations. As indicated before, these are
curl-free by construction.

• Si and Fi represent vector metric perturbations. As before, these are divergence-
free.

• hij give tensor metric perturbations, which are both transverse (divergence-free)
hij,

j = 0 and trace-free hii = 0.

Given that Si and Fi are divergence-free, they are subject to 2 constraints. Also, hij,
being divergence-free and trace-free, is subject to 4 constraints. Hence, the total number
of degrees of freedom of the system is 16− 2− 4 = 10, as expected.

The reason for considering these three types of perturbations is that the correspond-
ing governing equations decouple at a linear order. Hence, each type can be investigated
separably [33], a property which does not hold at second and higher order expansions.
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This is due to the fact that the evolution equations of each type of perturbation still
decouple at higher orders (n > 1), but they are sourced by terms composed of perturba-
tions of lower order [39].

Now, employing equations (2.27)-(2.29), expansions for the components of the metric
tensor gµν at a linear order, based on (2.12) and (2.25), can be given as

g00 = −a2(1 + 2ϕ1), (2.32)

g0i = a2B1i, (2.33)

gij = a2(δij + 2C1ij). (2.34)

From the fact that

gµνg
νλ = δµ

λ,

similar expressions for the components of the inverse metric gµν can be derived. Another
way of looking into this is by remarking that ϕ1 represents perturbation of the lapse
function N , and that B1i represents perturbation of the shift vector field βi. This can
be seen from expanding both N and βi, according to (2.25), and employing the decom-
position (2.6) of gµν . For the lapse function, it follows that

N = N0 + δN1.

So, at a linear order

N2 = N0
2 + 2N0δN1.

Given that g00 = −N2, where the term βkβ
k is neglected because it is second order,

it follows that

−N0
2 − 2N0δN1 = −a2 − 2a2ϕ1,

which yields

N0 = a, δN1 = aϕ1.

Similarly for βi
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δβ1i = a2B1i.

Now, recalling the (3+1)-decomposition of gµν [25]

gµν =

− 1
N2

βj

N2

βi

N2 γij − βiβj

N2

 ,

the expression for g00, for example, can be given as

g00 = −N0
−2

[
1 + 2

δN1

N0

]−1

= −a−2[1− 2ϕ1]. (2.35)

Similarly, the other components are given by [39]

g0i = a−2B1
i, (2.36)

gij = a−2[δij − 2C1
ij]. (2.37)

Just as the components of the metric define the unit timelike normal to constant η-
hypersurfaces n, same thing also holds regarding its perturbations. So, based on equation
(2.4), it follows that

nµ = (−N,0) = −a(1 + ϕ1,0). (2.38)

In a similar fashion, and based on (2.5)

nµ =

(
1

N
,−β

i

N

)
= a−1

(
1− ϕ1,−B1

i
)
. (2.39)

For the different parts of the covariant derivative of n, similar perturbative expressions
can be given. For example, the expansion θ can be calculated as

θ = g00n0;0 + gijni;j = −a−2[1− 2ϕ1]

[
−a′

(1 + ϕ1)− aϕ1
′ −
(
a

′

a
+ ϕ1

′
)
(−a(1 + ϕ1))

]
+ a−2[δij − 2C1

ij]

[
a(1 + ϕ1)

((
a

′

a
− 2

a
′

a
ϕ1

)
δij + C1ij

′
+ 2

a
′

a
C1ij −

1

2
(Bi,j +Bj,i)

)]
,

(2.40)
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which eventually gives

1

a

[
3
a

′

a
− 3

a
′

a
ϕ1 + C1i

i′ −B1i,
i

]
. (2.41)

Recalling that

C1i
i = −3ψ1 +∇2E1, B1i

i = ∇2B1,

the result becomes

θ =
3

a

[
H−Hϕ1 − ψ1 +

1

3
∇2σ1

]
, (2.42)

where ∇2 denotes the Laplace-Beltrami operator on the spatial sections, and σ1 ≡ E1
′ −

B1 defines the shear potential. This quantity can be better understood from calculating
the scalar part of the shear, which gives [39]

σ1ij =

(
∂i∂j −

1

3
δij∇2

)
aσ1. (2.43)

It is also worth remarking that perturbations of the scalar curvature of the spatial
hypersurfaces Σ are related to the scalar metric perturbations ψ1 through [39]

δ3R1 =
4

a2
∇2ψ1. (2.44)

Regarding perturbations of the matter model, it is worth reviewing first a couple
of important elements from the (3+1)-decomposition of perfect fluids. Based on the
previous definition of u, the fluid velocity relative to the unit normal n, denoted U, can
be defined as [25]

U :=
dℓ

dτ
, (2.45)

where dℓ represents the spatial displacement of the fluid flow lines from the congruence
of n, and τ is the proper time along that congruence. Based on the definition, it follows
that U is tangent to Σ, namely

Uµnµ = 0.

Hence, it follows that u can be decomposed as

u = Γ(n+U), (2.46)

where the Lorentz factor Γ = (1−UkUk)
1/2 represents the proportionality between proper

time along the congruence of n and proper time along the fluid flow. U can be further
decomposed by introducing the fluid coordinate velocity
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v :=
dx

dη
, (2.47)

where dx represents the spatial displacement of the fluid flow from the curve of constant
comoving spatial coordinates xi. Given that this curve drifts from the unit timelike
normal a distance of βdη between η and η + dη, then the following holds

dℓ = βdη + dx.

Dividing by dτ , it follows

U =
1

N
(β + v). (2.48)

Inserting this expression back into (2.46), the components of u get expressed as

uµ =

(
Γ

N
,
Γvi

N

)
. (2.49)

Invoking the previous expansion of N , and noticing that the Lorentz factor is of
second order, the following expansions of uµ follow

u0 = a−1(1− ϕ1), (2.50)

ui = a−1v1
i. (2.51)

Using equations (2.32)-(2.34), the components of u can be calculated. Similar to
what has been done before, the Helmholtz theorem can be employed to give

vi = δijv,j + vivec,

where vivec, being divergence-free, represents vorticity of the perturbed fluid. Based on
(2.48), it is worth remarking that for the choice of coordinates called the orthogonal
coordinate system, where Bi = 0, U and v are proportional [39].

The other important ingredient to fully understand the perturbed fluid is perturba-
tions of the energy-momentum tensor Tµν . For example, the T00 component is calculated
as

T00 = (ρ0 + P0 + δρ1 + δP1)a
2(1 + ϕ1)

2 + (P0 + δP1)[−a2(1 + 2ϕ1)],

= a2(ρ0 + δρ1)(1 + 2ϕ1),

= a2[ρ0 + δρ1 + 2ρ0ϕ1].

(2.52)

Similarly, the other components are evaluated as
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T0i = a2[−v1i(ρ0 + P0)− ρ0B1i], (2.53)

Tij = a2[P0δij + 2P0C1ij + δP1δij]. (2.54)

Finally, it is noteworthy that for a general fluid, there is an extra piece in the energy-
momentum tensor, namely the anisotropic stress tensor πµν . Such a quantity is defined
subject to the following constraints [39]

πµνu
ν = 0, πµ

µ = 0.

2.1.3 Gauge transformations and gauge fixing

As indicated earlier, splitting variables into background and perturbation introduces an
ambiguity in identifying spacetime points of the perturbed universe based on spacetime
points of the background. This is due to the fact that there is freedom in choosing a
specific gauge that relates the two spacetimes, and hence this procedure is not covariant
[39]. So, for this whole perturbative analysis to work out, it is necessary to eliminate
the gauge dependence from expressions of perturbations, something that will be shown
shortly after.

In this respect, it is important to recall some background on coordinate or gauge
transformations. In particular, it is more convenient to do this in a geometric, coordinate-
independent way, and then fix coordinates later to do calculations [38]. Starting with a
one-parameter family of 4-manifolds Mϵ embedded in a 5-manifold N , it follows that
each one of these manifolds can be interpreted as a perturbed spacetime with respect to
an unperturbed one given by M0. Then, an identification map

Pϵ : M0 → Mϵ,

can be introduced, which relates points in the two manifolds. This identifies a vector
field X on N , such that points lying on the same integral curve γ of X are regarded to
be equivalent. Fixing coordinates xµ on M0 and parameterizing γ by ϵ, then coordinates
on N can be given as {xA = (xµ, ϵ)}, where A = 0, 1, .., 4 and µ = 0, 1, .., 3. This vector
field X induces a local one-parameter group of transformations of N , denoted ϕϵ, which
can be expressed as [4]

ϕϵ : M0 → Mϵ.

Based on this, a choice of gauge, or gauge fixing, is just a choice of a particular vector
field X, which relates M0 and Mϵ. Indeed, X is referred to as the gauge generator. In
this respect, there are two approaches to demonstrate the issue of gauge dependence,
the active and passive approaches [38]. For the active approach, a vector field X, which
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maps a point p ∈ M0 to a point u ∈ Mϵ, and a vector field Y , which maps a point
q ∈ M0 to the same point u, are identified. Then, a gauge transformation in this case is
defined on M0, and hence it is evaluated at the same coordinate point. In the passive
approach, instead, a point p ∈ M0 is fixed, and a gauge choice X identifies it with a
point q ∈ Mϵ, whereas another choice Y identifies it with a different point u ∈ Mϵ. So,
the gauge transformation in this case is defined on Mϵ, and it is carried out at the same
physical point. This is explained diagrammatically in figure 2.2.

Figure 2.2: Active (right) v.s. passive (left) approach to gauge transformations [38].

Having discussed the two approaches, it is the active approach that is going to be
utilized in discussing the behaviour of different quantities under gauge transformations.
The basic relation relating transformed (tilted) and original variables is the exponential
map, defined as [39]

T̃ = eLξT, (2.55)

where ξ is the vector field generating the transformation, and Lξ denotes the Lie deriva-
tive with respect to ξ. Component-wise, it can be expressed that

ξµ ≡ ϵξµ1 , (2.56)

and hence the exponential map gives

exp(Lξ) = 1 + ϵLξ1 (2.57)

Now, T can be expanded according to equation (2.25), which gives the following
expressions upon comparing with (2.55)

T̃0 = T0, (2.58)

ϵδ̃T1 = ϵ(δT1 + Lξ1T0). (2.59)
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These equations show clearly that background quantities remain unaffected, whereas
perturbations receive gauge dependence.

Using equation (2.59), the transformation behaviour of different tensorial quantities
can be investigated under gauge transformations. For this purpose, components of the
generating vector field ξµ1 are split into a temporal part, and a spatial scalar and vector
parts as [39]

ξµ1 = (α1, β1,
i + γ1

i), (2.60)

where as usual γ1
i
,i = 0. The simplest case to consider is that of 4-scalars. Taking the

energy density of the fluid ρ as an example, it follows that

δ̃ρ1 = δρ1 + Lξ1ρ0 = δρ1 + α1ρ0
′, (2.61)

which is completely specified by fixing the temporal gauge α1.

For 4-vectors, applying (2.59) to the fluid 4-velocity uµ gives

δ̃u1µ = δu1µ + Lξ1u0µ, (2.62)

Recalling that for a 1-form ωµ, the Lie derivative is evaluated as [14]

Lξ1ωµ = ωµ,αξ
α
1 + ωαξ

α
1 ,µ,

it follows that

δ̃u1µ = δu1µ + u′0µα1 + u0αξ
α
1 ,µ (2.63)

For µ = i, this relation gives

ṽ1i + B̃1i = v1i +B1i − α1,i. (2.64)

As it will be shown later

B̃1i = B1i + ξ′1i − α1,i.

Substituting this into (2.64) yields

ṽ1i = v1i − ξ′1i. (2.65)

Considering the corresponding scalar and vector parts, it follows that

ṽ1 = v1 − β′
1, (2.66)
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ṽivec(1) = vivec(1) − γ1
i′ . (2.67)

Similarly, equation (2.59) can be employed to calculate the transformation behaviour
of general tensors, in particular the metric tensor. An essential ingredient is the following
fact for a (0,2)-tensor field hµν [14]

Lξ1hµν = hµν,αξ
α
1 + hανξ

α
1,µ + hµαξ

α
1,ν .

Hence, for δg00, which is a scalar, it can be calculated that

δ̃g(1)00 = δg(1)00 + g′(0)00α1 + 2g(0)00α
′
1,

= δg(1)00 − 2aa′α1 − 2a2α′
1.

(2.68)

From (2.27), it follows that

ϕ̃1 = ϕ1 +Hα1 + α′
1. (2.69)

It is worth remarking that the same equation follows from (2.63) by setting µ = 0.
Following the same procedure for δgoi is a little bit more involved, as this perturbation
contains both scalar and vector parts. Applying (2.59), it follows

δ̃g(1)0i = δg(1)0i + g(0)00α1,i + g(0)ijξ
j′

1 ,

= δg(1)0i − a2α1,i + a2ξ′1i.
(2.70)

Based on (2.28), it follows that

B̃1i = B1i − α1,i + ξ′1i, (2.71)

which is the equation encountered above. Taking the divergence to eliminate the vector
part, the equation yields

B̃1 = B1 − α1 + β′
1. (2.72)

Subtracting this from (2.71) yields the following

S̃1i = S1i − γ′1i. (2.73)

For δgij, applying (2.59) gives

δ̃g(1)ij = δg(1)ij + g′(0)ijα1 + g(0)ikξ
k
1,j + g(0)kjξ

k
1,i. (2.74)
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From (2.29), it follows that

C̃1ij = C1ij +Hα1δij + ξ1(i,j). (2.75)

To analyze the transformation behaviour of the scalar part of Cij, it is convenient to
first take the trace

−3ψ̃1 +∇2Ẽ1 = −3ψ1 +∇2E1 + 3Hα1 +∇2β1, (2.76)

then acting by the operator ∂i∂j on (2.75) to get a second equation as

−∇2ψ̃1 +∇2∇2Ẽ1 = −∇2ψ1 +∇2∇2E1 +H∇2α1 +∇2∇2β1. (2.77)

Based on (2.76) and (2.77), it follows that

ψ̃1 = ψ1 − α1H, (2.78)

Ẽ1 = E1 + β1. (2.79)

To get an insight into the vector part, the divergence Cij,
j of (2.75) is calculated as

−ψ̃1,i+∇2Ẽ1,i+
1

2
∇2F̃1i = −ψ1,i+∇2E1,i+

1

2
∇2F1i+Hα1,i+

1

2
∇2ξ1i+

1

2
∇2β1,i. (2.80)

Inserting the expressions from (2.78) and (2.79), the equation gives

F̃1i = F1i + γ1i. (2.81)

Finally, by substituting (2.78), (2.79) and (2.81) into (2.75), it can be verified that

h̃1ij = h1ij, (2.82)

hence they are gauge invariant.

As it will be useful later, it is worth mentioning the transformation behaviour of the
scalar shear potential, σ1 = E ′

1 −B1, and the combination v1 +B1 as

σ̃1 = σ1 + α1, (2.83)

ṽ1 + B̃1 = v1 +B1 − α1. (2.84)
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As was shown by equation (2.59), transformations of perturbations have dependence
on the chosen gauge. Indeed, if it occurs that a given perturbation transforms as the
Lie derivative of a given background quantity, then it does not represent an actual
physical perturbation, but it is a fictitious one, as physical observables should not depend
on the choice of coordinates. However, combinations of suitable matter and metric
variables can give rise to gauge-invariant quantities, which coincide with metric and
matter perturbations in a specific gauge [39] 2. It is important not to confuse this
with the notion of gauge-independence, as exemplified by the behaviour of tensor metric
perturbations h1ij. For this reason, gauge-invariant expressions are constructed only for
scalar and vector perturbations.

One particular choice of gauge which yields gauge-invariant quantities, and which will
later prove useful in deriving evolution equations for the perturbations in the next section,
is the so called longitudinal, orthogonal zero-shear, or conformal Newtonian
gauge. This is implemented by choosing to work with spatial hypersurfaces of vanishing
shear σij [39]. Looking into scalar perturbations, and recalling equation (2.83) for σ1,
this implies that

α1ℓ = −σ1 = B1 − E ′
1, (2.85)

starting from an arbitrary gauge. To completely fix the longitudinal gauge, equation
(2.85) is complemented by the choice Ẽ1ℓ = 0, which, from the previous requirement,

implies that B̃1ℓ = 0. Recalling (2.79), this gives

β1ℓ = −E1. (2.86)

Having fixed α1ℓ and β1ℓ, expressions of scalar metric perturbations ϕ1 and ψ1 in this
gauge can be given as

ϕ̃1ℓ = ϕ1 +H(B1 − E ′
1) + (B1 − E ′

1)
′, (2.87)

ψ̃1ℓ = ψ1 −H(B1 − E ′
1), (2.88)

which agree with the gauge-invariant Bardeen potentials Φ and Ψ [6]. Considering ϕ̃1ℓ,
for example, and recalling (2.69), (2.72) and (2.79), it follows that

ϕ̃1 +H(B̃1 − Ẽ1

′
) + (B̃1−Ẽ1

′
)′ = ϕ1 +Hα1 + α′

1 +H(B1 − α1 + β′
1 − E ′

1 − β′
1)

+ (B1 − α1 + β′
1 − E ′

1 − β′
1)

′

= ϕ1 +H(B1 − E ′
1) + (B1 − E ′

1)
′,

2In mathematical terms, what is important is not the vector space of solutions to the linearized
equations, but its quotient by the linearizations of 1-parameter families of diffeomorphisms, or the so-
called gauge transformations. So, looking into gauge-invariant perturbations amounts to representing
this quotient space as a subspace.
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and similarly for ψ̃1ℓ. From (2.61) and (2.66), it can be shown that

δ̃ρ1ℓ = δρ1 + (B1 − E ′
1)ρ

′
0, (2.89)

ṽ1ℓ = v1 + E ′
1, (2.90)

which again are gauge-invariant. To employ the longitudinal gauge for vector perturba-
tions, it is necessary to impose that ni = 0, which implies that

B̃1ℓ,

i
= S̃1ℓ

i
= 0.

So, from (2.73), the vector part of the spatial gauge transformation can be fixed to

γi1ℓ =

∫
Si
1dη + Ĉi

1(x
j), (2.91)

where Ĉi
1(x

j) is an arbitrary constant 3-vector, determined by the choice of spatial coor-
dinates on an initial hypersurface. From (2.81), the remaining vector metric perturbation
is expressed as

F̃1ℓ

i
= F1ℓ

i +

∫
Si
1dη + Ĉi

1(x
j). (2.92)

It is worth mentioning that there are many other choices of gauge which yield gauge-
invariant quantities, for example the spatially-flat gauge, the synchronous gauge, or the
comoving-orthogonal gauge. Some of these, such as the synchronous one, have residual
gauge degrees of freedom, which results from the coordinate choice not being fixed in an
unambiguous manner [39].

2.1.4 Evolution equations for scalar metric perturbations

In this section, the Einstein’s equations for linear perturbations of the background metric
are derived. In particular, focus is going to be on scalar perturbations, as these are
directly related to structure formation [41], and also because of the method of asymptotic
analysis to be employed later. The field equations in the presence of a cosmological
constant Λ are given by

Rµν −
1

2
Rgµν + Λgµν = 8πGTµν .

For globally hyperbolic spacetimes, these equations can be projected two times in the
direction of n, and one time along n and one time tangent to Σ, to give two constraint
equations, the so called energy and momentum constraints. Projecting, instead, two
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times tangent to Σ gives the main evolution equation for the metric [25]. Moreover, from
the Bianchi-identities

∇µ(R
µν − 1

2
Rgµν + Λgµν) = 0,

it follows that

∇µT
µν = 0,

which gives the energy conservation of the specified matter model when projected along
n, while momentum conservation follows from projection tangent to Σ.

For the background model, the components of the Ricci tensor and Ricci scalar are
evaluated as

R00 = 3

(
H2 − a′′

a

)
, (2.93)

Rij = (H′ + 2H2)δij, (2.94)

R =
6

a2
(
H′ +H2

)
. (2.95)

Combining these with (2.21) gives the following Friedmann’s constraint and evolution
equations

H2 =
8πG

3
a2ρ0 +

Λ

3
a2, (2.96)

H′ = −4πG

3
a2(ρ0 + 3P0) +

Λ

3
a2. (2.97)

The covariant conservation of the energy-momentum tensor yields

∇µT
µν = ∇0T

00 +∇iT
ij +∇0T

0i +∇0T
io,

= T 00
0 + 2Γ0

00T
00 + Γi

i0T
00 + Γ0

ijT
ij,

= ρ′0 + 3H(ρ0 + P0) = 0,

(2.98)

which is the continuity equation for the perfect fluid, expressing energy conservation.
Momentum conservation, on the other hand, is satisfied trivially due to background
symmetry. It is worth remarking that the evolution equation (2.97) is nothing other
than the Raychaudhuri equation for the congruence of flow lines of the perfect fluid.
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Carrying out the same procedure for linear scalar perturbations, the following expres-
sions for the components of the perturbed Ricci tensor and Ricci scalar, in an arbitrary
gauge, can be given

R00 = 3H(ϕ′
1 + ψ′

1)−∇2σ′
1 −H∇2σ1 +∇2ϕ1 + 3ψ′′

1 , (2.99)

R0i = 2Hϕ1,i + 2ψ′
1,i + 2H2B1,i +H′B1,i, (2.100)

Rij = (−Hϕ′
1 − 2ϕ1H′ − 4H2ϕ1 +HC1

k ′
k −HB1

k
,k)δij + C ′′

1ij + (2H′ + 4H2)C1ij

+ 2HC ′
1ij −

1

2
(B′

1i,j +B′
1j,i)−H(B1i,j +B1j,i)−H(B1i,j −B1j,i) + C1

k
j,ik

−∇2C1ij − C1
k
k,ij + C1ik,

k
j − ϕ1,ij,

(2.101)

R = −6Ha−2ϕ′
1 − 3Ha−2ψ′

1 + 2a−2∇2σ′
1 + 6Ha−2∇2σ1 − 2a−2∇2ϕ1

− 6a−2ψ′′
1 − 12a−2ϕ1(H′ +H2)− 15a−2Hψ′

1 + 4a−2∇2ψ1,
(2.102)

where B1i and C1ij in the expression for Rij were not decomposed into their corresponding
scalar, vector and tensor parts for convenience. Based on (2.52) and (2.53), the energy
and momentum constraints for scalar perturbations can be given as [39]

3H(ψ′
1 +Hϕ1)−∇2(ψ1 +Hσ1) = −4πGa2δρ1, (2.103)

ψ′
1 +Hϕ1 = −4πGa2(ρ0 + P0)V1, (2.104)

where V1 ≡ v1+B1 is the covariant velocity perturbation. In the longitudinal gauge, the
scalar shear σ1 vanishes, and the previous equations become

3H(Ψ′ +HΦ)−∇2Ψ = −4πGa2δρ1ℓ, (2.105)

Ψ′ +HΦ = −4πGa2(ρ0 + P0)v1ℓ. (2.106)

In a similar fashion, and with a little bit of work, the evolution equation for scalar
perturbations can be derived as

[2Hϕ′
1 + (4H′ + 2H2)ϕ1 + 2ψ′′

1 + 4Hψ′
1 −∇2σ′

1 − 2H∇2σ1 +∇2ϕ1 −∇2ψ1]δij

+ σ′
1,ij + 2Hσ1,ij + ψ1,ij − ϕ1,ij = 8πGa2δP1δij.

(2.107)

32



Taking the trace of this equation yields

3[2Hϕ′
1+(4H′+2H2)ϕ1+2ψ′′

1+4Hψ′
1]−2∇2[σ′

1+2Hσ1+ψ1−ϕ1] = 8πG(3a2δP1). (2.108)

The traceless part, instead, gives

∇2[σ′
1 + 2Hσ1 + ψ1 − ϕ1]δij = 0. (2.109)

Hence, the evolution equation (2.107) can be recast as

ψ′′
1 + 2Hψ′

1 +Hϕ′
1 + (2H′ +H2)ϕ1 = 4πGa2δP1, (2.110)

σ′
1 + 2Hσ1 + ψ1 − ϕ1 = 0. (2.111)

Equation (2.111) represents an evolution equation for the scalar shear potential σ1.
However, in the longitudinal gauge, it gives the following important identity

Ψ = Φ. (2.112)

So, equation (2.110) becomes an evolution equation for the metric perturbation Ψ as

Ψ′′ + 3HΨ′ + (2H′ +H2)Ψ = 4πGa2δP1ℓ. (2.113)

For adiabatic pressure perturbations, the case which is relevant for a single fluid [41],
it follows that

δP = c2sδρ,

where c2s is the square of the adiabatic speed of sound in the fluid. Based on this, and
invoking the energy constraint (2.105) to substitute for δρ1ℓ, the following closed equation
is obtained

Ψ′′ − c2s∇2Ψ+ 3H(1 + c2s)Ψ
′ + [2H′ +H2(1 + 3c2s)]Ψ = 0, (2.114)

which represents a scalar wave equation for Ψ. Invoking the background equations (2.96)
and (2.97), the term 2H′ +H2(1 + 3c2s) can be expressed as

2H′+H2(1+3c2s) = −8πG

3
a2(ρ0+3P0)+

2Λ

3
a2+

8πG

3
a2ρ0+

Λ

3
a2+3c2s

(
8πG

3
a2ρ0 +

Λ

3
a2
)
,

= 8πGa2(c2sρ0 − P0) + Λa2(1 + c2s),
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= 8πGa2ρ0(c
2
s − ω) + Λa2(1 + c2s).

where ω = P0/ρ0. Inserting this back, equation (2.114) becomes

Ψ′′ − c2s∇2Ψ+ 3H(1 + c2s)Ψ
′ + [8πGa2ρ0(c

2
s − ω) + Λa2(1 + c2s)]Ψ = 0. (2.115)

Choosing a linear, barotropic equation of state (2.23) for the perfect fluid as before,
it follows that c2s = ω. In this case, the continuity equation (2.98) can be integrated to
yield

ρ0 ∝
1

a3(1+ω)
, (2.116)

which implies that dust is the relevant matter model towards the asymptotic future,
whereas radiation is the relevant model towards the asymptotic past.

Similarly, given (2.23), the Friedmann’s equation (2.96) and (2.97) can be solved
exactly for the scale factor a to give [41]

a(η)

a(η0)
=

(
η

η0

)2/(1+3ω)

, (2.117)

for some arbitrary η0 ∈ (0,∞). Consequently, it follows that

H =
2

(1 + 3ω)η
. (2.118)

Taking equations (2.23), (2.117) and (2.118) into account, the evolution equation
(2.115) can be expressed as

Ψ′′ − ω∇2Ψ+
6(1 + ω)

(1 + 3ω)

1

η
Ψ′ + Λamη

4/(1+3ω)(1 + ω)Ψ = 0, (2.119)

where am is an arbitrary constant. It is noteworthy that once the behaviour of Ψ is
understood from the previous equation, the behaviour of perturbations of the fluid energy
density can be determined from the energy constraint as

δρ1ℓ =
1

4πGa2
[∇2Ψ− 3HΨ′ − 3H2Ψ]. (2.120)

Equation (2.119) is the first equation that is going to be analyzed asymptotically, in
the direction of the initial singularity, in chapter 5.
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2.2 Scalar fields on a FL background

Scalar fields represent another example of a matter model which can be coupled to
spacetime geometry through the Einstein’s equations. They, however, came to play an
important role in cosmology only since the 1980s with the proposal of a rapid, exponential
expansion in the early universe, the so called inflation [28]. For a minimally-coupled
scalar field ϕ, the energy momentum-tensor on a spacetime (M, g) can be expressed as
[39]

Tµν = ∂µϕ∂νϕ− gµν

(
1

2
∂λϕ∂λϕ+ U(ϕ)

)
. (2.121)

In the case of a massive scalar field, the potential U(ϕ) can be expressed as

U(ϕ) =
1

2
m2ϕ2, (2.122)

for m the mass of the field. Comparing (2.121) with (2.21), it follows that the energy-
momentum tensor for a scalar field can be put in a perfect fluid form with the following
identifications

uµ =
∂µϕ√

−∂λϕ∂λϕ
, (2.123)

ρϕ = −1

2
∂λϕ∂λϕ+ U, (2.124)

Pϕ = −1

2
∂λϕ∂λϕ− U. (2.125)

In particular, for a homogeneous scalar field, as would be the case for a field coupled
to a FL background, the energy density and pressure simplify to

ρϕ =
1

2
ϕ̇2 + U, Pϕ =

1

2
ϕ̇2 − U. (2.126)

It is worth mentioning that, in contrast to barotropic fluids, the ratio ω = P/ρ for
a scalar field is not in general a constant, but time-dependent. This is related to the
fact that the adiabatic speed of sound c2s is not the true speed of propagation of field
fluctuations [18]. Another interesting feature of scalar fields can be seen in the case of a
constant field ϕ(t) = ϕ0, hence ϕ̇ = 0. As a result, the field is potential dominated, and,
based on (2.126), it follows that

ρϕ + Pϕ = 0,

which implies that the strong energy condition ρϕ + 3Pϕ ≥ 0 is not satisfied anymore.
Moreover, the energy-momentum tensor simplifies to
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Tµν = −U(ϕ0)gµν ,

which mimics the effect of a cosmological constant given by

Λ = 8πG U(ϕ0).

Hence, there are two perspectives regarding the identity of the cosmological constant.
These are the geometric perspective, which considers Λ as an extra degree of freedom in
the Einstein tensor, and the matter perspective, which views it as a contribution from
a fluid satisfying a P = −ρ equation of state in the energy-momentum tensor. In this
respect, and in relation to equation (2.119), it is the first perspective to be emphasized
in this thesis.

The equation of motion of a scalar field, namely the Klein-Gordon equation, follows
from the covariant conservation of Tµν . From (2.121), it follows that

∇µT
µν = (∇µ∂

µϕ)∂νϕ+ ∂µϕ(∇µ∂
νϕ)− gµν(∇µ∂

λϕ)∂λϕ− gµν∇µU,

= (∇µ∂µϕ)∂
νϕ+ (∇µ∂νϕ)∂µϕ− (∇ν∂λϕ)∂λϕ− gµν∇µU,

=

(
∇µ∂µϕ− dU

dϕ

)
∂νϕ,

(2.127)

where the identity∇ν∂λ = ∇λ∂ν has been employed. This implies, for the case of (2.122),
that

∇µ∇µϕ−m2ϕ = 0. (2.128)

Moreover, the d’Alembert operator □g ≡ gµν∇µ∇ν for a scalar function u can be
expressed as

□gu =
1√

−det g
∂µ

(√
−det g ∂µu

)
, (2.129)

which follows from the fact that for a scalar u

□gu = ∇µ∇µu = ∇µ∂
µu = ∂µ∂

µu+ Γµ
µα∂

αu = ∂µ∂
µu+

1√
−det g

∂α

(√
−det g

)
∂αu.

Based on (2.129), the Klein-Gordon equation for a massive scalar field ϕ on a flat FL
background, coupled to a perfect fluid, can be obtained as
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□gFL
ϕ−m2ϕ =

1

η8/(1+3ω)

[
−∂η

(
η

4
1+3ωϕ′

)
+ η

4
1+3ω

3∑
i=1

ϕii

]
−m2ϕ,

=
1

η8/(1+3ω)

[
−η

4
1+3ωϕ′′ − 4

1 + 3ω
η

3(1−ω)
1+3ω ϕ′ + η

4
1+3ω

3∑
i=1

ϕii

]
−m2ϕ,

= − 1

η4/(1+3ω)
ϕ′′ − 4

1 + 3ω

1

η(5+3ω)/(1+3ω)
ϕ′ +

1

η4/(1+3ω)

3∑
i=1

ϕii −m2ϕ,

(2.130)

which yields

ϕ′′ −
3∑

i=1

ϕii +
4

1 + 3ω

1

η
ϕ′ + η4/(1+3ω)m2ϕ = 0. (2.131)

This is the second equation to be analyzed past-asymptotically in chapter 5.
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Chapter 3

Mathematical background on the
wave equation

In this chapter, some background on the fundamental notions of the wave equation is
presented, in particular the concepts of energy and Sobolev norms. Due to the fact
that the equations of interest in this thesis are systems of wave equations, these notions
will be of relevance for the upcoming discussion. In this respect, some preliminaries
from the theory of ODEs are discussed first. Then, the relevant notions for linear wave
equations in (n+1)-dimensions are introduced. Even though it is the case n = 3 that is
important for cosmology, the discussion is carried out for a general space dimension. It
is worth remarking that most of the discussion of this chapter is based on [49], where all
the proofs are provided.

3.1 Preliminaries from the theory of ODEs

Before tackling the wave equation directly, it is simpler to start looking into relevant
concepts from the theory of ODEs that help to illustrate some of the main notions
related to PDEs, above all the wave equation. In particular, one central issue in the
study of differential equations, in general, is that of local existence of solutions. In other
words, for a function f : Rn+1 → Rn, which is at least continuous, this amounts to
showing that for the problem

dx

dt
(t) = f [t, x(t)],

x(0) = x0,
(3.1)

where x0 ∈ Rn, there exists a continuously differentiable function x defined on an interval
(−ϵ, ϵ), for some ϵ > 0, such that (3.1) is satisfied. This is done by setting up a sequence
of approximations as
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xn = x0 +

∫ t

0

f [s, xn−1(s)]ds, (3.2)

for n ≥ 1, and proving that this sequence converges. But, to be able to achieve this, the
important concepts of metric spaces and completeness are needed. This motivates the
following definition.

Definition 3.1 Let X be a set. A function d : X ×X → R satisfying the following
properties:

• For each pair of points x, y ∈ X, d is non-negative

d(x, y) ≥ 0,

for all x, y ∈ X.

• d(x, y) = 0 ⇔ x = y.

• d is symmetric
d(x, y) = d(y, x),

for all x, y ∈ X.

• d satisfies the triangle inequality

d(x, y) ≤ d(x, z) + d(z, y),

for all x, y, z ∈ X.

is called a metric on X. In this case, (X, d) is referred to as a metric space.

The concept of metric spaces allows to characterize the convergence of a sequence,
without knowledge of the element to which it converges. This is related to the important
notion of a Cauchy sequence.

Definition 3.2 Let (X, d) be a metric space. A sequence xn ∈ X, n ≥ 1, is called a
Cauchy sequence if for every ϵ > 0, there is an N such that for n,m ≥ N

d(xn, xm) ≤ ϵ.

Having a Cauchy sequence, however, does not mean that it always converges. This
is instead a property of the underlying metric space.
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Definition 3.3 Let (X, d) be a metric space. If for every Cauchy sequence {xn}, n ≥
1, there is an x ∈ X such that xn → x, then the metric space is called complete.

Consequently, complete metric spaces are very important in the analysis of ODEs,
and differential equations in general, as they allow to show that a solution exists. One
example of a complete metric space is the real numbers, where the metric in this case is
d(x, y) = |x− y|.

Spaces with more structure than that of metric spaces can also be defined, namely
Banach spaces.

Definition 3.4 A normed linear space is a vector space X (over R or C) on which
there is a function ∥ · ∥ defined, called a norm, with the following properties

∥x∥ ≥ 0, ∥x∥ = 0 ⇔ x = 0,

∥λx∥ = |λ| ∥x∥ ,

∥x+ y∥ ≤ ∥x∥+ ∥y∥ .

It is worth remarking from the previous definition that if X is a normed linear space
with a norm ∥ · ∥, then d(x, y) = ∥x− y∥ induces a metric on X. Based on this, there is
the following definition.

Definition 3.5 Let X be a normed linear space with a norm ∥ · ∥ and let d(x, y) =
∥x− y∥. Then, X is said to be a Banach space if (X, d) is complete.

So, a Banach space is just a complete normed space, which is bigger than a complete
metric space. This is highlighted by the fact that not every metric is induced by a norm.
In fact, a typical example of a Banach space is again Rn, equipped with the usual norm

|x| =

(
n∑

i=1

(xi)2

)1/2

,

for x = (x1, x2, ..., xn).

Hence, the strategy to show local existence of solutions to differential equations is to
first identify a suitable complete metric space, or a Banach space, for the initial data
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(x0 in the case of (3.1)), and then construct a Cauchy sequence of approximations in
such a space. This in turn determines the corresponding space of the solutions. For the
particular case of (3.1), it is the space C([−ϵ, ϵ], Rn; ∥ · ∥) that does the job. In other
words, the space of continuous functions from the interval [−ϵ, ϵ] to Rn, equipped with
a suitable norm ∥ · ∥. Such a space is of the general form

[Cb(X, Y ), ∥ · ∥C ],

for (X, d) a metric space and (Y, ∥ · ∥) a Banach space, where for f ∈ Cb(X, Y )

∥ f∥C := sup
x∈X

∥ f(x)∥ .

The choice of this space is justified by the following theorem.

Theorem 3.1 Let (X, d) be a metric space and let (Y, ∥ · ∥) be a Banach space. Then,
[Cb(X, Y ), ∥ · ∥C ] is a Banach space.

Even though the concepts are similar, the situation is a little bit more elaborate for
the linear wave equation in (n+1)-dimensions due to some technical details, as it will be
demonstrated in the next section.

3.2 The linear wave equation in (n+1)-dimensional

Minkowski spacetime

3.2.1 Energies and norms

Given a Minkowski spacetime (M, η), where η is the (n+ 1)× (n+ 1) matrix given by

η = diag(−1, 1, ..., 1),

then the linear, homogeneous wave equation on such a background is expressed as

□ηu ≡ ηµν∂µ∂νu = −utt +∆u = 0, (3.3)

where

utt = ∂2t u, ∆u =
n∑

i=1

∂2u

∂(xi)2
.

Similar to (3.1), an important goal is to show local existence of solutions to the
following initial-value problem
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□u = 0,

u(0, x) = f(x),

ut(0, x) = g(x),

(3.4)

where the initial data in this case are the given functions f(x) and g(x). The question
now becomes: What are the suitable function spaces, to which f and g should belong,
such that local existence for (3.4) is guaranteed ? A hint to the answer comes from
looking into the following quantity

E(t) :=
1

2

∫
Rn

[u2t + |∇u|2](t, x)dx, (3.5)

which is referred to as the energy, and ∇u = (∂1u, ..., ∂nu). Assuming that f and g have
a compact support, E(t) can be shown to be conserved as follows

dE

dt
=

∫
Rn

[ututt +∇u · ∇ut]dx =

∫
Rn

[utt −∆u]utdx = 0, (3.6)

where for x, y ∈ Rn

x · y =
n∑

i=1

xiyi.

Based on this fact and equation (3.5), it seems that the norm to be considered should
be something of the following form

∥u∥Hk(Rn) =

∑
|α|≤k

∫
Rn

|∂αu|2dx

1/2

, (3.7)

where for a multi-index α = (α1, α2, ..., αn)

|α| = α1 + α2 + ...+ αn,

and the meaning of Hk(Rn) is to become clear later. That (3.7) indeed defines a norm,
according to definition (3.4), is something to be verified. Moreover, it is not clear what
function space corresponds to (3.7). A good starting point to attack these questions is
the Fourier transform. However, before proceeding, two remarks are in order. First,
when considering the inhomogeneous wave equation

utt −∆u = F,

the energy E(t) is not conserved anymore. Instead, (3.6) yields
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dE

dt
=

∫
Rn

utFdx.

Second, the discussion of this section is carried out for linear wave equations on a
Minkowski background, as the main motivation is trying to explain the essential concepts
without affronting too many technical details. For a general Lorentzian manifold (M, g),
instead, the treatment becomes more involved, as in this situation

□gu ≡ gµν(u, ∂u)∂µ∂νu,

and the dependence of g on u and ∂u results in additional technical complications.

3.2.2 Schwartz functions and the Fourier transform

The function space most relevant for discussing the Fourier transform is the set of
Schwartz functions, which is defined as follows.

Definition 3.6 The Schwartz class S(Rn) is the subset of C∞(Rn,C) (smooth,
complex-valued functions) such that for every pair of multi-indices α and β, there is
a real constant Cα,β such that

|xα∂βf(x)| ≤ Cα,β, (3.8)

for all x ∈ Rn

In other words, Schwartz functions are smooth functions whose derivatives decay
at infinity faster than any inverse power of x. Another function space that is closely
related to S(Rn) is C∞

0 (Rn,C), namely smooth, complex-valued functions with a compact
support. In fact,

C∞
0 (Rn,C) ⊂ S(Rn).

For example, f(x) = exp(−|x|2) ∈ S(Rn), but it is not in C∞
0 (Rn,C). Given S(Rn),

the Fourier transform can be defined as follows.

Definition 3.7 Let f ∈ S(Rn). Then, the Fourier transform of f , denoted f̂ , is
defined by

f̂(ξ) =

∫
Rn

e−ix·ξf(x)dx. (3.9)
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It is worth remarking that, based on (3.8), definition (3.9) makes sense. Moreover,
the Fourier transform can be differentiated as

∂αξ f̂(ξ) =

∫
Rn

(−ix)αe−ix·ξf(x)dx. (3.10)

Similarly, and using integration by parts

ξαf̂(ξ) =

∫
Rn

i|α|∂αx (e
−ix·ξ)f(x)dx =

∫
Rn

e−ix·ξ(−i)|α|∂αx f(x)dx. (3.11)

Based on (3.10) and (3.11), it follows that

ξα∂βξ f̂(ξ) =

∫
Rn

(−i)|α|+|β|e−2ix·ξxβ∂αx f(x)dx, (3.12)

which shows that f̂ ∈ S(Rn). Consequently, the Fourier transform represents an auto-
morphism on the space S(Rn). Another important fact related to the Fourier transform
is stated by the following theorem.

Theorem 3.2 For all f ∈ S(Rn), the Fourier transform is invertible, namely

f(x) =
1

(2π)n

∫
Rn

eix·ξf̂(ξ)dξ.

Now, defining a function h(x) = (2π)−n ¯̂g(x), where g ∈ S(Rn), and ( ) denotes the
complex conjugate, then the following identity∫

Rn

f̂(ξ)h(ξ)dξ =

∫
Rn

f(x)ĥ(x)dx,

can be recast as

(2π)−n

∫
Rn

f̂(ξ)¯̂g(ξ)dξ =

∫
Rn

f(x)ḡ(x)dx,

which is known as the Parseval’s formula. Applying this to f = g = ∂αu, where u ∈
S(Rn), it follows that

(2π)−n

∫
Rn

∂̂αu(̂∂αu)dξ =

∫
Rn

∂αu(∂αu)dx.

Inserting the fact that ∂̂αu = i|α|ξαû, based on (3.11), the previous formula becomes

(2π)−n

∫
Rn

ξ2α|û(ξ)|2dξ =
∫
Rn

|∂αu(x)|2dx. (3.13)
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So, using (3.13), the norm (3.7) for u ∈ S(Rn) can be alternatively expressed as

∥u∥2Hk(Rn) = (2π)−n
∑
|α|≤k

∫
Rn

ξ2α|û(ξ)|2dξ. (3.14)

At this point, it may be convenient to express the Fourier side of the previous ex-
pression in another form. This is done by appealing to the following lemma.

Lemma 3.1 For every positive integer k, there are positive real constants c1,k, c2,k
such that

c1,k(1 + |ξ|2)k ≤
∑
|α|≤k

ξ2α ≤ c2,k(1 + |ξ|2)k.

Employing lemma 3.1, the following alternative, but equivalent norm can be defined.

Definition 3.8 Define for u ∈ S(Rn) and s ∈ R

|u|Hs(Rn) =

(∫
Rn

(1 + |ξ|2)s|û(ξ)|2dξ
)1/2

. (3.15)

Thus, for the case s = k a non-negative integer, it follows that there are constants
Ci,k, i = 1, 2, such that

C1,k|u|Hk(Rn) ≤ ∥u∥Hk(Rn) ≤ C2,k|u|Hk(Rn), (3.16)

which shows the equivalence of the norms (3.7) and (3.15). This also shows how s, which
is related to the degree of differentiability of the function, makes sense even being real,
and not only integer.

Based on the previous observations, the motivation for discussing the Fourier trans-
form becomes clear from the fact that the norm (3.15) can be used to bound the supre-
mum norm of the derivatives of a function, a property which is relevant for proving local
existence. This is based on the following theorem.

Theorem 3.2 Let k be a non-negative integer and assume that s > k + n/2. Then,
there is a constant C, depending on k, n and s such that for all f ∈ S(Rn)

∥f∥Ck
b (Rn,C) ≤ C|f |Hs(Rn), (3.17)

where
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∥f∥Ck
b (Rn,C) =

∑
|α|≤k

sup
x∈Rn

|∂αf(x)|. (3.18)

It is worth remarking that the norm (3.18) is basically defined for f ∈ Ck
b (Rn,C),

which denotes the set of functions f ∈ Ck(Rn,C) such that for each multi-index α with
|α| ≤ k, there is a real constant Cα <∞ such that

|∂αf(x)| ≤ Cα,

for all x ∈ Rn. However, based on this definition and (3.8), it is clear that

S(Rn) ⊂ Ck
b (Rn,C).

The result of theorem 3.2 can be related to the norm (3.7) through the use of in-
equality (3.16). This leads to the following corollary.

Corollary 3.1 Let k and m be non-negative integers such that m > k + n/2. Then,
there is a constant C, depending on k, n and m such that for all f ∈ S(Rn)

∥f∥Ck
b (Rn,C) ≤ C ∥f∥Hm(Rn) . (3.19)

3.2.3 L2-spaces and equivalence classes

To get an insight into the function space for which the norm (3.7) is defined, such that the
corresponding space is a Banach space, it is worth considering the following simpler norm.

Definition 3.9 For f ∈ C(Rn), define

∥f∥L2(Rn) =

(∫
Rn

|f |2(x)dx
)1/2

, (3.20)

such that the right-hand side is finite.

That (3.20) defines a norm is something that can be verified. Also, such a norm
represents the case k = 0 of (3.7). In this respect, it is worth mentioning that functions
for which (3.20) holds are called square-integrable. An important identity for such func-
tions, based on (3.20), is given by the following lemma.

Lemma 3.2 Let f, g ∈ C(Rn) be such that their square is integrable. Then,∫
Rn

|f(x)g(x)|dx ≤ ∥f∥L2(Rn) ∥g∥L2(Rn) . (3.21)
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Now, to have an idea of what properties the function space corresponding to the norm
(3.20) should have, a sequence of functions fm(x), for the case n = 1, can be constructed
as

fm(x) =

{
xm if x ∈ [−1, 1]

x−m if x /∈ [−1, 1],
(3.22)

which, for m = 1, 2, ..., represents a sequence of continuous, square integrable functions.
So, it can be calculated that

∥fm∥2L2(Rn) =

∫
R
|fm(x)|2dx =

∫ −1

−∞
x−2mdx+

∫ 1

−1

x2mdx+

∫ ∞

1

x−2mdx,

=

[
x−2m+1

1− 2m

]−1

−∞
+

[
x2m+1

1 + 2m

]1
−1

+

[
x−2m+1

1− 2m

]∞
1

,

=
2

2m+ 1
+

2

2m− 1
.

This shows that ∥fm∥2L2(Rn) converges to zero as m → ∞. But, this is intriguing
as, considering the point-wise convergence of fm, fm(x) → 1 for x = 1, fm(x) → 0
for x /∈ {−1, 1}, and for x = −1, fm(x) does not converge at all. However, ∥fm∥2L2(Rn)

converges to zero in all of these cases. Hence, it seems that considering (3.20) as a norm
on a space of functions implies that the limiting function should always be thought of
as being zero. Another issue is that even though fm is continuous, the point-wise limit
is not. As it turns out, the space corresponding to the norm (3.20), and hence the norm
(3.7), should not be a space of functions, but instead a space of equivalence classes of
functions, where two functions f and g are equivalent if the set on which they differ is of
measure zero. In this respect, it becomes clear that the basic concepts of measure and
integration theory are relevant in discussing such spaces [21].

To further see the need for spaces of equivalence classes, instead of spaces of functions,
and to get to know the space that gives a Banach space when equipped with (3.20), the
following definition is needed.

Definition 3.10 The class of Lebesgue measurable functions f : Rn → C, such that
|f |2 is integrable, is denoted L2(Rn).

Based on this definition, it follows that the ∥ · ∥L2(Rn) norm can be extended to

f ∈ L2(Rn) as
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∥f∥L2(Rn) =

(∫
|f |2dµn

)1/2

,

where µn is the Lebesgue measure. Moreover, from the properties of the Lebesgue
integral, it follows that if f is measurable, and the set A on which f is non-zero is such
that µn(A) = 0 (of measure zero), then∫

|f |dµn = 0.

As a result, in order for ∥ · ∥L2(Rn) to be a meaningful norm, it has to be the case

that functions f ∈ L2(Rn) that are only non-zero on a set of measure zero are considered
to be zero. This motivates introducing an equivalence relation on the space L2(Rn) as
follows: Two functions f and g are equivalent, f ∼ g, if the set A on which f ̸= g is
such that µn(A) = 0. Consequently, a corresponding function space, denoted L2(Rn), is
defined as follows.

Definition 3.11 L2(Rn) is defined to be the set of equivalence classes [f ] of functions
f such that

f ∈ L2(Rn).

In a similar fashion, the norm ∥ · ∥L2(Rn) can be extended to the space L2(Rn) as

∥[f ]∥L2(Rn) = ∥f∥L2(Rn) ,

where it can be shown that such a definition is well-defined. For example, if [f ] = [g],
then f = g, except for a set of measure zero. But, from the above considerations, this
implies that ∥f∥L2(Rn) = ∥g∥L2(Rn). Similarly, it can be shown that for [f ] ∈ L2(Rn),
∥ · ∥L2(Rn) indeed defines a norm. Taking all of this into account, the following theorem
can be proved.

Theorem 3.3 The space L2(Rn) equipped with ∥ · ∥L2(Rn) is a Banach space.

3.2.4 Sobolev spaces and weak solutions

After looking into L2(Rn) spaces, it remains the task of identifying the corresponding
space, of possibly equivalence classes, of the norm (3.7), or equivalently (3.15). As long
as the Schwartz space S(Rn) is concerned, both of (3.7) and (3.15) can be shown to
define a norm. However, the issue is that equipping S(Rn) with the ∥ · ∥Hk(Rn), for a

48



non-negative integer k, results in a metric space that is not complete. So, something
more general needs to be considered, as was indicated above.

To start tackling the problem, it is first worth remarking that the space S(Rn) can
be viewed as a linear subspace of L2(Rn). Moreover, for any f ∈ S(Rn), it is the case
that

∥∂αf∥L2(Rn) ≤ ∥f∥Hk(Rn) , (3.23)

for |α| ≤ k. This indicates that if {fm} is a Cauchy sequence of Schwartz functions with
respect to ∥ · ∥Hk(Rn), namely for every ϵ > 0 there is an M such that for m, l ≥M

∥fm − fl∥Hk(Rn) ≤ ϵ,

then {∂αfm} is a Cauchy sequence with respect to ∥ · ∥L2(Rn) for |α| ≤ k. From theorem

3.3, it follows that there is a function fα ∈ L2(Rn) such that ∂αfm → fα with respect
to ∥ · ∥L2(Rn), where the notation [ · ] for equivalence classes is dropped for simplicity.
Could this indicate anything for the function to which {fm} converges with respect to
∥ · ∥Hk(Rn), given a complete metric space? This would be the case if fα can be thought
of as ∂αf , as this would imply that

fm → f

with respect to ∥ · ∥Hk(Rn), where f ≡ f 0. However, it is not clear if this is possible
because f could not be even continuous. So, it seems that there is need for generalizing
the concept of differentiability to account for this case. This can be done as follows: For
ϕ, g ∈ S(Rn), employing integration by parts gives∫

Rn

ϕ∂αgdx = (−1)|α|
∫
Rn

∂αϕgdx.

Furthermore, from the fact that ϕ, fα ∈ L2(Rn), it follows that fαϕ is integrable,
based on (3.21). Hence,

∣∣∣∣∫
Rn

ϕfαdx−
∫
Rn

ϕ∂αfmdx

∣∣∣∣ ≤ ∫
Rn

|(fα−∂αfm)ϕ|dx ≤ ∥fα − ∂αfm∥L2(Rn) ∥ϕ∥L2(Rn) → 0,

where (3.21) has been used. In a similar fashion,∫
Rn

fm∂
αϕdx→

∫
Rn

f∂αϕdx.

Consequently, it follows that∫
Rn

ϕ∂αfmdx = (−1)|α|
∫
Rn

∂αϕfmdx→ (−1)|α|
∫
Rn

∂αϕfdx,
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which yields ∫
Rn

ϕfαdx = (−1)|α|
∫
Rn

∂αϕfdx. (3.24)

Hence, a generalization of the concept of differentiability for f ∈ L2(Rn) can be mo-
tivated as in the following definition.

Definition 3.12 Let k be a non-negative integer. A function f ∈ L2(Rn) is said to
be k-times L2-weakly differentiable if for every multi-index α such that |α| ≤ k, there is
a function fα ∈ L2(Rn) such that for every ϕ ∈ S(Rn)∫

Rn

ϕfαdx = (−1)|α|
∫
Rn

∂αϕfdx.

In this context, fα is referred to as the α-th weak derivative of f .

By appealing to measure and integration theory, it can be shown that the weak
derivative fα is well-defined. Based on this, it follows that the norm ∥ · ∥Hk(Rn) for a

k-times L2-weakly differentiable function f can be expressed as

∥f∥Hk(Rn) =

∑
|α|≤k

∫
Rn

|fα|2dx

1/2

. (3.25)

Taking all the above considerations into account, it follows that if {fm} defines a
sequence of Schwartz functions which is a Cauchy sequence with respect to ∥ · ∥Hk(Rn),

then there exists a k-times L2-weakly differentiable function f such that ∥f − fm∥Hk(Rn)

converges to zero. This motivates the following definition.

Definition 3.13 A Sobolev space, denoted Hk(Rn), is the set of k-times L2-weakly
differentiable functions f such that there is a sequence fm ∈ S(Rn) with ∥f − fm∥Hk(Rn) →
0.

Then, the following theorem is in order.

Theorem 3.4 The Sobolev space Hk(Rn) equipped with the norm ∥ · ∥Hk(Rn) is a Ba-
nach space.

To complete the picture, it is of interest to know if corollary 3.1 holds for f ∈ Hk(Rn).
This is shown by the following theorem.
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Theorem 3.5 Let k and m be non-negative integers such that m > k + n/2. Then,
there is a constant C, depending on k, n and m such that for all f ∈ Hk(Rn)

∥f∥Ck
b (Rn,C) ≤ C ∥f∥Hm(Rn) . (3.26)

Given that a member f ∈ Hk(Rn) represents an equivalence class, the meaning
of the previous theorem may be a little bit obscure. Equation (3.26) implies that for
an equivalence class, there is one function which is also in Ck

b (Rn,C), and for which
the inequality holds. The justification for this formula relies on the fact that if two
continuous functions differ, they do so on a set of positive measure.

As a consequence of theorem 3.4, and specifying to the case n = 3, it follows that the
natural spaces of the initial data f and g for the system (3.4) are

f ∈ Hk+1(R3), g ∈ Hk(R3).

As a result, the sequence of approximations for the solution u should be set up in the
space

C{[0, T ], Hk+1(R3)},

which is a Banach space, according to theorem 3.1. On the other hand, it would be nice
if a relation between this space and the notion of classical differentiability can be found.
This is achieved by the following lemma.

Lemma 3.3 Assume u ∈ C{[0, T ], Hk(R3)} where k > 3/2. Then, u is continuous.
In other words, u ∈ C{[0, T ]× R3}.

Based on this, if u ∈ C[(T−, T+), H
k+1(R3)] is a solution to (3.4) with k > 3/2, then

it follows that

u ∈ C1[(T−, T+)× R3].

However, trying to make sense of this in light of the wave equation

utt −∆u = 0, (3.27)

it may seem that such a solution is not well-defined. In fact, this motivates the following
definition.

Definition 3.14 A function u ∈ C1[(T−, T+) × R3] is called a weak solution to
equation (3.27) if for every ϕ ∈ C∞

0 [(T−, T+)× R3]
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∫
(T−,T+)×R3

[ϕtt −∆ϕ]u = 0.
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Chapter 4

Asymptotics of cosmological linear
systems of wave equations

In this chapter, a method, based on [48], to analyze the asymptotic behaviour of linear
systems of wave equations on a given cosmological background is discussed. In particu-
lar, the case of interest is that of weakly silent, balanced and convergent equations,
as it will be explained later. The reason for this specification stems from the fact that
the coefficients of the equations need to be constrained in some sense before being able
to extract any information regarding their asymptotics. In this respect, the cosmological
background, for which such an analysis is possible, is first specified, along with its prop-
erties. Then, other conditions necessary for reducing the equations to a suitable form,
which permits analysis, are explained.

4.1 Equations and background cosmological models

4.1.1 Equations of interest

The main objective of this chapter is to investigate the asymptotics of linear systems of
wave equations given by the following form

□gu+Xu+ ζu = f, (4.1)

where □gu := div(grad u) is the wave operator on a given Lorentzian manifold (M, g);
X represents a smooth (m×m)-matrix of vector fields on M with coefficients that can
be complex, hence X ∈ Mm(C); ζ is a smooth Mm(C)-valued function on M ; and f is a
smooth Cm-valued function on M. In this setting, the goal is to analyze the asymptotic
behaviour of solutions u : M → Cm. It is noteworthy that the complex setting is
considered here for technical reasons related to the arguments of the method. However,
it is the real setting which is of relevance regarding the results of this thesis. Interest
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in equations of the form (4.1) stems from the fact that similar equations arise upon
linearizing the Einstein’s equations, as can be seen from equation (2.119). Even though
the system (4.1) does not represent the most general class of equations in this respect,
it is still a general class to consider.

As was the case in chapter 2, the Lorentz manifolds of interest are globally hyperbolic
ones with closed spatial sections. In particular, M := M̄ × I, where M̄ is a closed
manifold, and I = (t−, t+) is an open interval. This is the setting of interest in cosmology,
where non-stationary solutions to the field equations play a central role. The asymptotic
regimes t → t± correspond to either a cosmological singularity, whether a big bang or
big crunch, or the expanding direction. This can be contrasted with the asymptotically
flat setting, which is based on static and/or stationary solutions, and which is of interest
in the study of isolated systems, such as galaxies or black holes.

As mentioned above, system (4.1) represents quite a general class of equations. So,
a necessary first step is to constraint the underlying manifolds of interest. This can be
achieved by restricting the metric g to the following form

g = g00(t)dt⊗ dt+ g0i(t)dt⊗ dxi + gi0(t)dx
i ⊗ dt+ gij(t)dx

i ⊗ dxj +
R∑

r=1

a2r(t)gr, (4.2)

where R ∈ Z, g00, g0i, gij, ar ∈ C∞(I,R), and the summation convention is invoked.
Specifically, −g00(t) and ar(t), r = 1, ..., R, take values only in the interval (0,∞), and
gij(t), i, j = 1, ..., d, represent the components of a positive definite matrix for all t ∈ I.
Moreover, (Mr, gr), r = 1, ..., R, represent a family of closed Riemannian manifolds.

Based on (4.2), the system (4.1) can be expressed as

−g00(t)utt −
d∑

j,l=1

gjl(t)∂j∂lu− 2
d∑

l=1

g0l(t)∂l∂tu−
R∑

r=1

a−2
r (t)∆gru+ α(t)ut +

d∑
j=1

Xj(t)∂ju

+ ζ(t)u = f,

(4.3)

where 0 ≤ d ∈ Z, and ∆gr is the Laplace-Beltrami operator on (Mr, gr). The functions
f and u are smooth functions from M = M̄ × I to Cm, where

M̄ := Td ×M1 × ...×MR; (4.4)

the differential operators ∂i are the standard vector fields on Td; ∂t denotes differentiation
with respect to t; and α,X i, ζ ∈ C∞[I,Mm(C)].

It is worth mentioning that going from (4.1) to (4.3) involves restrictions not only on
the underlying metric g, as expressed by (4.2), but also on X and ζ. In particular, the
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coefficients of (4.3) depend only on t, which is a simple situation, as the equations become
separable in this case. Such a choice is also relevant in the context of cosmology, where
one basic assumption is that of spatial homogeneity. Another important observation
regarding (4.3) is that there are two operations that leave these equations invariant.
First, multiplying the system by a strictly positive function of t. Such an operation is
equivalent to conformally rescaling the metric by a factor depending only on t. Second,
changing the time coordinate. Both of these operations will be employed to put the
underlying metric in a preferred form.

4.1.2 Cosmological backgrounds of interest

Due to interest in the class of equations given by (4.3), the relevant class of manifolds is
restricted according to the following definition.

Definition 4.1 A separable cosmological model manifold is a Lorentz manifold (M, g)
such that M = M̄ × I, where I = (t−, t+) is an open interval, 0 ≤ d,R ∈ Z, M̄ is given
by (4.4), and

g = g00(t)dt⊗ dt+ g0i(t)dt⊗ dxi + gi0(t)dx
i ⊗ dt+ gij(t)dx

i ⊗ dxj +
R∑

r=1

a2r(t)gr, (4.5)

where the gγβ, with γ, β ∈ {0, ..., d}, and ar depend only on t; the (Mr, gr) are closed
Riemannian manifolds; gγβ(t) = gβγ(t) for all t; g00(t) < 0 for all t; ar(t) > 0 for all t;
and gij(t) represent the components of a positive definite matrix for all t.

Due to the importance of the metrics, second fundamental forms and volumes in-
duced on the spatial hypersurfaces M̄t := M̄ × {t}, the following definition is in order.

Definition 4.2 Let (M, g) be a separable cosmological model manifold. Then, the
metric and second fundamental form of M̄t are denoted by ḡt = ḡ(t) and k̄t = k̄(t), re-
spectively. The trace trḡk̄ is referred to as the mean curvature of M̄t. Moreover, V (t) :=
volḡ(t)(M̄) denotes the volume of M̄ with respect to ḡ(t).

Recalling equation (2.9), it is follows immediately that

Kµ
µ ≡ trḡk̄ = θ.

Also, denoting the unit timelike normal to M̄t as U (which was previously denoted
n), a standard result is that [46]

U(lnV ) = trḡk̄, (4.6)
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hence the expansion of a congruence represents the fractional change in the volume of
the spatial hypersurfaces in the direction of the unit timelike normal.

So, from now on, focus is going to be on separable cosmological models. For these
spacetimes, two interesting asymptotic regimes can be identified, namely expanding di-
rections and big bang/big crunch singularities. The first regime is characterized by the
volume of the hypersurfaces V → ∞, whereas the second is indicated by V → 0. For
these two cases, it is natural to assume that the derivative of the volume in the direction
of the unit normal is non-zero, at least asymptotically. In this way, there would be a
strict monotonicity of the volume. From equation (4.6), this is equivalent to requiring
that the mean curvature is either strictly positive or strictly negative, asymptotically.
Hence, the class of separable cosmological models is further restricted to one of the cases
of the following definition.

Definition 4.3 Let (M, g) be a separable cosmological model manifold.

• If V (t) → ∞ as t → t
(−)
+ and there is a t0 ∈ I such that U(V ) > 0 for t ≥ t0, then

(M, g) is said to be future expanding.

• If V (t) → ∞ as t → t
(+)
− and there is a t0 ∈ I such that U(V ) < 0 for t ≤ t0, then

(M, g) is said to be past expanding.

• If V (t) → 0 as t → t
(−)
+ and there is a t0 ∈ I such that U(V ) < 0 for t ≥ t0, then

(M, g) is said to have big crunch asymptotics.

• If V (t) → 0 as t → t
(+)
− and there is a t0 ∈ I such that U(V ) > 0 for t ≤ t0, then

(M, g) is said to have big bang asymptotics.

As a result of the definition, if (M, g) is a separable cosmological model which is
future expanding, then reversing the time coordinate gives a corresponding separable
model which is past expanding, and vice versa. Same thing also holds for big crunch and
big bang asymptotics. For this reason, it is enough to focus on separable models that
are either future expanding, or have big crunch asymptotics.

It turns out that the restrictions imposed in definition 4.3 are still not sufficient, and
hence they need to be complemented in order to derive asymptotic information regarding
equations (4.3). One suitable way to achieve this is by imposing conditions on the second
fundamental form k̄. For this purpose, it is more convenient to consider k̄ as a map from
TM̄ to itself. This is obtained by raising one index of k̄ using the induced metric ḡ,
which gives the so-called Weingarten map or shape operator K̄. From the definition, it
follows that K̄j

i = k̄ji with respect to local coordinates, and

trK̄ = trḡk̄.
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If the assumptions of definition 4.3 hold true, then this implies that the following
normalized quantity

K̄/trK̄,

known as the expansion normalized Weingarten map, is well-defined, at least asymptot-
ically. Focus on this quantity is motivated by the fact that, in many relevant situations,
trK̄ tends to zero or ±∞, asymptotically. Specifically, the case of interest is when
K̄/trK̄ converges, a situation referred to as the convergent setting. In addition, it turns
out to be necessary to impose conditions on the normal derivative of trḡk̄. For a solution
to the Einstein’s equations, such a condition is usually satisfied by combining the con-
vergence assumption, the energy constraint, the Raychaudhuri equation and, possibly,
energy conditions. However, in the context of this discussion, the underlying manifold
(M, g) is not assumed to be a solution to the field equations, and hence there is need to
impose conditions on U [trḡk̄].

A suitable way to implement the convergent setting is that of imposing boundedness.
For this purpose, the notation of the following definition is needed.

Definition 4.4 Let (M, g) be a separable cosmological model manifold and let ϱ be
a fixed Riemannian metric on M̄ . Then, (M, g) is said to have future bounded geometry
if there is a constant 0 ≤ C ∈ R and a t0 ∈ I such that |trḡk̄| > 0 and

|k̄|ḡ/|trḡk̄|+ |U [(trḡk̄)−1]| ≤ C,

for all t ≥ t0. If, in addition, there is a 2-tensor field A of mixed type, a constant a ∈ R
and constants 0 ≤ C, η ∈ R such that

|K̄/trK̄ − A|ϱ + |U [(trḡk̄)−1]− a| ≤ Cexp[−η|ln V(t)|],

for all t ≥ t0, then (M, g) is said to be future convergent.

Based on the previous remark about operations leaving the system (4.3) invariant,
the notions of the previous definition can be re-expressed in a more convenient form
through the following lemma.

Lemma 4.1 Let (M, g) be a separable cosmological model manifold and let ϱ be a
fixed Riemannian metric on M̄ . Assume that (M, g) is future expanding and has future
bounded geometry. Introduce the metric ĝ := (trḡk̄)

2g and the time coordinate

τ(t) := ln
V (t)

V (t0)
.
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Then, the interval [t0, t+) in t-time corresponds to [0,∞) in τ -time. Moreover, ĝ is
well-defined on [0,∞) in τ -time, and can be expressed such that the lapse function N = 1.

If ǧ and k̂ are the induced metric and second fundamental form on constant τ -
hypersurfaces by ĝ, then there is a constant 0 < C ∈ R such that |k̂|ǧ ≤ C for all
τ ≥ 0.

Assuming, in addition to the above, that (M, g) is future convergent, then there is a
2-tensor field Â on M̄ of mixed type such that

|K̂ − Â|ϱ ≤ Ce−ητ ,

for all τ ≥ 0, where 0 < C, η ∈ R and K̂ is obtained from k̂ by raising one index up
using ǧ.

It is worth remarking that a similar result can be given in the case of big crunch
asymptotics.

Now, lemma 4.1 motivates the following important definition.

Definition 4.5 A canonical separable cosmological model manifold is a separable
cosmological model manifold such that the interval I = (t−, t+) contains [0,∞) and
N = 1.

Two important remarks follow. First, to obtain a canonical separable cosmological
model manifold, it is sufficient to assume that (M, g) is future expanding; to conformally
rescale the metric to ĝ = g(trḡk̄)

2; and to change the time coordinate according to lemma
4.1. Second, there are many examples of cosmological solutions that are canonical in the
sense of definition 4.5. For example, the de Sitter spacetime given by the following metric

gdS = −dt⊗ dt+
d∑

i=1

e2Htdxi ⊗ dxi, (4.7)

on Td×R is a canonical separable model, where 0 < H ∈ R and 3 ≤ d ∈ Z. It represents
a solution to the Einstein’s vacuum equations with a positive cosmological constant given
by Λ = d(d− 1)H2/2. Also, from the fact that [25]

k̄ =
1

2
LU ḡ,

it follows that k̄ = Hḡ. Hence,

K̄ = HIdTTd ,
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which shows that the solution is also future convergent.

4.1.3 Silent metrics

Regarding the asymptotics of equations (4.3), it is important to remark that they are
largely dependent on the asymptotic behaviour of the underlying metric, assuming con-
formal rescaling and change of time coordinate have been done, according to lemma 4.1.
In this respect, three types of behaviours can be distinguished, namely asymptotically
silent equations, transparent equations or equations with a dominant noisy spatial direc-
tion. Out of these three, it is the silent setting that is going to be investigated further
in this chapter.

To introduce the notion of silence, it is important to remark first that in many relevant
cases, the corresponding metric can be asymptotically expressed as

g = −dt⊗ dt+
R∑

r=1

α2
re

2βrtgr, (4.8)

where 0 < αr ∈ R, βr ∈ R, and (Mr, gr) are closed Riemannian manifolds (where the
Td-part of equation (4.5) can be thought of to be included here). Based on (4.8), the
following definition can be given.

Definition 4.6 Consider a mertic of the form (4.8). If all the βr are strictly positive,
then the metric is said to be silent.

To understand the motive behind the name, let g be a silent metric, and let γ be a
causal curve such that g(γ̇, γ̇) ≤ 0. Reparametrizing γ, it can be expressed as

γ(t) = (γ̄1(t), ..., γ̄R(t), t),

where γ̄r takes values in Mr. Using this, the assumption of causality gets expressed as

−1 +
R∑

r=1

α2
re

2βrt| ˙̄γr(t)|2gr ≤ 0,

which implies that | ˙̄γr(t)|gr ≤ α−1
r e−βrt. This indicates that γ̄r(t) converges to a point

pr ∈Mr. For λ another causal curve, the corresponding points qr ∈Mr are also obtained.
Typically, there exists one r ∈ {1, ..., R} such that pr ̸= qr. So, for two such curves, there
is a t1 such that for t ≥ t1, it is not possible to send information from γ(t) to λ. In other
words, no future-directed causal curve starting at γ(t) intersects λ, and hence there is
silence, asymptotically. It is noteworthy that this asymptotic behaviour is related to the
important notion of horizons in standard cosmology [41].
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4.2 The notion of balance

4.2.1 Motivation: Pathological behaviour of solutions

In the previous section, the highest order coefficients of equation (4.3), namely coefficients
of the Lorentz metric, have been constrained to yield a canonical form for the underlying
manifold, according to definition 4.5. These restrictions represent a large part of the
necessary conditions to be imposed at the moment. Later, additional assumptions will
be made, in particular regarding the g0i(t) coefficients.

In this respect, it is interesting to see what kind of conditions are needed for the lower
order coefficients, namely the rest of coefficients of equation (4.3). For the matrix-valued
functions α and ζ, this can be seen by considering the spatially homogeneous version of
the equation, with f = 0, as

utt + α(t)ut + ζ(t)u = 0. (4.9)

Assuming there are constants Ccu, γ, ηcu > 0 and matrices α∞, ζ∞ ∈ Mm(C) such
that ∥∥γ−1e−γtα(t)− α∞

∥∥+ ∥∥γ−2e−2γtζ(t)− ζ∞
∥∥ ≤ Ccue

−ηcut,

for all t ≥ 0, and defining the following matrix

A∞ :=

(
0 Idm

−ζ∞ −α∞

)
, (4.10)

where one of α∞, ζ∞ is assumed to be non-zero, then, as it will become clear in subsection
4.3.4, solutions to (4.9) behave as exp[κ1e

γt] as t→ ∞, where κ1 is the largest real part
of an eigenvalue of A∞. So, if κ1 > 0, then solutions grow super exponentially, and if
κ1 < 0, solutions decay super exponentially (or grow super exponentially to the past).
The case κ1 = 0, instead, represents a borderline.

From applying lemma 4.1, it follows that the volume of the spatial hypersurfaces M̄t

goes like e±t, where the exponentially decaying case is that of big crunch asymptotics.
As a result, it turns out that the natural length scale in this context is e±t/D, where
D := dimM̄ . Based on this, exponential growth or decay of solutions is considered
natural, whereas super exponential growth or decay is viewed as pathological. Hence, it
is necessary to avoid the case of α and ζ growing exponentially. Also, it turns out that
the case of α and ζ growing polynomially typically yields faster than exponential growth
or decay for solutions. So, this other case must be avoided. Consequently, the norms
∥α∥ and ∥ζ∥ have to be bounded to the future to be able to obtain the desired results.

What about the coefficients of spatial derivatives X i? To have an idea of what
happens when these are left unrestricted, the following equation can be considered
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utt − e−4tuθθ + e−tuθ + ut + u = 0, (4.11)

on S1 × R. One strategy to attack this equation is by arguing that the coefficients of
spatial derivatives are exponentially decaying. Hence, they can be neglected, asymptot-
ically, and the equation is approximated by the resulting ODE. Based on this, it can
be argued that, in general, solutions should decay exponentially. However, based on an
analysis of the corresponding energy

Eu(t) :=
1

2

∫
S1
[|ut(θ, t)|2 + e−4t|uθ(θ, t)|2 + |u(θ, t)|2]dθ,

it can be shown that Ėu(t) ≤ etEu(t), which implies a growth of solutions going like
exp(et). As it turns out, the main reason for this super exponential growth is related to
the following quantity

Y 1 =
X1(t)

|g11(t)|1/2
,

growing exponentially, where X1 = e−t and g11 = e−4t. To have a more geometrical
insight into the interpretation of this quantity, it is useful first to remark that the un-
derlying metric of equation (4.11) is given by

g = −dt⊗ dt+ e4tdθ ⊗ dθ, (4.12)

which, in its turn, defines the following induced metric on S1

ḡ = e4tdθ ⊗ dθ,

for each t ∈ R. Denoting the vector field e−t∂θ as χ, it follows that ḡ(χ,χ) = e2t,
which is not small, even though it is exponentially decaying. Defining an orthonormal
coordinate system {e0, e1} := {∂t, e−2t∂θ}, it follows that

χ = ete1 = Y 1e1.

As it will be shown later, equation (4.11) provides an example of what is referred to as
an unbalanced equation, which is the reason why the logic of dropping the exponentially
decaying spatial derivatives did not work. This is an important notion, as equations of
this type appear frequently in analyzing cosmological singularities. In such a context, it
is relevant to know when dropping spatial derivatives can be justified.
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4.2.2 Geometrical conditions and balanced equations

As was motivated above, to ensure that solutions to (4.3) do not behave, asymptoti-
cally, in a pathological manner, it is necessary to complement the previously mentioned
restrictions on the coefficients of the equation. At the same time, it is also convenient
to express such conditions in a geometrical form, instead of analytical one. So, turning
again to the highest order coefficients, it is worth recalling first that the metric corre-
sponding to a canonical separable cosmological model can be expressed as

g = −dt⊗ dt+ gij(t)(χ
i(t)dt+ dxi)⊗ (χj(t)dt+ dxj) +

R∑
r=1

a2r(t)gr, (4.13)

where χi(t) ≡ g0i(t) represent the components of the shift vector field. Such a metric
induces on M̄ the corresponding metric

ḡ = gijdx
i ⊗ dxj +

R∑
r=1

a2rgr, (4.14)

where the summation convention has been used in both (4.13) and (4.14). Considering
the components χi first, it is worth remembering that the shift vector field is related
to the freedom of choosing a certain foliation of the spacetime. So, it may seem that
a convenient choice is to set these components to zero. However, this turns out to be
sometimes a problematic choice. On the other hand, it is also not convenient to have a
shift vector field with a large norm. Hence, a suitable way to achieve this is implemented
in the following definition.

Definition 4.7 Let (M, g) be a canonical separable cosmological model manifold. If
there is an 0 < ηsh,0 ≤ 1 such that

g(∂t, ∂t) ≤ −η2sh,0, (4.15)

for all t ≥ 0, then ∂t is said to be future uniformly timelike. If, in addition, there is a
1 ≤ k ∈ Z and an 0 < ηsh,k ∈ R such that

k∑
l=1

|Ll
Uχ|ḡ ≤ ηsh,k, (4.16)

for all t ≥ 0, then the shift vector field is said to be Ck-future bounded.

Two remarks are in order. First, equation (4.15) implies the bound χiχ
i ≤ 1− η2sh,0.

Second, equation (4.16) can be expressed in terms of χ̇ given that
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LUχ = L∂tχ.

Regarding constraints on the coefficients gij and ar of (4.13), it is more convenient to
formalize them in terms of conditions on the second fundamental form k̄(t) of the spatial
hypersurfaces M̄t. From (4.14), it follows that

k̄ =
1

2

d∑
i,j=1

∂tgijdx
i ⊗ dxj +

R∑
r=1

ȧr
ar
a2rgr, (4.17)

LU k̄ =
1

2

d∑
i,j=1

∂2t gijdx
i ⊗ dxj +

R∑
r=1

[
är
ar

+

(
ȧr
ar

)2
]
a2rgr. (4.18)

In terms of these, conditions on k̄ can be given as in the following definition.

Definition 4.8 Let (M, g) be a canonical separable cosmological model manifold.
Let, moreover, 0 ≤ k ∈ Z. If there is a constant 0 < Ck ∈ R such that

k∑
l=0

|Ll
U k̄|ḡ ≤ Ck, (4.19)

for all t ≥ 0, then the second fundamental form is said to be Ck-future bounded.

In the notation of the previous definition, it is worth remarking that

|k̄|ḡ := (ḡimḡjnk̄ij k̄mn)
1/2.

Regarding conditions on the lower order coefficients, it is necessary first to express,
as done before, the X i coefficients in terms of a matrix of vector fields χ on M̄ as

χ := X i(t)∂i. (4.20)

Then, the following notation can be introduced

|χ|h̄ =

(∑
ς∈S

d∑
i,j=1

h̄ijςi
∥∥X i

∥∥ · ςj ∥∥Xj
∥∥)1/2

, (4.21)

where S denotes the set of elements of Rd whose components are either plus or minus
one. Based on this, a definition follows.
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Definition 4.9 Consider (4.3). Assume the associated metric to be such that (M, g)
is a canonical separable cosmological model manifold. Define χ by (4.20). If there is
0 ≤ k ∈ Z and a 0 < Ck ∈ R such that

k∑
l=0

|Ll
Uχ|h̄ ≤ Ck, (4.22)

for all t ≥ 0, then χ is said to be Ck-future bounded.

In a similar fashion, ∥α(t)∥ , ∥α̇(t)∥ , ∥ζ(t)∥ and ∥ζ̇(t)∥ need to be bounded to the
future, as was discussed before.

Now, a basic notion of balance of equations, which prevents solutions from growing
super exponentially, can be defined as follows.

Definition 4.10 Consider (4.3). Assume the associated metric to be such that (M, g)
is a canonical separable cosmological model manifold. Let 0 ≤ k ∈ Z. If ∂t is future
uniformly timelike; there is a constant 0 < Ck ∈ R such that

k∑
l=0

[∥∂ltα(t)∥+ ∥∂ltζ∥] ≤ Ck,

for t ≥ 0; χ is Ck-future bounded; the shift vector field is Ck+1-future bounded; and the
second fundamental form is Ck-future bounded, then (4.3) is said to be Ck+1-balanced.

It is worth remarking that conditions on the metric involve k+1 derivatives, whereas
those on the lower order coefficients involve k derivatives. Moreover, in relation to the
previous definition, it can be shown that for a C1-balanced equation, the basic energy,
defined by

Ebas[u](t) =
1

2

∫
M̄

(
|ut(·, t)|2 +

m∑
i=1

[gkl(t)∂kui(·, t)∂lu∗i (·, t)

+
R∑

r=1

a−2
r (t)|gradgrui(·, t)|

2
gr ] + |u(·, t)|2

)
µB,

(4.23)

cannot grow faster than exponentially, where ∗ denotes the complex conjugate, and

µB := dx ∧ µg1 ∧ ... ∧ µgR ,
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with dx being the standard volume form on Td, and µgr the volume form associated with
the Riemannian manifold (Mr, gr).

In spite of the fundamental role played by the concept of balance, it only excludes
pathological behaviour of solutions. To be able to say something more regarding the
asymptotics of equation (4.3), it is necessary to restrict this class of equations even
more.

4.3 Asymptotics of weakly silent, balanced and con-

vergent equations

4.3.1 The silent setting

As mentioned before, equations of the form (4.3) such that the coefficients of spatial
derivatives decay exponentially turn out to be relevant for cosmology. For example,
when considering the polarized T3-Gowdy symmetric spacetimes, the main part of the
Einstein’s equations takes the form of a linear scalar wave equation as

Ptt − e−2tPθθ = 0, (4.24)

on S1×R, where t→ ∞ corresponds to the big bang singularity of the model. In general,
it is often thought that the field equations, whether in the direction of the singularity or
the expanding direction, can be approximated by similar equations. Then, in order to
analyze the asymptotics of the corresponding solutions, it is argued, heuristically, that
terms that decay exponentially can be dropped, as they become insignificant asymptot-
ically, resulting in one ODE for each spatial point. For the case of equation (4.24), this
results in

Ptt = 0,

which is solved to give P (θ, t) = v(θ)t+ ψ(θ). Such a result is to be compared with the
corresponding one obtained by applying the method of asymptotic analysis at the end
of this chapter.

In this respect, it is important to remark that such a line of reasoning is also relevant
for the working of the BKL conjecture. However, as it is clear from the analysis of
equation (4.11), such a strategy does not always work, in particular for unbalanced
equations. Hence, this motivates investigating balanced equations with exponentially
decaying coefficients of spatial derivatives. It is in this context that a mathematical
justification for the above heuristic arguments can be looked for.

Similar to the balance condition, it is also desirable to cast the other condition in
a geometrical form. As it turns out, exponential decay of the coefficients of spatial
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derivatives is related to having lower bounds on the second fundamental form. This is
expressed in the following definition.

Definition 4.11 Consider (4.3). Assume the associated metric to be such that (M, g)
is a canonical separable cosmological model manifold. If ∂t is future uniformly timelike
and there is a 0 < µ ∈ R and a continuous non-negative e ∈ L1([0,∞)) such that

k̄ ≥ (µ− e)ḡ, |χ|ḡ · |χ̇|ḡ ≤ e, (4.25)

for all t ≥ 0, then (4.3) is said to be C1-silent.

This notion of silence is similar to the one introduced in relation to the metrics (4.8).
In fact, assuming that γ : J →M is a future-directed inextendible causal curve in (M, g),
where J = (s−, s+), and that the assumptions of definition (4.11) are satisfied, then it
follows that the M̄ -coordinate of γ, namely γ̄, converges to a point p̄[γ] as s → s+,
whereas the t-coordinate γ0(s) goes to infinity. Consequently, if two future-directed
inextendible causal curves γi : Ji → M, i = 1, 2 satisfy p̄[γ1] ̸= p̄[γ2], then there are
si ∈ Ji such that

J+[γ1(s1)] ∩ J+[γ2(s2)] = ∅,

where J+(γ) denotes the causal future of γ [14].

Now, assuming both the conditions of silence and balance, equations (4.3) can be
put into a form that admits asymptotic analysis. In particular, if (4.3) are C1-silent; χ
is C0-future bounded; and there are α∞, ζ∞ ∈ Mm(C) and 0 < ηmn, Cmn ∈ R with the
property that

∥α(t)− α∞∥+ ∥ζ(t)− ζ∞∥ ≤ Cmne
−ηmnt, (4.26)

for all t ≥ 0, then the following terms of the equation

χi∂i∂tu, X i∂iu, (α− α∞)ut, (ζ − ζ∞)u,

can be ignored, along with the second spatial derivatives of u. In this case, solutions of
(4.3) can be compared to solutions of the corresponding system

∂t

v

vt

 = A∞

v

vt

+

0

f

 , (4.27)

where as before
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A∞ :=

(
0 Idm

−ζ∞ −α∞

)
. (4.28)

Equation (4.27) is a system of constant coefficient equations, ignoring the second term
on the right-hand side. In particular, it represents a system of ODEs at each spatial point
of M̄ , given that the spatial dependence has not been eliminated from the solution u.
In fact, this is the system that is going to be considered later in deriving asymptotic
information for equations (4.3). But first, to justify such a use of system (4.27), and to
be able to see the relation between the above conditions and the important notions of
weak silence, balance and convergence, it is necessary to decompose the equation into
the corresponding Fourier modes.

4.3.2 Fourier decomposition of the equations

Based on the fact that the underlying manifold of interest is separable, according to
definition 4.1, it follows correspondingly that equations (4.3) are also separable. Indeed,
behaviour of the solutions can be better understood by looking into the individual modes.
To this end, it is worth reviewing first some background on the Laplace-Beltrami oper-
ator on a closed Riemannian manifold, before proceeding to the relevant case. For this
purpose, there is the following theorem.

Theorem 4.1 Let (M, g) be a closed Riemannian manifold and ∆g be the asso-
ciated Laplace-Beltrami operator. Then, the eigenvalues of ∆g consist of a sequence
λi, 0 ≤ i ∈ Z such that 0 = λ0 > λ1 > ... and λi → −∞ as i → ∞. Moreover, if
Ei is the eigenspace corresponding to λi, then Ei is finite dimensional and consists of
smooth functions. In particular, E0 is the set of constant functions. Finally, the set of
eigenfunctions of ∆g is a basis for L2(M).

In relation to the previous theorem, it is important to remark that since each of the
eigenspaces is finite dimensional, there is a sequence 0 = λ̄0 ≥ λ̄1 ≥ ..., for 0 ≤ i ∈ Z,
and corresponding orthonormal eigenfunctions ϕi ∈ C∞(M) such that the sequence ϕi

is a basis for L2(M). Moreover, there is a corresponding sequence 0 ≤ ν0 ≤ ν1 ≤ ... such
that λ̄i = −ν2i , where νi → ∞ as i→ ∞.

For (M, g) an oriented Riemannian manifold, the volume form µg associated with the
metric g defines a positive measure λg such that∫

M

fλg =

∫
M

fµg,

for all f ∈ C0(M,C), based on the Riesz representation theorem [52]. In particular, if
(M, g) is closed (in addition to being connected and oriented), then the following inner
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product can be defined

⟨u, v⟩g :=
∫
M

uv∗λg,

for u, v ∈ L2(M), which turns the space L2(M) into a complex Hilbert space. Based on
this, for u ∈ L2(M) and 0 ≤ i ∈ Z, the following decomposition can be defined

û(i) := ⟨u, ϕi⟩g,

which is nothing other than the Fourier transform of u. Then, the fact that ϕi represent
a basis for L2(M) can be expressed as∫

M

|u|2λg =
∞∑
i=0

|û(i)|2,

for all u ∈ L2(M). If u ∈ C∞(M,C) and s ∈ R, then the following norm can be defined

∥u∥(s) :=

(
∞∑
i=0

⟨νi⟩2s|û(i)|2
)1/2

, (4.29)

where ⟨ · ⟩ := (1+ | ·|2)1/2. If s = k a non-negative integer, then this norm is equivalent to
the Sobolev norm Hk(M), as can be seen from (3.15). However, ∥ · ∥(s) will be referred
to as a Sobolev norm in what follows.

To consider the case related to equations (4.3), the Laplace-Beltrami operator ∆gr , r =
1, 2, ..., R, on (Mr, gr) is considered first. Applying the previous remarks gives orthonor-
mal eigenfunctions ϕr,i, 0 ≤ i ∈ Z, and corresponding eigenvalues −ν2r,i. In addition, for
n ∈ Zd and 0 ≤ ir ∈ Z, the following set can be defined

ι := (n, i1, i2, ..., iR). (4.30)

Then, the set of all such ι is denoted IB. For each ι ∈ IB, there is a unique ν given
by

ν(ι) := (n, ν1,i1 , ν2,i2 , ..., νR,iR). (4.31)

This indicates that

νT (ι) = n, νT,j(ι) = nj, νr,ir(ι) = νr,ir .

For x ∈ Td, pr ∈ Mr, r = 1, ..., R, and p = (x, p1, ..., pR), the following functions ϕι

can be defined

ϕι(p) := (2π)−d/2ein·xϕ1,i1(p1)ϕ2,i2(p2) · · · ϕR,iR(pR), (4.32)
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for ι ∈ IB. These represent eigenfunctions for the operator

∆T +∆1 + ...+∆R,

with an eigenvalue −|ν(ι)|2, where ∆T represents the Laplacian on Td.
In a similar fashion, the volume form µB on M̄ induces a positive measure λB, which

renders L2(M̄) a complex Hilbert space. The corresponding inner product is defined by

⟨u, v⟩B :=

∫
M̄

uv∗λB,

for u, v ∈ L2(M̄). It should be clear from orthonormality that for ιa, ιb ∈ IB

⟨ϕιa , ϕιb⟩B = 0,

for ιa ̸= ιb. Similarly, û(ι) is defined as

û(ι) := ⟨u, ϕι⟩B, (4.33)

for u ∈ L2(M̄). From the fact that ein·x, n ∈ Zd, is a basis for L2(Td), and ϕr,ir is a basis
for L2(Mr), r = 1, ..., R, it can be shown that∫

M̄

|u|2λB =
∑
ι∈IB

|û(ι)|2,

for u ∈ C∞(M̄,C). Hence, ϕι represent a basis for L2(M̄). For u ∈ C∞(M̄,C) and
s ∈ R, it follows that

∥u∥(s) :=

(∑
ι∈IB

⟨ν(ι)⟩2s|û(ι)|2
)1/2

(4.34)

represents a Sobolev norm.

Now, for equation (4.3), taking the inner product (with respect to ⟨·, ·⟩B) with ϕι

yields the following

z̈(ι, t) + g2(ι, t)z(ι, t)− 2
d∑

l=1

inlg
0l(t)ż(ι, t) +

d∑
l=1

inlX
l(t)z(ι, t)

+ α(t)ż(ι, t) + ζ(t)z(ι, t) = f̂(ι, t),

(4.35)

where
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z(ι, t) := ⟨u(·, t), ϕι⟩B, (4.36)

g(ι, t) :=

(
d∑

j,l=1

nlnjg
jl(t) +

R∑
r=1

a−2
r ν2r,ir

)1/2

, (4.37)

f̂(ι, t) := ⟨f(·, t), ϕι⟩B. (4.38)

To simplify the notation a little bit, the dependence on ι and t can be omitted, along
with employing the summation convention. This gives

z̈ + g2z − 2inlg
0lż + inlX

lz + αż + ζz = f̂ . (4.39)

As it will be relevant for subsequent discussion, the following two quantities are
introduced

σ(ι, t) :=
nlg

0l(t)

g(ι, t)
, X(ι, t) :=

nlX
l

g(ι, t)
. (4.40)

In terms of these, equation (4.39) can be recast as

z̈ + g2z − 2iσgż + iXgz + αż + ζz = f̂ . (4.41)

4.3.3 Weakly silent, balanced and convergent equations

As indicated at the beginning of this chapter, the restricted class of equations, based
on (4.3), for which asymptotics can be analyzed is that of weakly silent, balanced and
convergent equations. To define these notions, and to see their relation to the previously
discussed concepts of balance and silence, the following quantity is defined

ℓ(ι, t) := ln[g(ι, t)], (4.42)

based on the Fourier decomposition of the equation. Using this and (4.40), a definition
can be given as follows.

Definition 4.12 Consider (4.3). Assume that the associated metric to be such that
(M, g) is a canonical separable cosmological model manifold. For 0 ̸= ι ∈ IB, define
g(ι, t) by (4.37), σ and X by (4.40), and ℓ by (4.42). If there is a constant Ccoeff such
that

|σ(ι, t)|+ ∥X(ι, t)∥+ ∥α(t)∥+ ∥ζ(t)∥ ≤ Ccoeff, (4.43)
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for all 0 ̸= ι ∈ IB and all t ≥ 0, then equations (4.3) are said to be weakly balanced. If
there is a constant bs > 0 and a continuous non-negative function e ∈ L1([0,∞)) such
that

ℓ̇(ι, t) ≤ −bs + e(t), (4.44)

for all 0 ̸= ι ∈ IB and all t ≥ 0, then equations (4.3) are said to be weakly silent. In this
case, a quantity denoted Tode is defined as follows. If ce := ∥e∥1 and g(ι, 0) ≤ e−ce , then
Tode := 0. If g(ι, 0) > e−ce , then Tode is defined as the first t ≥ 0 such that g(ι, t) = e−ce .
Finally, if there are α∞, ζ∞ ∈ Mm(C) and constants 0 < ηmn and Cmn such that

∥α(t)− α∞∥+ ∥ζ(t)− ζ∞∥ ≤ Cmne
−ηmnt,

for all t ≥ 0, then (4.3) are said to be weakly convergent.

Two remarks are in order. First, the reason these conditions are termed weak is that
they only involve bounds on the quantities of interest, and not the quantities and their
first derivatives, as exemplified by definition 4.10. Second, sometimes it is convenient to
impose, in addition to the above assumptions, that there are constants Cder, βder > 0
such that

|σ(ι, t)|+ ∥X(ι, t)∥ ≤ Cdere
−βdert, (4.45)

for all 0 ̸= ι ∈ IB and all t ≥ 0.

To see the relation of these formal definitions to previous notions, the following two
lemmas are needed.

Lemma 4.2 Let (M, g) be a canonical separable cosmological model manifold. As-
sume, moreover, that there is an 0 < ηsh,0 ≤ 1 such that (4.15) holds for all t ≥ 0, and
that there are a 0 < µ ∈ R and a continuous non-negative function e ∈ L1([0,∞)) such
that

k̄ ≥ (µ− e)ḡ,

|χ|ḡ · |χ̇|ḡ ≤ e,

for all t ≥ 0. Then, there is a continuous non-negative function eg ∈ L1([0,∞)) such
that

ℓ̇(ι, t) ≤ −µ+ eg(t), (4.46)

for all t ≥ 0 and all 0 ̸= ι ∈ IB. Moreover, eg := 2η−2
sh,0e.
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Lemma 4.3 Consider (4.3). Assume that the associated metric to be such that
(M, g) is a canonical separable cosmological model manifold. Let h̄ be the induced metric
by (4.14) on Td. Assume, moreover, that there is an 0 < ηsh,0 ≤ 1 such that (4.15) holds
for all t ≥ 0. Then

|σ(ι, t)| ≤ η−1
sh,0|χ(t)|ḡ,

∥X(ι, t)∥ ≤ η−1
sh,0|χ|h̄,

for all t ≥ 0 and 0 ̸= ι ∈ IB.

Consequently, the conditions of weak silence, balance and convergence turn out to
be just a reformulation of the previous conditions of C1-silence, C0-future-boundedness
of χ, and the convergence of α(t) and ζ(t). Also, it is noteworthy that, based on (4.44)
and (4.46), µ = bs.

Now, to better understand how these conditions relate equations (4.3) to the system
of ODEs (4.27), it is first worth remarking that equation (4.44) can be integrated to
yield

g(t) ≤ g(0)e−bstece , (4.47)

for t ≥ 0. Under the assumption that g(0) ≤ e−ce , this simplifies to

g(t) ≤ e−bst, (4.48)

for t ≥ 0. However, in the other, more general case, equation (4.44) yields

g(t) ≤ exp
(
−bst̄

)
, (4.49)

for t ≥ Tode, where t̄ := t− Tode. Hence, this motivates dividing the time interval [0,∞)
into [0, Tode] and [Tode,∞), such that during the second interval, which is known as the
ODE regime, g(t) ≤ 1. Based on (4.49), the condition of weak balance can re-expressed
as

|nlg
0l(t)|+ ∥nlX

l(t)∥ ≤ Ccoeffe
−bs t̄, (4.50)

for t ≥ Tode. Rewriting equation (4.39) as

z̈ + g2z − 2inlg
0lż + inlX

lz + α∞ż + ζ∞z + (α− α∞)ż + (ζ − ζ∞)z = f̂ ,

and introducing additional variables, the equation can be recast as a first order system

v̇ = A∞v + Arem(t)v + F, (4.51)
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where

v =

z
ż

 , Arem(t) =

 0 0

g2 + inlX
l + (ζ − ζ∞) −2inlg

0l + (α− α∞)

 , F =

0

f̂

 ,

(4.52)

and A∞ is defined by (4.28). Based on (4.49), (4.50) and (4.26), the matrix Arem(t) has
the important property that

∥Arem(t)∥ ≤ Creme
−βrem t̄, (4.53)

for t ≥ Tode, where βrem = min{bs, ηmn}, and Crem only depends on Ccoeff and Cmn. In
case (4.45) is also satisfied, the definition of βrem is replaced by

βrem = min{2bs, bs + βder, ηmn}.

To be able to analyze the asymptotics of solutions to equation (4.51), it is important
first to decide under what conditions the system can be approximated by the correspond-
ing system v̇ = A∞v + F , asymptotically. For this purpose, the equation should be cast
in a form that allows to isolate the leading order asymptotic behaviour of its various
terms.

4.3.4 ODEs with exponentially decaying error terms

Based on the discussion of the previous two subsections, the system (4.3) can be formu-
lated as

v̇(t) = B(t)v(t) + F (t),

for t ≥ Tode, where B(t) = A∞+Arem(t), and Arem(t) satisfies (4.53). In this context, A∞
represents the dominant part, while Arem(t) is an error term. However, it is important
not to forget that Arem depends on the frequency ι, and that typically ∥Arem(0)∥ →
∞ as |ν(ι)| → ∞. Hence, it is not an immediate result that this term is negligible,
asymptotically, because it decays exponentially.

So, to understand the conditions under which solutions to the system v̇ = A∞v + F
better approximate solutions to the equation (4.51), and to analyze their asymptotic
behaviour, it is important first to recall some background on the Jordan normal form of
a general matrix with complex entries.

Let A ∈ Mn(C), 1 ≤ n ∈ Z. Then, there exists a matrix T ∈ GLn(C) such that
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J := T−1AT,

known as the Jordan normal form of A, is a block diagonal matrix. The matrix T consists
of the generalized eigenvectors of A. Denoting SpA the set of eigenvalues of the matrix
A, then the generalized eigenspace Eλ, corresponding to λ ∈ SpA, is defined as

Eλ := ker(A− λIdn)
nλ ,

where 1 ≤ nλ ∈ Z.
The matrices on the diagonal of J are called Jordan blocks. These are square matrices

of the following form

Jλ,d =


λ 1 0 ... 0 0
0 λ 1 ... 0 0
...

...
...

...
...

...
0 0 0 ... λ 1
0 0 0 ... 0 λ

 ,

where λ ∈ SpA, and d = nλ is the dimension of the block. From the fact that

(Jλ,d − λIdd)
d = 0,

it follows that the generalized eigenspace of Jλ,d is simply Cd. In addition, the matrix
exponential exp[Jλ,d t] can be evaluated as

exp[Jλ,d t] = exp[(Jλ−λIdd)t+λIddt] = eλtexp[J0,d t] = eλt
∞∑
k=0

1

k!
Jk
0,d t

k = eλt
d−1∑
k=0

1

k!
Jk
0,d t

k,

(4.54)
where J0,d = Jλ,d − λIdd, and the fact that Jd

0,d = 0 has been employed. Consequently,

for v ∈ Cd, the leading order asymptotic term of exp[Jλ,d t]v as t→ ∞ behaves like

td−1exp[Re{λ}t],

where exp[Im{λ}t] contributes only as a rotation. To see how this is related to the matrix
exponential exp[At], it is convenient to order the Jordan blocks as

J = {Jλ1,d1 , Jλ2,d2 , ..., Jλm,dm},

where Re{λi} ≥ Re{λi+1}, and di ≥ di+1 whenever Re{λi} = Re{λi+1}. So, from the
fact that

eAt = TeJtT−1 = T{exp[Jλ1,d1 t], exp[Jλ2,d2 t], ..., exp[Jλm,dm t]}T−1,
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it follows that the leading order term of eAtv, for a generic v ∈ Cn, has a time depen-
dence of td1−1exp[Re{λ1}t] as t→ ∞. This motivates introducing the following notation.

Definition 4.13 For B ∈ Mn(C), if

κmax(B) := sup{Reλ | λ ∈ SpB}, κmin(B) := inf{Reλ | λ ∈ SpB}.

Then, RspB, the real eigenvalue spread of B, is defined by RspB := κmax(B) −
κmin(B). In addition, if κ ∈ {Reλ | λ ∈ SpB}, then dmax(B, κ) is defined to be the
largest dimension of a Jordan block corresponding to an eigenvalue of B with a real part
κ. Finally, if κ /∈ {Reλ | λ ∈ SpB}, then dmax(B, κ) := 1.

So, it follows by construction that κmax(A) = Re{λ1} and dmax(A, κmax) = d1.

Now, turning to the point of when the term Arem(t)v in equation (4.51) can be
dropped, it is important to remark that, under the assumption

∥F∥A∞ :=

∫ ∞

0

e−κ1s|F (s)|ds <∞, (4.55)

where κ1 := κmax(A∞), solutions v(t) to (4.51) do not grow faster than the fastest
growing solutions to the equation v̇ = A∞v. In other words,

|v(t)| ≤ C⟨t− Tode⟩d1−1eκ1(t−Tode), (4.56)

for t ≥ Tode, where d1 := dmax(A∞, κ1). It is noteworthy that condition (4.55) is just
the statement that also F does not grow faster than the fastest growing solutions to
v̇ = A∞v. From the fact that equation (4.51) can be expressed as

d

dt

(
e−A∞tv −

∫ t

Tode

e−A∞sF (s)ds

)
= e−A∞tArem(t)v(t), (4.57)

and taking the previous observations into consideration, it follows that the right-hand
side decays exponentially, and hence the term inside the parenthesis converges exponen-
tially, if RspA∞ < βrem, or in other words if

κmin(A∞) > κmax(A∞)− βrem. (4.58)

To get an insight into what this condition implies, it is worth remarking that βrem
represents the threshold between the leading order part of solutions to v̇ = A∞v, which
can be distinguished from the error resulting from neglecting Arem(t)v, and remainder
part which cannot. Given that the leading order behaviour is proportional to κmax(A∞),
it is then necessary to focus on solutions with Re{λi} such that
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Re{λi} > κmax(A∞)− βrem. (4.59)

So, equation (4.58) indicates that all the eigenvalues of exp[A∞t]v, for some v ∈ C2m,
correspond to a leading order behaviour in this case. On the other hand, if RspA∞ ≥
βrem, this could imply an exponential growth for the right-hand side of (4.57). Hence,
to be able to proceed further, it is important to consider only eigenvalues λi such that
(4.59) is satisfied. This is summarized by the following lemma.

Lemma 4.4 Given 1 ≤ n ∈ Z, B ∈ Mn(C) and 0 < β ∈ R, there is a T ∈ GLn(C)
such that T−1BT has the following properties:

T−1BT = diag{Ba, Bb},

where Ba ∈ Mna(C); Bb ∈ Mnb
(C); 1 ≤ na ∈ Z and 0 ≤ nb ∈ Z are such that na+nb = n;

and Ba and Bb consist of Jordan blocks. Moreover, RspBa < β; κmax(Ba) = κmax(B);
and κmax(Bb) ≤ κmax(B)− β (assuming nb ≥ 1).

Consequently, for T ∈ GL2m(C), it follows that

T−1A∞T = diag{A∞,a, A∞,b},

where the blocks A∞,a, A∞,b satisfy the properties mentioned in the lemma, with β =
βrem. Denoting w(t) := T−1v(t), and letting wa and wb be the components of w corre-
sponding to the blocks A∞,a and A∞,b, respectively, then equation (4.51) can be decom-
posed as

ẇa(t) = A∞,awa(t) + [T−1Arem(t)v(t)]a + [T−1F (t)]a, (4.60)

ẇb(t) = A∞,bwb(t) + [T−1Arem(t)v(t)]b + [T−1F (t)]b. (4.61)

For equation (4.60), same arguments as before can be applied to obtain the leading
order behaviour. However, for the system (4.61), it is only possible to have an estimate
of the solutions. As mentioned previously, this is related to the fact that the second
term on the right-hand side could grow faster than the fastest growing solutions to
ẇb = A∞,bwb(t).

It is noteworthy that the previous decomposition of the matrix A∞ can be done al-
ready on the level of the generalized eigenspaces of the matrix. For this, the following
notation is needed.

Definition 4.14 Given 1 ≤ n ∈ Z, B ∈ Mn(C), 0 < β ∈ R, and let na and nb be the
integers obtained by appealing to lemma 4.4. na and nb are referred to as the dimensions
of the first and second subspaces (respectively) of the β,B-decomposition of Cn. If T is
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obtained as in lemma 4.4, Ea := T (Cna × {0}nb), Eb := T ({0}na × Cnb), then Ea(Eb) is
referred to as the first (second) generalized eigenspace in the β,B-decomposition of Cn.
In other words, Ea(Eb) is the direct sum of the generalized eigenspaces of B correspond-
ing to eigenvalues in SpBa (SpBb).

So, looking into the first generalized eigenspace of A∞ is equivalent, on the trans-
formed, Jordan block side, to focusing on vectors v ∈ C2m such that the components
corresponding to Jordan blocks Jλi,di with Reλi ≤ κmax(A∞)− βrem vanish.

As a final remark, it is noteworthy that if B ∈ Mn(R), then λ ∈ SpB ⇒ λ∗ ∈ SpB.
Moreover, nλ = nλ∗ , so that v ∈ Eλ implies that v∗ ∈ Eλ∗ . In this case, the spaces Ea

and Eb can be thought of as subspaces of Rn.

4.3.5 Deriving and specifying asymptotics

After investigating the behaviour of solutions to the system (4.51) in the ODE regime, it
is worth remarking that during the interval [0, Tode], known as the oscillatory regime, less
information is available. Due to the assumption of weak balance, it is at least guaranteed
that the energy associated with the solutions does not grow faster than exponentially.
However, the estimate of the energy turns out to be in the form of ⟨ν(ι)⟩s0 times the
initial energy, where s0 ≥ 0. From the fact that the energy Es, s ∈ R, for a given solution
z of equation (4.35) is defined by

Es(ι, t) :=
1

2
⟨ν(ι)⟩2s[|ż(ι, t)|2 + g2(ι, t)|z(ι, t)|2 + |z(ι, t)|2], (4.62)

it follows that this estimate involves loss of regularity. In other words, initial data have
to be estimated in the Sobolev space Hs+s0 to obtain an estimate regarding asymptotics
in the Hs space.

Combining the previous remarks with the analysis of solutions in the ODE regime,
the asymptotics of solutions to equation (4.3) can be derived according to the following
lemma.

Lemma 4.5 Assume that (4.3) is weakly silent, weakly balanced and weakly conver-
gent. Assume, moreover, that f is a smooth function such that for every s ∈ R,

∥f∥A,s :=

∫ ∞

0

e−κ1τ∥f(·, τ)∥(s)dτ <∞ (4.63)

holds, where κ1 := κmax(A∞) and A∞ is defined in (4.28). Let βrem := min{bs, ηmn},
where bs and ηmn are the constants appearing in the definition of weak silence and weak
convergence (definition 4.12), respectively. Let, moreover, Ea be the first generalized
eigenspace in the βrem, A∞-decomposition of C2m. Then, there are constants C,N and
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shom, sih ≥ 0, depending only on the coefficients of equation (4.3) such that the following
holds. Given a smooth solution u to (4.3), there is a unique V∞ ∈ C∞(M̄, Ea) such that

∥∥∥∥∥∥
u(·, t)

ut(·, t)

− eA∞V∞ −
∫ t

0

eA∞(t−τ)

 0

f(·, τ)

 dτ

∥∥∥∥∥∥
(s)

≤ C⟨t⟩Ne(κ1−βrem)t(∥ut(·, 0)∥(s+shom) + ∥u(·, 0)∥(s+shom+1) + ∥f∥A,s+sih),

(4.64)

holds for t ≥ 0 and all s ∈ R. Moreover,

∥V∞∥(s) ≤ C(∥ut(·, 0)∥(s+shom) + ∥u(·, 0)∥(s+shom+1) + ∥f∥A,s+sih). (4.65)

Three remarks are in order. First, if, in addition to the assumptions of the lemma,
the estimate (4.45) is satisfied, then the definition of βrem is replaced by

βrem = min{2bs, bs + βder, ηmn}. (4.66)

Second, the estimate (4.65) can be interpreted as indicating that the map from initial
data to asymptotic data, as represented by V∞, is continuous with respect to the C∞-
topology. Third, it is not difficult to see that

eA∞V∞ +

∫ t

0

eA∞(t−τ)

 0

f(·, τ)

 dτ,

is just a solution to the system (4.27).
Given a solution to the equation, lemma 4.5 provides a method to calculate the

asymptotics. However, it is also interesting to be able to specify asymptotics that cor-
respond to a certain solution. For this purpose, it is necessary first to impose an upper
bound on k̄(t), or a lower bound on ℓ(ι, t). The reason for this is that when going back-
wards in time from initial data at t = Tode, specified by asymptotic data in the ODE
regime, to initial data at t = 0, it is important that the energy does not grow faster than
exponentially. This is implemented in the following lemma.

Lemma 4.6 Assume that (4.3) is weakly silent, weakly balanced and weakly con-
vergent. Assume, moreover, that f = 0 and that there is a constant blow > 0 and a
non-negative continuous function elow ∈ L1([0,∞)) such that

ℓ̇(ι, t) ≥ −blow − elow(t), (4.67)
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for all t ≥ 0 and all 0 ̸= ι ∈ IB. Let A∞ be defined by (4.28) and let βrem = min{bs, ηmn},
where bs and ηmn are the constants appearing in (4.44) and (4.26), respectively. Finally,
let Ea be the first generalized eigenspace in the βrem, A∞-decomposition of C2m. Then,
there is an injective map

Φ∞ : C∞(M̄, Ea) → C∞(M̄,C2m),

such that the following holds. First,

∥Φ∞(χ)∥(s) ≤ C∥χ∥(s+s∞), (4.68)

for all s ∈ R and all χ ∈ C∞(M̄, Ea), where the constants C and s∞ ≥ 0 only depend
on Ccoeff, Cmn, bs, blow, ηmn, A∞, ∥e∥1, ∥elow∥1, gij(0), i, j = 1, ..., d, and ar(0), r =
1, ..., R. Secondly, if χ ∈ C∞(M̄, Ea) and u is the solution to (4.3) (with f = 0) such
that u(·, 0)

ut(·, 0)

 = Φ∞(χ), (4.69)

then

∥∥∥∥∥∥
u(·, t)

ut(·, t)

− eA∞tχ

∥∥∥∥∥∥
(s)

≤ C⟨t⟩Ne(κ1−βrem)t(∥ut(·, 0)∥(s+shom) + ∥u(·, 0)∥(s+shom+1)),

(4.70)
for all t ≥ 0 and all s ∈ R, where the constants C,N and shom have the same dependence
as in the case of lemma 4.5. Finally, if Ea = C2m (i.e. if RspA∞ < βrem), then Φ∞ is
surjective.

Three remarks are in order. First, by combining (4.68), (4.69) and (4.70), it fol-
lows that the Sobolev norms of u(·, 0) and ut(·, 0) on the right-hand side of (4.70) can
be replaced by a suitable Sobolev norm of the asymptotic data χ. Second, similar to
(4.65), the estimate (4.68) implies that the map from asymptotic data to initial data
is continuous with respect to the C∞-topology. Hence, based on both lemmas 4.5 and
4.6, it follows that when Ea = C2m, there is a homeomorphism between initial data and
asymptotic data.

Third, even though the lemma is stated for the case f = 0, it can be extended to
the inhomogeneous case by combining it with lemma 4.5. For this purpose, assume that
∥f∥A,s < ∞, and let upart be the solution to (4.3) with initial data upart(·, 0) = 0. Also,
let Vpart,∞ ∈ C∞(M̄, Ea) be such that (4.64) holds with u and V∞ replaced with upart
and Vpart,∞, respectively. Given a general V∞ ∈ C∞(M̄, Ea), denote uhom the solution to
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(4.3) with f = 0 and corresponding initial data uhom(·, 0) = Φ∞(V∞ − Vpart,∞). Hence,
it follows that u := uhom + upart is a solution to (4.3) that satisfies (4.70).

Now, it is convenient to have a flavour of how lemmas 4.5 and 4.6 can be used to derive
and specify asymptotics for a given equation, before applying them to the main equations
of interest in the next chapter. For this purpose, equation (4.24) can be considered. In
this case, the metric gass associated with the equation is given by

gass = −dt⊗ dt+ e2tdθ ⊗ dθ,

on S1 × R. As a result

ḡass = e2tdθ ⊗ dθ, k̄ = ḡass, χ = 0.

In addition, χ = 0, α = 0 and ζ = 0. Consequently, the equation is C1-silent (or
weakly silent) with µ = 1. Moreover, the estimate (4.26) is satisfied with α∞ = ζ∞ = 0,
and ηmn = 1. Hence, all the necessary assumptions of lemma 4.5 are fulfilled. Given
that the estimate (4.45) is also satisfied with βder = 1, it follow that βrem = 1.

The matrix A∞ is expressed as

A∞ =

(
0 1

0 0

)
,

which is of the form of a Jordan block corresponding to an eigenvalue λ = 0 with a
multiplicity nλ = 2. So, κ1 = 0, and Ea coincides with R2. So, lemmas 4.5 and 4.6 can
be combined to yield a homeomorphism between initial data and asymptotic data.

Based on the previous remarks on Jordan blocks, the matrix exponential eA∞t is
simply calculated as

eA∞t =

(
1 0

0 1

)
+

(
0 t

0 0

)
=

(
1 t

0 1

)
.

So, for ψ = (ψ∞, v∞)t ∈ C∞(S1,R2), it follows that for a given solution P∥∥∥∥∥∥
P (·, t)
Pt(·, t)

−

ψ∞ + v∞t

v∞

∥∥∥∥∥∥
(s)

≤ Cs⟨t⟩Ne−t, (4.71)

where Cs is allowed to depend on s and the solution in this case. This result agrees with
the one obtained previously by dropping the second spatial derivatives, the reason being
the fact that equation (4.24) is also balanced.
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Chapter 5

Asymptotic analysis of the systems
of interest

In this chapter, lemmas 4.5 and 4.6 are applied to analyze the asymptotics of the systems
of interest, namely scalar linear perturbations of a flat FL background with a perfect
fluid and a cosmological constant, according to (2.119), and a massive scalar field on the
same background, according to (2.131), in the direction of the initial singularity.

5.1 Past asymptotics of scalar linear perturbations

of a FL background

Recalling that, based on equation (2.116), the relevant matter model in the direction of
the singularity of a FL model is a radiation fluid with ω = 1

3
, then equation (2.119) gets

expressed as

Ψ′′ − 1

3
∆Ψ +

4

η
Ψ′ +

4

3
η2ΛΨ = 0, (5.1)

where ∆ is the Laplace-Beltrami operator on T3. Now, based on remarks made in the
previous chapter, the time coordinate can be changed as

η = e−τ ⇒ d

dη
= −eτ d

dτ
, (5.2)

so that τ → ∞ corresponds to η → 0. Invoking this, equation (5.1) becomes

eτ
d

dτ
[eτΨτ ]−

1

3
∆Ψ− 4e2τΨτ +

4

3
Λe−2τΨ

= e2τΨττ + e2τΨτ −
1

3
∆Ψ− 4e2τΨτ +

4

3
Λe−2τΨ,

(5.3)
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which yields

Ψττ −
1

3
e−2τ∆Ψ− 3Ψτ +

4

3
Λe−4τΨ = 0. (5.4)

The metric associated with (5.4) is given by

gass = −dτ ⊗ dτ + 3e2τ
3∑

i=1

dxi ⊗ dxi, (5.5)

on T3 × R, and hence

ḡass = 3e2τ
3∑

i=1

dxi ⊗ dxi, k̄ = ḡass, χ = 0. (5.6)

Also, χ = 0, α(τ) = −3 and ζ(τ) = 4
3
Λe−4τ . So, the equation is C1-silent with

µ = 1, and the estimate (4.26) is satisfied with α∞ = −3, ζ∞ = 0, and ηmn = 4. As
a result, lemma 4.5 can be applied. In this respect, the estimate (4.45) is also satisfied
with βder = 1. Hence, βrem = 2.

The matrix A∞ is given as

A∞ =

(
0 1

0 3

)
, (5.7)

which has eigenvalues λ1 = 0 and λ2 = 3, both with nλ = 1. Thus, κ1 = 3. The
generalized eigenspace Eλ1 is spanned byx1

0

 ,

where x1 ∈ R. Similarly, Eλ2 is spanned by x1

3x1

 .

So, choosing x1 = 1, the matrix T and its inverse can be given by

T =

(
1 1

0 3

)
, T−1 =

(
1 −1/3

0 1/3

)
. (5.8)

Consequently, the matrix exponential eA∞τ is calculated as
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eA∞τ =

(
1 1

0 3

)(
1 0

0 e3τ

)(
1 −1/3

0 1/3

)
=

(
1 1

3
(e3τ − 1)

0 e3τ

)
. (5.9)

Given that RspA∞ > βrem, it follows that Ea = Eλ2 , and V∞ is expressed as

V∞ =

 ψ∞

3ψ∞

 ,

for ψ∞ ∈ C∞(T3,R). Hence, applying the estimate (4.64) for a given smooth solution Ψ
of (5.4) gives ∥∥∥∥∥∥

Ψ(·, τ)

Ψτ (·, τ)

−

 ψ∞e
3τ

3ψ∞e
3τ

∥∥∥∥∥∥
(s)

≤ Cs⟨τ⟩Neτ , (5.10)

where, as indicated before, Cs is allowed to depend on s and the solution.

As a result, there is a blow-up of scalar linear perturbations that goes like 1/η3 for
η → 0. Moreover, the cosmological constant Λ does not have any effect on the asymptotic
behaviour of Ψ in the direction of the initial singularity. In fact, the time dependence
of the blow-up agrees with the one deduced from solving equation (5.4) for Λ = 0, as
shown in [42].

From equation (5.10) and the previous remark, the corresponding asymptotic be-
haviour of the relative energy density perturbations of the perfect fluid can be deter-
mined, through (2.120), as

δρ1ℓ
ρ0

=
2

3
eτ∆ψ∞ + 4ψ∞e

3τ , (5.11)

for τ → ∞.

5.2 Past asymptotics of the Klein-Gordon equation

on a FL background

Specifying the matter model of the background to a radiation fluid as before, equation
(2.131) gets expressed as

ϕ′′ −∆ϕ+
2

η
ϕ′ + η2m2ϕ = 0, (5.12)

where ∆ϕ ≡
∑3

i=1 ϕii. Employing the change of time coordinate of (5.2), this equation
becomes
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ϕττ − e−2τ∆ϕ− ϕτ + e−4τm2ϕ = 0. (5.13)

Proceeding as before, the associated metric with (5.12) is given by

gass = −dτ ⊗ dτ + e2τ
3∑

i=1

dxi ⊗ dxi, (5.14)

on T3 × R. Consequently,

ḡass = e2τ
3∑

i=1

dxi ⊗ dxi, k̄ = ḡass, χ = 0. (5.15)

Also, χ = 0, α(τ) = −1 and ζ(τ) = e−4τm2. So, equation (5.13) is C1-silent with
µ = 1, and the estimate (4.26) is satisfied with α∞ = −1, ζ∞ = 0, and ηmn = 4. As a
result, lemma 4.5 can be applied, as before. In this respect, the estimate (4.45) is also
satisfied with βder = 1. Hence, βrem = 2.

The matrix A∞ is given by

A∞ =

(
0 1

0 1

)
. (5.16)

The eigenvalues in this case are λ1 = 0 and λ2 = 1, both with nλ = 1. Thus, κ1 = 1.
As the case with the previous analysis, the generalized eigenspace Eλ1 is spanned byx1

0

 ,

where x1 ∈ R. On the other hand, Eλ2 is spanned byx1
x1

 .

Again, choosing x1 = 1, the matrices T and T−1 are expressed as

T =

(
1 1

0 1

)
, T−1 =

(
1 −1

0 1

)
. (5.17)

Using (5.17), the matrix exponential eA∞τ can be calculated as

eA∞τ =

(
1 1

0 1

)(
1 0

0 eτ

)(
1 −1

0 1

)
=

(
1 eτ − 1

0 eτ

)
. (5.18)
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One difference with respect to the previous case is that RspA∞ < βrem. So, Ea = R2,
and the asymptotic data V∞ are expressed as

V∞ =

ϕ∞

v∞

 ,

for ϕ∞, v∞ ∈ C∞(T3,R). This also indicates, by appealing to lemma 4.6, that the map
between initial data and asymptotic data is a homeomorphism with respect to the C∞-
topology.

Applying equation (4.64) for a given smooth solution ϕ yields∥∥∥∥∥∥
 ϕ(·, τ)

ϕτ (·, τ)

−

ϕ∞ + (eτ − 1)v∞

eτv∞

∥∥∥∥∥∥
(s)

≤ Cs⟨τ⟩Ne−τ , (5.19)

where, as above, Cs is allowed to depend on s and the solution.

Similar to the cosmological constant, it turns out that the mass m does not affect
the asymptotics of the scalar field in the direction of the initial singularity. This agrees
with both the results of [5] and [2], where the latter investigates the past asymptotics of
equation (5.13) with m = 0.

Based on (5.19), the energy density of the scalar field (2.124) is asymptotically ex-
pressed as

ρϕ =
1

2
[e6τv2∞ − e2τ∆ϕ∞ − (eτ − 1)e2τ∆v∞], (5.20)

for τ → ∞.
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Conclusion

In this thesis, past asymptotics of two scalar linear wave equations on a flat FL cosmo-
logical background, coupled to a perfect fluid, have been analyzed using the method of
[48]. For the first equation, the blow-up profile of scalar linear perturbations of this back-
ground has been derived in the presence of a cosmological constant Λ. In this respect,
it is shown by estimate (5.10) that neither the size nor the sign of Λ affects the blow-up
of perturbations. For the second equation, the blow-up of a massive scalar field on the
same background has been investigated. Similar to the first case, the effect of mass turns
out to be negligible, asymptotically, according to (5.19). This irrelevance of both the
cosmological constant and mass suggests that the blow-up pattern in the direction of the
initial singularity of the FL solution is entirely determined by the scale factor, and not
by other parameters, in the two discussed cases.

In general, studying systems of the form (4.3) on cosmological backgrounds turns out
to be relevant for another important issue, namely investigating the stability of these
backgrounds. By linearizing the Einstein’s equations for a given solution, the method of
the previous chapter can be employed to analyze the asymptotics, whether to the past or
future, of the resulting equations of perturbations. If a certain asymptotic feature of the
background solution is retained by the perturbations, then it is considered to be stable,
at least on the linear level. For example, turning again to the first case of interest, it
results that the flat FL model with a radiation fluid is past linearly stable due to the
blow-up of perturbations. However, it is important not to forget that the situation could
be different in the full non-linear setting. In fact, by considering anisotropic cosmological
solutions, it turns out that this same background is past non-linearly unstable, which
represents a strong motivation to go beyond the assumption of isotropy when studying
the cosmic singularity [51]. Even though the stability of many cosmological solutions of
interest has already been established on the non-linear level, for example [22, 53, 50, 20,
11, 43], most of these results is proven either for the vacuum case, or in the presence
of matter, but with symmetry assumptions. Hence, asymptotic analysis of these more
general situations in the linear regime can help to further extend the non-linear results
to more realistic models of the universe. Moreover, an understanding of the linearized
system helps to inform how the gauge for the full Einstein-matter system can be better
fixed [48].
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