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Abstract

Hadrontherapy is an external radiation therapy for cancer that uses beams of charged
particles, protons or heavier ions, to target the tumor and prevent its proliferation.
When entering a medium, due to electromagnetic interactions with electrons, a charged
particle releases most of its energy just before stopping in the so-called Bragg peak,
whose position depends on the initial energy of the particle. The energy release is
thus concentrated in the tumor area, minimizing damage to surrounding healthy tissues.
Nuclear interactions can also occur, causing fragmentation of human body nuclei and of
the beam, possibly changing the dose release profile. A precise understanding of these
interactions is therefore needed. Another field that benefits from nuclear interaction
measurements is space radioprotection. The main concern of human missions in deep
space is protecting astronauts from the harsh space radiation environment. To provide
effective shielding, nuclear interaction data are fundamental to develop accurate models
and evaluate health risks. However, nuclear fragmentation cross section data are very
limited.
The FOOT (FragmentatiOn Of Target) experiment aims to fill this gap by measuring the
nuclear fragmentation double differential cross section with respect to the kinetic energy
of the fragments and their emission angle, with a precision within 5%. The experiment is
composed of two different setups: an emulsion setup, optimized for light fragments, and
an electronic setup.
In this thesis I analyze a data sample taken at GSI (Darmstadt, Germany) in July 2021,
with the electronic setup, with a 400MeV/u 16O beam on a polyethylene (C2H4) target,
obtaining a first evaluation of total and angular differential cross section for different
fragment charges. Using a previous result with a graphite (C) target, the cross section
for a proton target is also obtained. When a comparison is possible, the results are in
agreement with the limited data currently available.
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Introduction

Hadrontherapy, like conventional radiotherapy, is an external radiation therapy for cancer
treatment that targets the tumor and prevents its proliferation. However, while radio-
therapy uses photons, hadrontherapy utilizes charged particles such as protons or heavier
ions. The main difference between these two therapies resides in the different dose profiles
of the particles employed: photons release a higher amount of energy upon entering the
medium, which gradually decreases as they penetrate deeper, while charged particles
primarily release most of their energy just before stopping, at the so-called Bragg peak.
The position of this peak depends on the initial energy of the particle beam. Thanks to
these properties, in hadrontherapy the energy release is concentrated in the tumor area,
thereby minimizing damage to the surrounding healthy tissues. At typical hadrontherapy
energies, from 120MeV/u up to 400MeV/u for heavier ions, nuclear fragmentation can
occur, involving both the projectile and the target, i.e. human body nuclei. Fragments
produced by the projectile can reach regions beyond the Bragg peak, potentially releasing
energy in healthy tissue; on the other end, fragments produced by the target travel no
more than tenths of µm, releasing their energy where they are produced. For this reason,
an accurate knowledge of nuclear fragmentation processes is necessary.
Nuclear fragmentation can play an important role also in the field of space radioprotection.
Space agencies around the world, including NASA and ESA, are showing an increasing
interest in human missions beyond the Low Earth Orbit to explore new frontiers. However,
one of the biggest challenges in these missions is dealing with the particularly harsh
space radiation environment, which is a significant risk for the health of astronauts.
Since space radiation is isotropic, the most effective countermeasure that can be taken to
provide protection against it is shielding. To provide an effective shielding, as well as to
evaluate risks during space missions, a clear knowledge of physical processes involved is
required, starting from nuclear fragmentation. Unfortunately, the availability of nuclear
fragmentation data is very limited, particularly regarding target fragmentation.
The FOOT (FragmentatiOn Of Target) experiment aims to fill the gap in nuclear frag-
mentation measurements by measuring the double differential cross section with respect
to the kinetic energy of the fragments and their emission angle, achieving a precision
within 5%. The FOOT experiment is equipped with two different experimental setups
to identify the various fragments produced: an electronic setup designed for detecting
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charged fragments with Z ≥ 2, and an emulsion setup optimized for lighter fragments.
The electronic setup is composed of a tracking region to measure the momentum of the
fragments and a section dedicated to charge identification and kinetic energy evaluation.
To properly address relevant cross section measurements, the FOOT experiment employs
an inverse kinematics strategy: instead of firing a proton beam against a target resembling
a human tissue, nuclei which are abundant in the human body are fired as projectiles
on a target containing Hydrogen (protons). In this way, the produced fragments have
enough kinetic energy to exit the target and to be detected by the apparatus, in order to
determine their production cross section. At the end, a Lorentz boost is applied to obtain
the cross section in direct kinematics. The experiment has a table top setup so that it
can be easily transported in different research centers to perform measurements. The
targets used are the same both for particle therapy and space radioprotection applications:
graphite (C), polyethylene (C2H4) and PMMA (C5O2H8) with different beam elements
and energies, ranging from 200MeV/u up to 800MeV/u in the case of radioprotection.
In this thesis work a first analysis conducted with data acquired at GSI in July 2021 with
a 400MeV/u 16O beam impinging on a 10mm C2H4 target is presented. At the time,
the FOOT setup was not in its final configuration. It was composed of a scintillator foil
that provides the trigger, a drift chamber to monitor the beam before the target and,
at 1.93m from the target, two layers of scintillator bars, called Tof Wall. The energy
loss in the Tof Wall, together with the time-of-flight information, is used to reconstruct
the particle charge. Without the tracking system, it was not possible to evaluate the
mass of the fragments and to recognize fragmentations outside the target event by event.
To remove the background, a run without the target has been subtracted to the data
acquired with the target. The same analysis conducted on the data was also carried on a
Monte Carlo (MC) sample to validate the technique and calculate the efficiencies. From
the analysis, total and angular differential cross section for different charges has been
extracted. Using a previous result obtained with a Carbon target with the same beam
conditions, the cross section for a proton target has been calculated, subtracting the
Carbon cross section from the polyethylene one.
In Chapter 1 an overview of processes involved when charged particles interact with
matter is presented, with a focus on aspects relevant for hadrontherapy and space ra-
dioprotection. Chapter 2 contains an explanation of hadrontherapy principles and a
description of the space radiation environment. The role of nuclear fragmentation is also
highlighted, together with some relevant measurements that can be found in literature.
In Chapter 3, the FOOT experiment is explained, focusing on the electronic setup. In
Chapter 4 the analysis on GSI2021 data is described and its results are presented.
Moreover, during my master’s program, I spent a period at the CNAO (Centro Nazionale
di Adroterapia Oncologica) working on a project aimed at performing dose verification
during patient treatment sessions. This work is presented in Appendix A.
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Chapter 1

Charged particles interactions in
matter

In this chapter I will give an overview of processes involved when charged particles,
such as protons and heavier ions, interact with matter, focusing on aspects relevant for
hadrontherapy and space radioprotection applications.
Charged particles mainly interact electromagnetically with atomic electrons through
inelastic Coulomb scattering, a process that leads to energy loss. They can also undergo
elastic Coulomb scattering with nuclei, which causes deviations from their initial trajectory.
Although less frequent, nuclear interactions can also occur, playing an important role in
both particle therapy and space radioprotection.

1.1 EM interactions with atomic electrons

When a heavy charged particle such as a proton or a heavier ion, enters an absorbing
medium, it mainly interacts with atomic electrons. Considering the dimensions of a
nucleus, approximately ∼ 10−15 m, compared to those of an atom, around ∼ 10−10 m, the
probability of interaction is 1010−8 times higher for the atom. This significant difference
makes interactions with atomic electrons far more probable than with nuclei.
Depending on the interaction’s intensity, the collision can either lead to the excitation
of an atomic electron to a higher energy level (excitation) or be sufficiently energetic to
eject the electron entirely from the atom (ionization). During excitation, the electron is
promoted to an external atomic energy level and subsequently de-excites by emitting a
photon.
Since the mass of the electron is much smaller than that of the incoming proton or
charged ion, the trajectory of the primary particle remains nearly straight. This is
because the primary particle is not significantly deflected by these inelastic interactions,
which occur randomly in all directions. The energy transferred to the electron comes
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from the particle’s kinetic energy, leading to a reduction in the particle’s speed.
As the charged particle traverses the medium, it interacts with numerous electrons.
Consequently, it is better to discuss the overall energy loss of the particle rather than
focusing on individual collisions. Each collision results in a very small fraction of the
total energy being transferred, so the energy loss process can be considered continuous.

1.1.1 The Bethe-Bloch formula

The continuous loss of energy process of charged particles can be described by the concept
of stopping power [1]. This quantity, which represents a force, indicates the average
energy loss per unit length:

S =
dE

dx
(1.1)

where E is the deposited energy in the infinitesimal path dx. The first attempt to find
an expression for the stopping power was made by Bohr using a classical approach.
Later, Bethe and Bloch, through a quantum mechanical treatment, derived the following
formula:

−dE

dx
= 2πNAr

2
emec

2ρ
Z

A

z2

β2

[
ln

(
2meγ

2v2Wmax

I2

)
− 2β2 − δ − 2

C

Z

]
(1.2)

where 2πNAr
2
emec

2 = 0.153 55MeVcm2/g, with NA the Avogadro number and:

• re is the classical electron radius and me is the electron mass,
• c is the speed of light in vacuum,
• ρ, Z and A are the density, the atomic number and the mass number of the
irradiated material,

• z is the atomic number of the atoms of the incident radiation,
• β = v/c and γ = 1/

√
1− β2 with v incident particle’s velocity,

• Wmax is the maximum energy transferred in a single collision,
• I is the mean excitation potential of the atoms in the material,
• δ is the delta correction,
• C is the shell correction.

This formula assumes that the electron is effectively at rest relative to the incoming
charged particle. Additionally, as previously mentioned, due to the electron’s much
smaller mass compared to the incoming particle, the particle’s trajectory remains almost
unchanged, only experiencing energy loss in the process.
The dependence on the medium in this formula is associated with the term ρZ/A and
the mean excitation potential I. The mean excitation potential I depends on the atomic
number Z of the material, with values ranging from 19 eV for Hydrogen to 820 eV for
Lead. Since I appears inside a logarithm, its impact on the overall energy loss is relatively
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minor. The ratio Z/A typically remains around 0.5 and is approximately 0.42 for heavier
nuclei, typically not present in the human body. In contrast, the density ρ can vary
significantly between different materials, making it the primary factor that expresses the
medium dependence in this formula.

Figure 1.1: Variation of the Mass Stopping Power as a function of βγ for different particles
(muon, pion and proton) and materials [2].

In order to have a more material independent formula, the mass stopping power is defined,
as:

−dE

dχ
= −1

ρ

dE

dx
. (1.3)

The stopping power of a charged particle depends on its velocity (β). At low energies, it
is inversely proportional to β2. Its value decreases until it reaches a minimum around
βγ = 3− 4, after which it increases logarithmically with β2. Figure 1.1 illustrates the
variation of the Mass Stopping Power as a function of βγ.
In the energy range relevant for hadrontherapy, the energy loss primarily depends on the
z2/β2 of the incident particle. This means that, in this region, the particle releases more
energy as it slows down, leading to a peak in energy release just before it stops. This is
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known as the Bragg peak and, as illustrated in Section 2.1.1, its position depends on the
initial kinetic energy of the beam.
The density correction δ presented in Eq. 1.2 becomes important at high energy and its
related to the polarization of the atoms along the incident particle’s path. Electrons far
from the particle are shielded from its electric field and, as a result, they contribute less
to the total energy loss. This correction mitigates the logarithmic increase in energy loss
at high energies and depends on the density of the material.
The shell correction, instead, becomes significant at lower energy, when the velocity of
the incident particle is comparable or less than the orbital velocity of the bound electrons.
At these energies, the assumption that the electron is stationary relative to the incident
particle is no longer valid, but generally this correction is small. This correction prevents
the Bethe-Bloch from being infinite (non-physical result) when the velocity β tends to
zero. The plot in Figure 1.2 shows the effect of this correction.

Figure 1.2: Mass stopping power in function of ion energy for protons in liquid water, in
the hadrontherapy energy range [3]. The 1/β2 increase is stopped at low energy by the
shell correction. In red, the corresponding range is shown (see Section 1.1.2).

For an electron entering a medium, the process of energy loss can be still described by
the Bethe-Bloch; however, some corrections are needed to account for the small mass of
the electron and the fact that it interacts with other electrons, i.e. identical particles. In
addition, for electrons, energy loss by radiation (Bremsstrahlung) is also relevant [1].

1.1.2 Energy loss fluctuations and range

The energy loss process, as previously stated, results from a stochastic process involving
hundreds of interactions. This means that particles with the same initial energy will not
have the same exact energy release (energy loss straggling). The energy loss is described
by a Landau-Vavilov distribution, as shown in Figure 1.3.
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Figure 1.3: Typical distribution of energy loss in a thin absorber: the distribution is
asymmetric with a tail at high energy [1].

In the case of a thick absorber material, where many collisions take place, considering
the central limit theorem, the distribution can be considered Gaussian [4]:

f(∆E) =
1√
2πσ2

exp
(∆E −∆E)2

−2σ2
(1.4)

where σ is the energy loss fluctuation, ∆E the energy loss and ∆E the mean energy loss
value. Even though the process is statistical, it is possible to define the path travelled by
a charged particle before it stops in a given material. This quantity is called range, and its
most common definition is obtained considering the particle as continuously slowing down
(Continuous-Slowing-Down Approximation) in the medium. It is defined integrating the
Bethe-Bloch equation as:

R(E0) =

∫ R

0

dx =

∫ E0

0

−
(
dE

dx

)−1

dE (1.5)

where E0 is the initial kinetic energy of the particle. Due to energy loss straggling, the
range of particles with same initial energy will have a range distributed around a mean
value (see Figure 1.4). Statistical fluctuations of range are called range straggling.
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Figure 1.4: Fraction of transmitted particles as a function of depth in the medium. The
mean value of the range and its distribution, which is approximately Gaussian, are also
shown [1].

It can be shown that the integration of Eq. 1.5 leads to:

R(v) =
m

z2
F (v) (1.6)

where F(v) is a function of the initial velocity of the particle. From this formula, a useful
scaling law can be derived for two particles, a and b, with the same velocity, but different
mass and charge, traversing the same medium [5]:

Ra(v) =
maz

2
b

mbz2a
Rb(v) (1.7)

allowing for the comparison of ranges based on their masses and atomic numbers. For
example, for a proton and a Carbon nucleus, it can be found that Rp = 3RC .
The relation between the range of a particle and its initial kinetic energy E is well
approximated by the formula

R(E) = αEp (1.8)

where α is a constant that depends on the material, and p is a constant that depends on
the incoming particle. The value of p is generally around 1.75 for many particles. From
this formula, it is clear that the range value, and thus the position of the Bragg peak,
depends only on the kinetic energy of the particle.
The range fluctuations σR are directly related to the energy loss straggling, and it can be
shown that the following holds:

σR

R
=

1√
m

f

(
E

mc2

)
(1.9)

The range straggling, along with multiple Coulomb scattering, explained in the following
section, are important factors to be taken into account for hadrontherapy treatment, as
will be better explained in Section 2.1.1.

8



1.1.3 Multiple Coulomb Scattering

A charged particle passing through matter can also suffer repeated elastic Coulomb
scatterings from nuclei. This process is much less probable with respect to the energy
loss process described so far. The cross section of these individual collisions is given by
the Rutherford formula

dσ

dΩ
=

(
Z1Z2αh̄c

4E0

)2
1

sin4
(
θ
2

) (1.10)

where Z1 and Z2 are the charges of the incident particle and the nucleus involved in the
collision, α is the fine structure constant (≈ 1/137), h̄ is the reduced Planck constant, E0

is the energy of the incident particle, and θ is the scattering angle.
These collisions result in numerous small angular deflections of the particle and their total
effect is to deviate the incident particle from its initial direction, as shown in Figure 1.5.

Figure 1.5: Multiple scattering of a charged particle [1] .

If the average number of independent scatterings is big enough ( > 20), and energy loss
is negligible, the problem can be treated statistically. The distribution of the scattering
angles is described by the Molière’s theory [6]. In the first order approximation, the
distribution can be modeled as a Gaussian with mean 0 and standard deviation

σθ =
13.6MeV

βcp
z

√
x

X0

[
1 + 0.038 ln

x

X0

]
(1.11)

where p is the momentum of the incident particle, z is the charge of the incident particle,
and x/X0 is the length crossed in the material in units of radiation length X0, defined
as the thickness of material required to reduce the particle’s energy to 1/e of its initial
value. The value of the radiation length is equal to:

X0 =
A

4αNαZ2r2e ln(183Z
−1/3)

(1.12)

where Z and A are referred to the medium and α is the fine structure constant.
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1.2 Nuclear interactions

Even though less frequent than electromagnetic interactions, nuclear interactions are also
present in the energy range relevant to hadrontherapy and space radioprotection, playing
an important role as explained in Section 2.1.2. These interactions are mediated by the
strong force and have a very short range, of the order of 1 fm, which is roughly the size of
a nucleon. For a nuclear interaction to occur, the energy of the particles involved must
overcome the Coulomb barrier.
Nuclear interactions can be either elastic or inelastic. Elastic interactions do not change
the structure of the projectile or the target and they do not produce any additional
particles; their primary effect is the deflection of the primary particle beam and a change
of the kinetic energy.
Inelastic nuclear interactions, on the other hand, can lead to two different processes:
nuclear excitation and nuclear fragmentation. In the first case, the nuclei involved become
excited, followed by de-excitation with the emission of γ rays in the range of 0-10MeV.
The second type of reaction modifies the nucleon composition of the involved nuclei [7],
without changing the overall number of nucleons, resulting in the emission of lighter
particles (fragments) from the breakup of the target. If the projectile is a nucleus different
from a proton, which does not fragment at these energies, projectile fragmentation can
also take place.
Fragments from the projectile typically have a similar energy per nucleon as the original
particle but lower charge, resulting in a longer range due to the dependence of stopping
power on charge. In contrast, fragments from the target are generated with very low
velocities and stop after traveling only few micrometers. Both types of fragments
can release energy in the medium, leading to potential collateral effects in the case of
hadrontherapy.

1.2.1 Nuclear fragmentation

The process of nuclear fragmentation is the most frequent among nuclear interactions
in the energy range of interest and can be explained with a multiple stage process, as
described more in detail in [8].
In the first stage, known as the intra-nuclear cascade (INC), the target and projectile
interacts through a series of two-body interactions among nucleons [9]. These interactions
occur on an extremely short timescale, approximately 10−22 seconds and protons, neutrons,
and light fragments may be emitted. The system enters then in the pre-equilibrium phase,
where the nuclei have not yet reached thermal equilibrium. This phase is characterized
by further nucleon-nucleon collisions. During this process, additional protons, neutrons,
and light fragments are emitted and the process is still relatively rapid. Finally, in the
de-excitation step (10−18 to 10−16 s), the nucleus dissipates its remaining excitation energy
through various mechanisms. Light fragments are emitted in a process known as nuclear
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evaporation. For light nuclei, if the excitation energy is enough, the nucleus undergo a
Fermi break-up, disassembling into smaller fragments. In cases where heavy nuclei are
involved, fission can occur, though this is less relevant in contexts such as hadrontherapy.
If the residual nucleus remains excited, it returns to its ground state through gamma
emission.

1.2.2 Nuclear cross section

A fundamental parameter to understand nuclear processes is the cross section. This
quantity measures the probability of a reaction occurring. Considering a beam of particles
passing through a material composed of uniformly distributed scattering centers, the cross
section σ quantifies the probability that an incident particle will interact with a scattering
center. The number of scattering centers encountered by the beam is proportional to the
material thickness δx, the target area perpendicular to the beam A, and the density nt of
these centers. The density of scattering centers in the target per unit volume is given by:

nt =
ρtNA

At

(1.13)

where ρt is the target mass density, At is the target mass number, and NA is Avogadro’s
number. Given the beam flux ϕ, the average number of scattered particles Ns is [1]:

Ns = ϕσntAδx (1.14)

where σ is the cross section. It is also possible to define the differential cross section by
considering the number of particles scattered into a specific solid angle Ω or at a specific
kinetic energy Ekin, and also the double differential cross section d2σ

dΩdEkin
. From this, the

cross section is obtained from:

σ =

∫ Ω

0

∫ ∞

0

d2σ

dΩdEk

dEk dΩ. (1.15)

A possible way to describe nuclear reactions is through microscopic models, where nuclear
interactions are expressed in terms of a sum of individual nucleon-nucleon (N-N) scattering
processes. One of the most successful microscopic model is given by the Glauber model
[10].
Following the implementation of the model in [11], the local mean free path is given by:

Λ(r) = [ρ(r)σNN
T ]−1 (1.16)

with ρ(r) the nuclear matter density and σNN
T the N-N total scattering cross section

averaged over isospin. Averaging over the mean free path of different incident nucleons
in the target, the mean free path can be extended to:

Λ(r) =

[
σNN
T

∫
dΩ

∫
V

ds⃗ ρp(s⃗)ρt(r⃗ − s⃗)

]−1

(1.17)
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where r is the distance between the centers of the colliding nuclei, ρp and ρt are the
nuclear density distributions of respectively projectile and target, V is the nuclear volume
overlap at the distance r, s is the position variable for the integration over V and dΩ is
the angular part of dr⃗ [11]. Integrating over the whole trajectory of the projectile, it is
possible to obtain the probability of no N-N interaction (trasparency function):

T (b) = exp

[∫ +∞

−∞
− dz

Λ(r)

]
(1.18)

with b impact parameter and z the distance with respect to the beam axis, hence
r2 = b2 + z2. Finally the reaction cross section σR is derived assuming that any N-N
scattering process leads to a nuclear reaction event and it is given by integrating the
complementary of T (b):

σR =

∫ +∞

0

2πb[1− T (b)]db. (1.19)

This model is validated for high-energy collisions, where the projectile trajectory can
be considered straight. Correcting the model taking into account electromagnetic and
nuclear field effects on the trajectory, the model can be extended to lower energies [12]
(around 10-1000 MeV/u). Further corrections also take into account the Pauli exclusion
principle and Fermi motion of nucleons inside target nuclei.
Other more empirical descriptions start from taking the geometrical interpretation of the
cross section: the reaction cross section can be considered as the overlapping area between
the target and the projectile nucleus. The area of a nucleus, in a first approximation,
is proportional to the mass number raised to the power of 1/3, and so a first empirical
model (Bradt and Peters [13]) is given by:

σR = πr20

(
A1/3

p + A
1/3
t − b

)2

(1.20)

where r0 ≃ 1.25 fm is the nucleon radius, Ap and At are the projectile and target mass
numbers, respectively, and b is an overlapping parameter. However, this formula is
energy-independent and is valid only for nuclei with energy > 1.5GeV/u. In a more
refined model, an energy-dependent empirical constant can be multiplied to the formula,
and another one can substitute the b parameter.
A cross section model for nuclear inelastic interactions, expressed in terms of the energy
dependent total proton-proton cross section σtot

pp and proton-neutron cross section σtot
pn ,

valid in the energy range from 30MeV/u to 1GeV/u, is:

σr = πC(E)

(√
σtot
pp (E)Z

2/3
p + σtot

pn (E)N
2/3
p +

√
σtot
pp (E)Z

2/3
t + σtot

pn (E)N
2/3
t

)2

(1.21)

with Zp and Np (Zt and Nt) the number of protons and neutrons of the projectile (target),
and C(E) an energy-dependent empirical parameter. In Figure 1.6, the prediction of this
model along with experimental data is shown for proton-12C and 12C-12C [14].
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FIG. 1. Total cross sections for proton-proton and neutron-proton
reaction cross sections for proton-12C and 12C-12C as a function
of energy per nucleon, E. The experimental data are taken from
Refs. [4–12].

From Eq. (1) of Ref. [1], one can see that the interaction
radius of a nucleus with mass number A(=Z + N ) is in pro-

portion to


σ tot
ppZ2/3 + σ tot

pnN
2/3. Assuming the separability

of the nuclear interaction radii RI into projectile and target
components, σR = π [RI (A1) + RI (A2)]2, the total reaction
cross section of a nucleus with mass number A1 (=N1 + Z1)
incident on a nucleus with mass number A2 (=N2 + Z2) can
be written as the relation

σR(Z1, N1, Z2, N2, E)

= πC(E, A1, A2)


σ tot
ppZ

2/3
1 + σ tot

pnN
2/3
1

+


σ tot
ppZ

2/3
2 + σ tot

pnN
2/3
2

2 ≈ πC(E)

×


σ tot
ppZ

2/3
1 + σ tot

pnN
2/3
1 +


σ tot

ppZ
2/3
2 + σ tot

pnN
2/3
2

2
,

(1)

where N (Z) is the number of neutrons (protons) in the nucleus,
C(E) [≡C(E, A1, A2)A1A2 ] is an energy-dependent coeffi-
cient to be deduced from experimental data. This coefficient
carries the nuclear structure information such as in-medium
effect and/or surface effect; it contains the effect due to the
Coulomb barrier. In Eq. (1), C(E, A1, A2) in the third line is
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FIG. 2. πC(E, A1, A2) as a function of projectile mass number
A1 for each energy E. Closed circles, closed triangles, open squares,
and open circles represent targets with mass numbers A2 = 12 (12C),
16 (16O), 20 (20Ne), and 40 (40Ar), respectively. The solid lines
indicate the average values. The experimental data are taken from
Refs. [5,8].

replaced by C(E) because C(E, A1, A2) depends weakly on
A1 and A2.

Figure 2 shows the values of πC(E, A1, A2) as functions
of the mass number of the projectile (A1) for different targets
and at different energies. The targets (A2) and energies are
[12C, 16O, 20Ne, 30A MeV], [40Ar, 44A MeV], [12C, 83A

MeV], [12C, 200A MeV], [12C, 20Ne, 300A MeV], and [12C,
996A MeV]. The solid lines in each panel represent the values
of πC(E) obtained by averaging πC(E, A1, A2) over all the
available experimental data for each energy. As we see, the
values of C(E, A1, A2) depend strongly on the energy, while
they depend weakly on the mass number of the projectile (A1)
and the mass number of the target (A2). These results validate
the replacement of C(E, A1, A2) with C(E) in Eq. (1).

The C(E) value is determined at each energy as follows: At
a given energy, the value of C(E) is obtained by calculating
the values of C(E, A1, A2) from Eq. (1) for all the available
experimental data at this energy. Then, we take the average of
those values and their standard deviations defined by C(E) =

1
Ndata

Ndata
i=1 (Ci − C̄). The values of πC(E) and their standard

deviations as a function of energy are listed in Table I.
Figure 3 shows the values of πC(E) as a function of

energy per nucleon, E. Solid circles are obtained from the

044615-2

Figure 1.6: Total cross sections for proton-12C and 12C-12C as a function of energy per
nucleon [14]. The solid line represents the prediction of Eq. 1.21, and the experimental
data are taken from [15][16].

A more detailed understanding of fragmentation requires to consider not only the total
reaction cross section but also the cross section for each individual fragment produced.
This is particularly important for applications in hadrontherapy and space radioprotection,
where accurate knowledge of the behavior and effects of all fragments is essential for
effective treatment and safety measures. Unfortunately, the current literature on these
specific cross sections remains quite limited.
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Chapter 2

Hadrontherapy and space
radioprotection

In this chapter, I will focus on two key applications of charged particles relevant to
my thesis work: hadrontherapy and space radioprotection. Hadrontherapy is a cancer
treatment technique that uses charged particles to target cancer cells, while space radiation
protection aims to shield astronauts and electronics from harmful space radiation. The
following sections will introduce these topics, underling the effects of nuclear fragmentation.

2.1 Hadrontherapy

Cancer, also known as neoplasm, is a cellular mutation that proliferates within an or-
ganism, growing and multiplying in a disordered manner with respect to normal cells.
Sometimes, cells from the tumor mass detach from the original site and migrate through
the lymphatic system or bloodstream to other parts of the body, forming new tumors
known as metastases. The unchecked growth of these cells can be fatal.
According to the World Cancer Research Fund, in 2022, over 18 million new cancer cases
were reported worldwide, with nearly 10 million deaths linked to the disease [17]. For
this reason, the medical field is constantly looking for improvements and more effective
treatments.
Currently, depending on the type and stage of the cancer, different types of treatments
are used: chemotherapy, immunotherapy, oncological surgery, radiotherapy, and hadron-
therapy. The first three methods do not use radiation and are therefore referred to as
non-radiative therapies. If the tumor has already formed metastases, therapies that can
affect the entire body are used, such as chemotherapy and immunotherapy. In the former
case, the treatment involves administering drugs that can destroy cells and prevent their
growth; in the latter case, the approach is to act on the immune system by training it to
recognize tumor antigens that are mutated compared to the healthy ones. A localized
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and easily reachable tumor can be surgically removed, and then the treatment can be
supported by chemotherapy or radiotherapy sessions. When the tumor is not reachable
with surgery, radiotherapy and hadrontherapy are used.
Radiotherapy involves irradiating the tumor area with electromagnetic radiation beams
to damage the DNA of the cancerous cells. The objective is to inflict enough damage to
prevent cancer cell reproduction.
Hadrontherapy relies on the same basic idea of damaging cancer cells, but instead utilizes
beams of charged particles, such as protons or heavy ions, accelerated through particle
accelerators.
Hadrontherapy was first proposed by Robert Wilson [18], one of the founders of Fermilab,
who studied the energy release characteristics of proton beams in matter. The first
hadrontherapy treatment took place at the Lawrence Berkeley National Laboratory in
1952. Today, there are more than 100 facilities in operation worldwide and around 30
more under construction or expansion [19]. Italy hosts the CNAO (National Center
for Oncological Therapy) in Pavia, one of the most prestigious and important facilities
worldwide. Operational since 2011, the CNAO uses both proton beams up to 250MeV
and Carbon ion beams up to 400MeV/u, accelerating them through a synchrotron (in
Figure 2.1). CNAO is one of the few facilities that uses Carbon ions and has three
different rooms reached by the beam, two for treatment and one experimental room. The
facility is now building new treatment rooms and aims to start accelerating He-ions as
well as constructing a facility for Boron Neutron Capture Therapy (BNCT) [20].

Figure 2.1: Picture of the synchrotron at CNAO [21].

In 2015, the Proton Therapy Center was also inaugurated in Trento, utilizing proton
beams in the range of 60-230 MeV, with a 360° adjustable orientation. Starting in 2023,
a proton center has also become operational at the European Institute of Oncology (IEO)
in Milan. A new proton center has also been built at the CRO (Centro di Riferimento
Oncologico) in Aviano.
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2.1.1 Principles of hadrontherapy

As already mentioned, hadrontherapy treatment is based on damaging cancer cells using
a beam of charged particles. Currently, the particles used in hadrontherapy centers are
predominantly proton beams and 12C ions. However, ongoing research is exploring the
potential use of Helium and Oxygen ions in treatment. In hadrontherapy, particle kinetic
energies typically range from approximately 60MeV/u to 400MeV/u for heavier particles
like Carbon ions. The main advantage of hadrontherapy over conventional radiotherapy
is its different dose profile. In radiobiology, the dose D quantifies the amount of radiation
absorbed and is defined as the energy absorbed dE per unit mass dm:

D =
dE

dm
. (2.1)

The absorbed dose is measured in Gray, 1Gy = 1J/kg. The dose does not account for
the varying biological effects of different types of radiation, so the equivalent dose is
introduced, calculated by applying a weighting factor wR to the absorbed dose to reflect
the impact of the radiation type. Considering different radiations R the equivalent dose
is given by:

Deq =
R∑

wRDR (2.2)

where DR is the dose of a specific radiation R and wR is its weight. The equivalent dose
is measured in Sievert (Sv).
As previously discussed in Section 1.1.1, charged particles release minimal energy at the
beginning of their path. The maximum energy release occurs at the Bragg peak, located
near the end of the path, just before the particle comes to a stop, defining the particle’s
range. This property is related to the behavior of the energy loss described by Eq. 1.2.
Since the energy loss is proportional to 1/β2, when the particle’s energy is high, its energy
loss is low. As the particle slows down, the energy loss increases steeply, leading to the
complete loss of the particle’s energy in a relatively small region. Photons, on the other
hand, have a maximum energy release within a few centimeters of entering the medium
(see Figure 2.2).
The position of the Bragg peak is directly related to the initial energy of the incident
beam (see Eq. 1.8): the higher the beam’s energy, the greater the depth it can penetrate,
as illustrated in Figure 2.2.
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Figure 2.2: Depth-dose distribution comparison between photon, protons, and Carbon
ion beams in water at therapeutic energies. From this plot, it is also possible to notice
the variation in the position of the Bragg peak for Carbon ions at different energies [22].

Thanks to this characteristic of charged particles, the maximum dose can be delivered
exactly at the tumor site, optimizing therapeutic effectiveness and minimizing damage
to surrounding healthy tissues (see Figure 2.4). This is particularly important in the
presence of Organs At Risk (OAR) near the tumor area and in pediatric tumors, where
precision in the treatment is of extreme important due to the small size of the patient.
The Bragg peak is relatively narrow, on the order of millimeters, while a tumor can
easily reach several centimeters. Therefore, a single energy beam is generally insufficient.
Instead, a combination of monoenergetic beams at different energies is used, creating
what is known as the Spread-Out Bragg Peak (SOBP) [23], which consists of overlapping
multiple peaks to cover the entire tumor volume (see Figure 2.3). This method allows for
more precise and effective treatment of irregularly shaped or larger tumors by ensuring
the dose distribution matches the tumor’s extent.

Figure 2.3: Spread Out Bragg Peak (SOBP) [22].
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Figure 2.4: Dose distribution in the treatment of lung cancer using Proton Therapy (left)
compared to Intensity Modulated Radiation Therapy (right). Two organs at risk are
highlighted: the esophagus in blue and the heart in pink [24].

In hadrontherapy treatment, it is also essential to consider both range straggling, which
can cause variations in the path length of the particles, and the effect of Multiple
Coulomb Scattering with nuclei, which laterally deflects the beam. Treatment planning
must account for these variations as they can slightly alter the dose distribution in the
patient. For instance, when considering a proton beam of 200MeV in water, which largely
composes the human body, the fluctuations in range, approximately 25.8 cm, are around
2.5mm, and the lateral displacement is about 5mm. In Figure 2.5, the lateral spread of
different ions in water as a function of energy is shown. Heavier ions tend to suffer less
from scattering, resulting in a smaller lateral spread.

Figure 2.5: Lateral spread of different ions as a function of the energy of various beams
after traversing 15 cm in water, calculated using the Monte Carlo Code Geant4 [22].

Another significant advantage of hadrontherapy over conventional radiotherapy is its
higher biological effectiveness. The delivered, and consequently absorbed, dose is not
a sufficient parameter to understand the DNA damage caused by radiation. The same
dose of different types of radiation can result in significantly different levels of damage to
cancer cells.
The Linear Energy Transfer (LET) is a physical factor that represents the energy released
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per unit length along the track of the primary beam and is directly related to the stopping
power defined in Eq. 1.2:

LET =

(
dE

dx

)
∆

(2.3)

where ∆ represents a cut-off value to exclude higher energy losses.
Ionizing radiations are classified as low-LET radiation, as in the case of X-rays (∼ 1
keV/µm), or high-LET, as in the case of hadrons (∼ 10–100 keV/µm). Photons generally
interact only once within the human body, resulting in few ionizations inside the cell,
which are responsible for damage. In contrast, hadron beams interact more frequently,
producing more ionizations and leading to more substantial and often irreparable DNA
damage.
The effectiveness of radiation in killing cells can be quantified by defining the Relative
Biological Effectiveness (RBE). This quantity is the ratio between the dose of reference
radiation DX (typically γ-rays from 60Co decay) and the dose D of another type of
radiation required to achieve the same biological effect:

RBE =

(
DX

D

)
same effect

(2.4)

By definition, photons have an RBE equal to 1, while it is higher for hadrons, being
∼ 1.1 for protons and ∼ 3− 4 for Carbon ions. In general, RBE depends on the LET
of the radiation, but also on the type of radiation and the type of cell being damaged.
It generally increases with LET, reaching a peak around 100− 200MeV/µm, and then
decreases due to overkilling effects (when cells receive more dose than necessary to cause
their death). The position of this peak shifts to higher LETs for heavier ions.

2.1.2 Effects of nuclear fragmentation

At the energy range of hadrontherapy, the most frequent nuclear interaction process
is nuclear fragmentation. In this type of treatment, nuclear fragmentation can have a
non-negligible impact.
Fragments have different charge and mass compared to the primary beam and, for this
reason, following Eq. 1.2, their energy deposition will be different. Fragments can alter
the dose profile of the primary beam, releasing dose in healthy tissues and potentially
causing damage, as well as lead to loss of the primary beam. In particular, it is possible
to distinguish between two types of fragmentation, with different consequences: projectile
fragmentation and target fragmentation.

Projectile fragmentation

In hadrontherapy, protons and heavier nuclei are used. Considering the energies employed,
protons do not have enough energy to fragment, and structures below the nucleons are
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not explored. However, when the primary beam is a heavier nucleus, such as Carbon, it
can interact with atoms in the human body and undergo fragmentation.

Figure 2.6: Measured attenuation of a Carbon beam of 200MeV/u and 400MeV/u in a
thick water absorber [25].

Figure 2.7: Ionization function of a 200MeV/u 12C ion beam in water. The calculations
are made with a Monte Carlo code (Particle and Heavy Ion Transport Code System
(PHITS)). The magnified ordinate scale below shows the contribution of fragments with
different atomic numbers Z [26].
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Projectile fragmentation is not negligible and results in a loss of the primary beam: for a
200MeV/u 12C beam in water, around 60% of primary ions reach the Bragg peak. For
400MeV/u 12C, the situation is even worse, with only 30% of primary ions reaching the
peak, as shown in Figure 2.6. Most of these nuclear interactions are peripheral, with only
a few nucleons participating in the interaction, meaning that fragments will travel at
nearly the same velocity as the primary ion. Low-Z fragments with the same velocity as
the projectile will have a longer range (see Eq. 1.7). This results in a fragmentation tail,
which is a dose release beyond the Bragg peak caused by the fragments (see Figure 2.7). At
higher beam energies, as well as for heavier nuclei, the probability of nuclear fragmentation
increases, leading to the production of more fragments.

Target Fragmentation

Target fragmentation can also play an important role in hadrontherapy, especially in the
case of proton therapy, where protons do not fragment. As protons travel through the
human body, they can undergo nuclear interactions with atoms in the tissues. These
nuclear interactions are not negligible; before the Bragg peak, 30% of protons at around
250MeV undergo inelastic nuclear interactions with human body nuclei, as shown in
Figure 2.8a. Figure 2.8b illustrates the contribution of nuclear interactions to cell killing:
before the Bragg peak, the ratio of cells killed by fragmentation reactions to those killed
by ionization is around 1/10, a pretty significant contribution.

(a) (b)

Figure 2.8: In Figure 2.8a, the fraction of primary protons undergoing inelastic nuclear
reactions in water for an initial beam energy of 250 MeV, along with the total cross
section; in Figure 2.8b, the fraction of cell killing caused by ionization and fragmentation
reactions along the trajectory of a proton beam [27].

Target fragmentation particularly affects the entrance channel of the human body, before
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the peak. Fragments produced from the target typically have very low energy since the
target (human body nuclei) is almost at rest. For this reason, these fragments can travel
only a few µm before stopping, releasing their energy where they are produced, along
the path of the particle. Since they travel a short distance and almost do not leave the
target, studying target fragment production is extremely difficult.

Fragment E (MeV) LET (keV/µm) Range (µm)
15O 1.0 983 2.3
15N 1.0 925 2.5
14N 2.0 1137 3.6
13C 3.0 951 5.4
12C 3.8 912 6.2
11C 4.6 878 7.0
10B 5.4 643 9.9
9Be 6.4 400 15.7
6Li 6.8 215 26.7
4He 6.0 77 48.5
3He 4.7 89 38.8
2H 2.5 14 68.9

Table 2.1: Range for fragments at different energies with their corresponding LET [27].

In Table 2.1 ranges of different fragments at different energies coming from the target
are represented: even the lighter ones travel less than 100µm. Unfortunately, the data
available on nuclear fragmentation of the target, as described in Section 2.3, are limited.

2.1.3 Dose verification system: the He-check idea

Various uncertainties can arise in hadrontherapy, affecting the treatment plan and
necessitating an increase in safety margins, which can potentially reduce the benefits of
the treatment. These uncertainties can arise from factors such as anatomical changes,
setup errors, and inaccuracies in determining proton stopping power across different
materials. To address these issues, several dose verification systems have been developed.
However, implementing a real-time verification system that provides information on the
ion beam range within the patient during treatment sessions would be the best solution
for mitigating these uncertainties. At the Centro Nazionale di Adroterapia Oncologica
(CNAO), a facility for hadrontherapy, where both protons and Carbon ions are used
for cancer treatment, a project named He-check is being developed to perform dose
verification during patient treatment sessions.
The He-Check system concept involves the simultaneous use of 12C and 4He ions for
therapeutic treatment and verification purposes, respectively.
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Carbon ions (C6+) and Helium ions (He2+) can be accelerated together, due to the fact
that they are characterized by almost the same magnetic rigidity R at the same velocity:

R = Bρ =
pc

q
(2.5)

with B magnetic field used to accelerate the beam, ρ curvature radius and p and q
momentum and charge of the particle. This results in a mixed beam in which the two
species have the same energy per nucleon. It is important to specify that while the rest
mass-to-charge ratio of the Carbon is 12/6 a.m.u., the ratio of He is 4.0026033/2 a.m.u.
Given the same momentum, this slight difference in ratios results in a small difference in
magnetic rigidity between the two ions, causing their orbits within the same magnetic
field to have different radii. The accelerator’s extraction mechanism at CNAO utilizes a
betatron core to push the beam stacks towards resonance. Due to their slightly different
magnetic rigidities, Helium particles reach resonance first and are consequently extracted
first. Therefore, to utilize the mixed beam, it is necessary to discard the initial part of
the extracted beam, which consists only of Helium, and the final part, which consists
only of Carbon.
Carbon and Helium ions have also different ranges in matter due to their mass and charge
differences. Using Eq. 1.7,it is found that the range of Helium is approximately three
times that of Carbon.
Thanks to their nearly equal magnetic rigidity and differing ranges, it is feasible to use a
system in which both beams are accelerated simultaneously. The carbon beam deposits
its dose to the tumor, while the Helium beam passes through the patient and releases its
energy in a detector. By measuring the position and residual range of the Helium ions
exiting the patient, it is possible to reconstruct the traversed density and thickness, thus
achieving real-time verification.
Figure 2.9 illustrates a schematic representation of the He-Check system.

Figure 2.9: Schematic representation of the He-check idea.

During my master’s studies, I spent a period at the CNAO, working on the He-check
project and studying its experimental setup. The comprehensive details of this work are
presented in Appendix A.
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2.2 Space Radioprotection

Today, space agencies around the world, including NASA and ESA, are showing an
increasing interest in human missions to the Moon and Mars to explore new frontiers.
However, one of the biggest challenges in these space missions is dealing with space
radiation, which is a significant risk for space instrumentation and, more importantly,
the health of astronauts. Thanks to the Earth’s magnetic field and atmosphere, people
are naturally shielded from most cosmic radiation on Earth. In space, there are no such
protections, and as a result, radiation exposure strongly increases, potentially by more
than a factor of 100 compared to the Earth’s surface.
To understand and try to reduce risks during space missions, it is required a clear
knowledge of the types and energy spectra of particles encountered in space, as well as their
interactions with spacecraft materials and human tissues. The impact of cosmic radiation
on human health is difficult to evaluate, particularly concerning nuclear interactions,
producing secondary fragments. To have accurate risk assessments, precise modeling of
interactions is needed, based on experimental data, currently very limited.

2.2.1 Space environment

Space radiation is different from that on Earth; it includes both protons and heavy
ions and is also isotropic. The main sources of radiation in space are Galactic Cosmic
Rays (GCRs) and Solar Particle Events (SPEs). GCRs originate from outside the Solar
System, likely from supernovae or other high-energy sources. GCR energies span a broad
range, up to 1× 1020 eV. They consist mainly of protons and other nuclei (98%) and a
small fraction of electrons (2%). Among nuclei, protons are predominant (85%), with
Helium nuclei (14%), while heavier elements are about 1% [28]. Although heavier ions
like Iron are less abundant, their higher charge leads to a significant contribution to the
GCR equivalent dose. This is due to the substantial energy loss they cause, which is
proportional to the square of their charge. Figure 2.10a shows the fluence of different
ions in GCRs along with their contribution to dose and dose equivalent.
The Sun continuously emits particle radiation, primarily composed of protons and
electrons, known as the solar wind. The intensity of these low-energy particles ranges
from 1010 to 1012 particles per cm2 s−1 sr−1 [28]. With energies between 100 eV and
3.5 keV for protons, these particles are stopped within the first few hundred nm of skin,
making them negligible in terms of radiation protection [28].
However, the Sun occasionally releases large bursts of energy, such as radio waves and
X-rays, which can accelerate particles within the solar matter. These events are known
as Solar Particle Events and result in the emission of ions, primarily protons and a small
fraction of heavier nuclei, with energies reaching several GeV from the solar corona. SPEs
are relatively rare phenomena, occurring approximately 5-10 times per year when the
Sun is not at its minimum activity.
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Solar activity also affects GCRs below GeV, as cosmic ray flux is lower during solar
maximum compared to solar minimum, as shown in Figure 2.10b, while SPEs are more
likely during solar maximum.

(a)

(b)

Figure 2.10: In Figure 2.10a the contribution of the different ions in the GCR in fluence
(green), dose (blue), and dose equivalent (red) [28][29]; in Figure 2.10b GCR particle
spectra for some ions at solar minimum and maximum [28].
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2.2.2 Shielding

As already mentioned, space radiation is isotropic. This means that the only possible
countermeasure that can be taken to provide protection against it is shielding, since
there is no way to avoid radiation, and the exposure time depends on the duration of the
mission. To achieve effective shielding, particle interaction properties must be exploited.
As seen in Section 1.1, electromagnetic interactions make the particle lose energy until it
stops, meaning that low-energy ions are easily stopped with small amounts of material.
However the thickness of the shielding must be chosen carefully, also taking into account
that the total mass of it should not be too much to avoid overloading the spacecraft. Even
though protons are the primary component of space radiation, heavier ions contribute
significantly to the overall effective dose. Therefore, in choosing the shielding and its
thickness, it is important to account for the nuclear interactions of these heavy ions, as
they can fragment inside it. The resulting fragments are generally lighter and consequently
less harmful.
On the other hand, the linear energy transfer (LET) of ions decreases with the inverse
square of their velocity, meaning that ions emerging from thicker shielding have higher
LET, making them more harmful than they would be with thinner shielding.
To compare different shielding materials, the mass stopping power (dE/dχ), already
introduced in Eq. 1.3, and mass thickness or areal density expressed in gcm−2 are used.
Using Eq. 1.2, the mass stopping power is proportional to the charge of the target material
per unit mass (Zt/At). This means that lighter materials have higher mass stopping
power than heavier ones for the same mass thickness.

Figure 2.11: Dose attenuation properties of some shielding materials exposed to 1GeV/n
56Fe-ions [30].
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Regarding nuclear interactions, from Eq. 1.20, the reaction cross section is proportional to
A2/3, so since the number of target nuclei per unit mass is equal to NA/At, the reaction
cross section becomes ∝ A−1/3. Again, lighter materials maximize the number of nuclear
interactions per unit mass that can cause fragmentation, leading to dose reduction.
A particular case is liquid H2. Because of its Zt/At ratio, it has a very high stopping
power compared to other materials. However, liquid hydrogen needs low-temperature
storage, which is impractical for a spacecraft, and it also has high reactivity. For this
reason, hydrogen-rich materials are taken into consideration.
The effectiveness of shielding design is evaluated through particle transport codes, and
the accuracy of these models depends heavily on experimental data, which, as previously
stated, are still very limited regarding nuclear fragmentation. Figure 2.11 shows the dose
attenuation for different shielding materials.

2.3 Nuclear fragmentation data

In this section, I will present some data regarding nuclear fragmentation, coming from
experiments as well as simulation codes. Both projectile and target fragmentation data
are lacking, but the situation is worse for target fragmentation since measuring fragments
produced by the target is difficult because they do not escape it.
The FOOT experiment, explained in Chapter 3, aims to provide precise measurements of
nuclear fragmentation cross sections for all fragments produced in both projectile and
target fragmentation.
A first measure of the proton total cross sections have been measured at CERN for
different nuclei in the range from 180 to 560MeV/u, range of interest for hadrontherapy,
in [31] (see Figure 2.12).
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Figure 2.12: Total cross section of protons and neutrons against a target of 12C together
with theoretical predictions [31].

A review of the available interaction cross sections for protons below 250MeV on carbon,
oxygen, and calcium target is presented in [32], where the authors compared experimental
data from the EXFOR [33] and Landolt-Börnstein databases [34] with different theoretical
models, like TALYS [35], ICRU [36] and INCL [37]. In Figure 2.13 and Figure 2.14 some
of these cross sections are shown. It is clear that for what regards target fragmentation,
the data available are very limited, in particular for isotopic cross section.
Another interesting work has been performed at GANIL measuring the cross section
products of a 95MeV/u 12C beam against thin targets [38], in Figure 2.15 the results for
a Carbon target.
Concerning measurements relevant for space radioprotection, in [39] an extensive data
collection that reports elemental and isotopic cross-sections, total and differential, for
various target and projectiles at different energies was done. In Figure 2.16, as an example,
4He cross section: each symbol on the plots represents all cross section measurements
available for 4He relevant to space radiation as a function of target and projectile charge.
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Fig. 1. Excitation function for the p+ 12C reaction cross section. Experimental data are drawn from the EXFOR database [47]
and are represented by black dots; results of TALYS 1.4 (dashed red), Modified TALYS (solid red), ICRU (solid blue) and INCL
(solid green) are also shown.

protons) to the list; however, note that reactions between light-ion projectiles (e.g. 12C projectiles) and protons are
already covered by the present work (in inverse kinematics); proton-on-proton reactions, on the other hand, are treated
in sect. 3.2 below.

3.1 Proton-nucleus reactions

For proton-nucleus reactions, we present excitation functions for total, reaction and fragmentation cross sections, as
well as angle-differential elastic cross sections. In each case, the figures compare the available experimental data with
the ICRU63 evaluation (labelled as “ICRU”) and the two TALYS evaluations (“TALYS 1.4” and “Modified TALYS”).
For reaction and fragmentation cross sections we also show INCL/ABLA07 calculations, labelled as “INCL” for the sake
of conciseness. By construction, intranuclear-cascade models are limited to the description of incoherent phenomena.
Shape-elastic scattering, therefore, is outside the scope of such models.

3.1.1 Reaction cross sections

Figures 1–3 show excitation functions for the reaction cross sections for protons on 12C, 16O and 40Ca. In these
three cases, the standard evaluation from TALYS overestimates experimental values from the threshold up to between
100MeV and 150MeV. Above 150MeV, a slight underestimation is observed. A clear improvement of the shape of the
distribution is obtained with the modified evaluation, which is compatible with the experimental data and comparable
to the ICRU evaluation, except for the fact that the peak still appears at slightly too small energy.

Compared to the modified TALYS evaluations and the ICRU evaluations, the INCL calculations are in slightly
worse agreement with the experimental data. Nevertheless, they are typically within 10% of the experimental values,
which is surprisingly good given the low energies considered. Note also that this observable is entirely determined by
the cascade stage, i.e. by the INCL model.

3.1.2 Total cross sections

Excitation functions for the total cross section are presented in figs. 4 and 5. This observable requires the evaluation of
the elastic cross section, which is outside the scope of INCL/ABLA07. Therefore, we only present TALYS and ICRU
calculations here. The experimental values, which are scarce, come from [48].
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Fig. 2. Same as fig. 1, for the p + 16O reaction.
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Fig. 3. Same as fig. 1, for the p + 40Ca reaction.

Qualitatively, the three evaluations are in agreement with the data. At low energies, the rapid increase of the cross
section is due to unscreened Coulomb scattering, as described by the Rutherford formula. In this region, the reaction
cross section is negligible and no notable differences are seen between the two TALYS evaluations. At higher energy,
Coulomb interactions are less effective and the elastic and reaction cross sections become comparable. The modification
of the optical potential has little effect on the total-cross-section evaluation, but it still improves the predictions for
the p + 16O reaction.

(b)

Figure 2.13: In Figure 2.13a the p + 12C reaction cross section. Experimental data are
drawn from the EXFOR database and are represented by black dots; results of TALYS
1.4 (dashed red), Modified TALYS (solid red), ICRU (solid blue) and INCL (solid green)
are also shown. In Figure 2.13b the same, but for the p + 16O reaction [32].
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Fig. 7. Excitation functions for the production of (a) neutrons, (b) protons, (c) deuterons, (d) tritons, (e) 3He and (f) 4He
from the p + 12C reaction. Experimental data are taken from ref. [49]. and are represented by black dots; results of TALYS 1.4
(dashed red), Modified TALYS (solid red), ICRU (solid blue) and INCL (solid green) are also shown.

3.1.4 Isotopic production cross sections

We have mentioned in the introduction that fragmentation reactions are liable to play an important role in the
context of medical applications (dose deposition in healthy tissue in hadrontherapy, PET imaging) and of radiation
protection in space. Moreover, the study of isotopic production cross sections allows testing the global consistency of
models. We present in figs. 7–12 comparisons of the different models and evaluations to the available experimental
excitation functions for isotope production for proton-induced reactions on 12C, 16O and 40Ca targets. Results from
INCL/ABLA07 are also shown. Experimental data are taken from the Landolt-Börnstein compilation [49]. We have
made an effort to select only independent (i.e. non-cumulative) cross sections; nevertheless, we have kept experimental
cumulative cross sections in those cases where the effect of cumulative decay was suggested to be negligible by the
calculations.

Figures 7, 9 and 11 show the excitation functions for the production of nucleons and composite particles up to
4He, even in cases where no experimental data are available. The different evaluations give a common general shape,
especially for the production of nucleons (panels a and b). Our modification of TALYS 1.4 has no significant effect on
the excitation functions but clear differences are seen between TALYS, ICRU and INCL, up to one order of magnitude
in some cases. In any case, due to the scarcity of data, it is difficult to formulate global conclusions about the best
evaluation. It is perhaps worth mentioning that INCL can simulate the emission of light composite particles during
the INC stage (by dynamical coalescence) [33] and it has been shown that this mechanism can dominate the total
yield at low energy [50]; therefore, the model is in principle suitable to the description of the cross sections discussed
here.

Figures 8, 10 and 12 show the excitation functions for the production of nuclei heavier than 4He. Comparisons
are limited to existing experimental data. A detailed inspection reveals that none of the evaluations can accurately
reproduce the experimental data for all the channels. However, most of the time too few sets of experimental data are
available and sometimes they are in contradiction with each other. In a few rare cases, enough experimental data are
available in the 0 to 250MeV range. Globally, INCL/ABLA07 and ICRU seem to be more successful at reproducing
the data than TALYS 1.4 or our modified TALYS.
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Fig. 8. Same as fig. 7, for (a) 6Li, (b) 7Li, (c) 7Be, (d) 9Be, (e) 10Be, (f) 10B, (g) 11B, (h) 10C and (i) 11C.

The unexpected goodness of the INCL predictions at low energy, even below 50MeV, may raise questions about
the validity of this model in particular, and of INC/de-excitation models in general. As mentioned in sect. 2, this class
of models is in principle only applicable above ∼ 150MeV and there is no a priori justification for their use at lower
energies. Note however that the predictions seem to be even better at low energy than in the intermediate energy range
(tens of MeV). The main reason for this might be that, at such energies, an overwhelming fraction of the reactions
pass through the absorption of the projectile and to the formation of a compound nucleus, which subsequently de-
excites statistically. If the absorption probability and the de-excitation process are correctly described, so will be all
the reaction channels. As far as the first reaction stage (intranuclear cascade or pre-equilibrium) is concerned, what
matters is only the absorption probability; the dynamics used to describe it is of little importance, as long as the
excitation function for the absorption probability is correctly reproduced.

Independently of the reason for the relatively good predictions shown in figs. 7–12, we draw the reader’s attention
to the fact that cross sections at low energy are unlikely to play an important role in thick-target calculations for
several applications, such as proton therapy or radiation protection in space, where the initial proton energy is typically
much larger.

The influence of the adjustment of the optical-model potential in TALYS on isotopic cross sections is globally
seen to be minor. This is because the optical-model potential determines the reaction cross section, while the pre-
equilibrium and DWBA calculations are only used to fix the branching ratios for specific reaction channels. The
pre-equilibrium calculation is independent of the optical-model potential; the DWBA calculation is not (insofar as the
potential determines the distorted waves), but the cross section for direct reactions is generally much smaller than

(b)

Figure 2.14: In Figure 2.14a cross section production of (a) neutrons, (b) protons, (c)
deuterons, (d) tritons, (e) 3He and (f) 4He from the p + 12C reaction. Experimental data
are taken from [34] and are represented by black dots; results of TALYS 1.4 (dashed red),
Modified TALYS (solid red), ICRU (solid blue) and INCL (solid green) are also shown.
In Figure 2.14b the same, but for (a) 6Li, (b) 7Li, (c) 7Be, (d) 9Be, (e) 10Be, (f) 10B, (g)
11B, (h) 10C and (i) 11C.
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FIG. 7. (Color online) Angular distributions for fragments resulting from the fragmentation on carbon target. Each graph represents the
distribution per Z value with the measure at zero degree (except for Z = 6 for which fragments are not dissociable from the carbon coming
from the beam). The distributions of the different isotopes are superimposed.

detected isotopes and their sum, including a measurement at
zero degree angle value, are superimposed.

Regarding zero degree angle value measurements, the
normalization versus the number of carbon ions has been
done by integrating the number of Z = 6 on the E-E
matrix. Due to the direct detection of the beam particles, these
measurements were done at low beam intensity (∼103 s−1).
Moreover, the detection devices were not adapted for zero
degree angle measurements and have not permitted a mass

identification. This is why the error bars are very large for the
zero degree angle value measurements.

It has to be noticed that the production rates are dominated
by the hydrogen and helium isotopes with a predominance of
α particles at small angles (below 10◦) which is compatible
with the α cluster structure of the 12C. The results also show an
angular emission most forward peaked for heavier fragments.
For most of the isotopes, the overall error is of about 5 to 15%,
but is dominated by systematic errors that should be reduced

024606-6

Figure 2.15: Angular distributions for fragments resulting from the fragmentation of a
95MeV/u 12C on a carbon target [38].
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Figure 22: Isotopic total cross sections for 4He fragments.

50

Figure 2.16: Isotopic cross section for 4He fragments [39]: each symbol on the plots
represents all cross section measurements available for 4He relevant to space radiation as
a function of target and projectile charge
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Chapter 3

The FOOT experiment

The FOOT (FragmentatiOn Of Target) experiment was funded by the INFN (Istituto
Nazionale di Fisica Nucleare) in 2017, and it is a collaboration involving researchers
from ten INFN sections in Italy as well as several international universities and research
institutions.
The objective of the FOOT experiment is to improve our understanding of nuclear
fragmentation processes that can occur within the human body, both for applications in
hadrontherapy and space radioprotection. Specifically, the experiment aims to increase the
available experimental data by measuring the total and differential nuclear fragmentation
cross sections for light nuclei (Z ≤8) in the energy range of interest, between 200MeV/u
and 400MeV/u for hadrontherapy, and up to 800MeV/u for space radioprotection. These
measurements will help improve treatment planning systems and develop reliable models
to be used in the field of space radioprotection: in both cases accurate nuclear data are
required.
The FOOT experiment has already collected data at various research centers, including
CNAO (Centro Nazionale di Adroterapia Oncologica) in Pavia, HIT in Heidelberg, and
GSI in Darmstadt, Germany. This thesis will analyze data acquired at GSI in 2021, when
the FOOT setup was not in its final setting.
Currently, the setup is complete, and a measurement was already taken at CNAO in
2023. Further measurements are planned for the future.

3.1 The goal and experimental approach

The final goal of the experiment is to measure the nuclear fragmentation differential cross
section with respect to the production angle of the fragments (dσ/dΩ) and the kinetic
energy of the fragments produced (dσ/dEkin) with an accuracy better than 10%, and
the double differential cross section in kinetic energy and angle (d2σ/(dΩdEkin)) with an
accuracy better than 5%. To achieve these performances, the experiment must achieve a
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precision of around 2-3% in charge identification capability and around 5% in isotopic
identification capability of the fragments [40].
Monte Carlo simulations based on the FLUKA code [41][42] have predicted the energies
and emission angles of fragments according to their mass, necessary for designing the
experiment effectively. In Figure 3.1, the kinetic energy and emission angle of nuclear
fragments produced from the interaction of a 16O beam at 200MeV/u with a C2H4 target
are shown. Lighter fragments (Z < 3) have a wider emission angle, whereas heavier
fragments are primarily emitted in the forward direction. For this reason, the FOOT
experiment consists of two different experimental setups:

• an electronic setup optimized for fragments with 2 ≤ Z ≤ 8, with an angular
acceptance of 10°

• a setup based on an emulsion spectrometer optimized for low-Z fragments, with an
angular acceptance of up to 60°.

Figure 3.1: In (a) the kinetic energy of nuclear fragments produced from a 16O beam at
200MeV/u interacting with a C2H4 target; in (b) their angular distribution. Both plots
are obtained using FLUKA simulations [40].

The experiment uses beams of protons and other ions such as 4He, 12C, and 16O against
targets containing H, C, or O (graphite, polyethylene, and PMMA), simulating interactions
that occur inside the human body.
Projectile fragmentation can be obtained from direct reactions. For target fragmentation,
the FOOT experiment employs the inverse kinematic approach, since target fragments
are nearly impossible to detect due to their very short travel distances.
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3.1.1 Inverse kinematics and cross section

The inverse kinematic approach involves reversing the roles of the projectile and the
target. Instead of firing a proton beam against a target resembling a human tissue, nuclei
abundant in the human body, such as C or O, are fired as projectiles on a Hydrogen
target (protons). In this second configuration, fragments produced can escape the target
much more easily since they originate from nuclei not at rest. The cross section of the
inverse process (proton-nucleus) can be determined using a proper Lorentz boost.
In particular, let’s consider a beam moving along the z axis at velocity β in the laboratory
frame S, against a target t (the human body in hadrontherapy). It is possible to describe
the situation in the frame S ′ of the projectile p, where it is the target that moves toward
p with velocity −β. The inverse kinematic approach considers the process t → p (in the
S ′ frame) instead of p → t (in the S frame) and then use a Lorentz boost to go back to S.
To apply this method the target in the S ′ frame must have the same β of the projectile
in the S frame, which corresponds to the same energy per nucleon.
In the laboratory frame S, the projectile has a 4-momentum P = (E/c, px, py, pz), while
in the projectile frame S ′ the 4-momentum is P’ =

(
E ′/c, p′x, p

′
y, p

′
z

)
. The two vectors

are related by:
P’ = Λ(β)P (3.1)

where Λ(β) is a 4× 4 matrix given by:

Λ(β) =


γ 0 0 −βγ
0 1 0 0
0 0 1 0

−βγ 0 0 γ

 (3.2)

with γ = 1√
1−β2

being the Lorentz factor. The inverse transformation can be easily

obtained by noting that Λ−1(β) = Λ(−β).
It is important to note that this method increases the uncertainty in the cross-section
measurement, and for this reason, direct measurements require very high accuracy. In
particular, to ensure the Lorentz transformation is precise, the emission angle of the
fragments must be measured with an uncertainty no greater than 1 millirad [43].
Another issue is how to produce a Hydrogen target, as Hydrogen is gaseous at room
temperature, making it impractical for the experiment due to its low interaction rates.
Additionally, Hydrogen is highly flammable and poses safety risks, requiring modifications
to the beam-target system of the experiment. To address this limitation, the FOOT
experiment uses targets of graphite (C), polyethylene (C2H4) and PMMA (C5O2H8) and
then obtain the single elements cross sections via subtractions. For example, the cross
section for Hydrogen is obtained through the subtraction of the C cross section from the
polyethylene one:

dσ

dΩ
[H] =

1

4

(
dσ

dΩ
[C2H4]− 2 · dσ

dΩ
[C]

)
. (3.3)
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3.2 Electronic setup

The FOOT electronic setup is the one dedicated to fragments with Z ≤ 2 and it has an
angular acceptance up to 10°. The setup is constructed to measure momentum (p), kinetic
energy (Ekin), time-of-flight (TOF) and energy loss (∆E) of the different fragments. In
order to meet the requirements set on the cross section measurement, using Monte Carlo
simulation, it has been determined the experimental resolution needed on these quantities,
in particular:

• σ(p)/p at level of 4-5%

• σ(Ekin)/Ekin at the level of 1-2%

• σ(TOF )/TOF at level of 100 ps

• σ(∆E)/∆E at level of 5%

Since the detector needs to be moved to different locations based on the availability of
various ion beams, the detector design is flexible and compact, with a table-top concept.
Additionally, to ensure accurate measurements, the detector contribution to fragmentation
must also be kept as low as possible.
A schematic representation of the FOOT electronic setup is shown in Figure 3.2.

Figure 3.2: Schematic representation of the FOOT experiment [40].

The FOOT electronic setup can be divided into three different regions: an upstream region,
before the target, a tracking region to track fragments’ trajectories and a downstream
region with a calorimeter for the energy measurement.
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3.2.1 Upstream region

The upstream region is devoted to beam monitoring before it reaches the target, placed
right after. It is composed of a plastic scintillator (Start Counter) and a drift chamber
(Beam Monitor). To perform inverse kinematics, it is needed to have a complete knowledge
of the beam, including β for the Lorentz boost, which depends on its energy and direction
that needs to be precisely determined using the BM.

Start Counter

Positioned upstream of the Beam Monitor (BM) and the target, the Start Counter (SC)
have several important functions: it provides the experiment’s minimum bias trigger,
monitors the incoming beam, gives the time reference for all detectors and the start time
for the Time-Of-Flight (TOF) measurements.
The SC is composed of a thin EJ-228 plastic scintillator foil [44], which is 250µm thick and
has a 5×5 cm2 active area, enough to cover the typical transverse size of the particle beam
(see Figure 3.3a). The thickness has been chosen to minimize the interaction probability
of primaries while maintaining good time resolution. The scintillator is supported by an
aluminum frame and encased in a black 3D-printed box to ensure light-tight conditions.
The scintillation light generated in the foil is detected by 48 silicon photomultipliers
(SiPMs), each with an active area of 3 × 3mm2. The SiPMs are arranged around the
scintillator, with 12 on each side, bundled in 8 electronics channels. Signal acquisition
and SiPM power management are handled by the WaveDAQ system [45]. Waveforms
collected by the SC are processed offline using a constant fraction discriminator technique
to determine the event start time t0. The SC achieves a time resolution of approximately
40-50 ps. [46].

Beam Monitor

The Beam Monitor (BM), initially developed for the FIRST experiment [47], is a drift
chamber composed of 12 wire layers with 3 drift cells 16mm× 11mm per layer, allowing
for beam profile reconstruction in both x and y directions (see Figure 3.3b). Consecutive
layers are staggered by half a cell to resolve left-right ambiguities in track reconstruction.
For the FOOT experiment, the BM operates at approximately 0.9 bar with an 80/20%
Ar/CO2 gas mixture and a working voltage between 1850 and 2200 V, depending on
the ion beam. The BM achieves an efficiency of around 90% and can reach a spatial
resolution better than 100 µm in the central region of the BM [48]. The BM is placed
between the SC and the target and it measures the primary beam direction and impact
point on the target. Its role is fundamental for resolving pile-up ambiguities in tracking
detectors: for this reason it is needed high precision alignment between the BM and
downstream detectors to ensure accurate direction measurement of fragments relative to
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the beam. Additionally it is used to reject events where the beam has fragmented before
the target, for example in the SC.

(a)

(b)

Figure 3.3: In Figure 3.3a the start counter, in Figure 3.3b the beam monitor [40].

Figure 3.4: Resolution of the BM calculated with two different methods (see [49]) for
proton beams at 228 MeV (left) and 80 MeV.

3.2.2 Tracking system

The FOOT tracking system is placed after the target and is composed by a magnetic
spectrometer: two permanent magnets, a vertex detector (VTX), an innner tracker (IT)
and a microstrip detector(MSD) (in Figure 3.6). The tracking system aims to reconstruct
the track of the fragments.
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Vertex detector

The VTX is composed of 4 different pixel sensor layers of dimensions 2 ×2 cm with
a geometrical acceptance of about 40◦ for emitted fragments. The detector employs
MIMOSA-28 (M28) Monolithic Active Pixel Sensors (MAPS) (see Figure 3.5). Each M28
sensor features a matrix of 928 × 960 pixels with a 20.7 µm pitch. The sensors are 50 µm
thin. The VTX’s high spatial resolution of 5 µm [50], combined with data from the Beam
Monitor (BM), allows for precise angular tracking of particles with an accuracy at the
mrad level while minimizing the impact of multiple scattering.

Figure 3.5: Picture of a M28 sensor [43].

Inner Tracker

The IT is placed between the two permanent magnets and includes two planes of pixel
sensors to track fragments within the magnetic field region. Each plane has a sensitive
area of approximately 8× 8 cm2 and is equipped with 16 M28 sensors per layer. It uses
the same technology of the VTX, making the DAQ system architecture simpler. The IT
sensors are arranged in ladders made of two modules of four M28 sensors glued on either
side of a support structure of silicon carbide (SiC) 2mm thick.
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(a)

(b)

Figure 3.6: In Figure 3.6a the technical design of the tracking region: the beam is
coming from the left [40]; in Figure 3.6b a representation of the two magnets in Halbach
configuration.

Figure 3.7: Magnetic field map produced by the FOOT magnets. The target is at z = 0.

Magnetic System

The FOOT spectrometer’s magnetic system is used to bend the produced fragments, in
order to reconstruct their momentum. The momentum resolution must be as precise
as possible. Considering that the experiment must be transportable, the magnetic
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system uses two compact permanent magnets arranged in a Halbach configuration. This
configuration creates a nearly dipolar magnetic field inside a cylindrical permanent
magnet.
The system includes two magnets (Figure 3.6b) with different dimensions: one with a 5 cm
gap diameter providing up to 1.4T, and another with a 10.6 cm gap diameter providing
up to 0.9T. The inner tracker between the magnets experiences an approximate field of
0.6 T (see in Figure 3.7 the magnetic field map).

Micro Strip Detector

The tracking of fragments downstream the magnetic region is essential for momentum
measurement and aligning reconstructed tracks with hits in the Time-Of-Flight (TW)
detector and the calorimeter. This task is handled by the MSD, which offers also a
redundant measurement of energy loss per unit length (dE/dx) for fragments charge Z
identification, complementing the TW measurements.
The MSD comprises three x-y tracking planes with an active area of 9.6 × 9.3 cm2,
separated by 2 cm along the beam direction, positioned immediately after the second
magnet. Each plane is made of two perpendicular Single-Sided Silicon Detectors (SSSDs),
each thinned to 150 µm (for a total of 900µm), attached to a hybrid Printed Circuit
Board (PCB) for support and readout interfacing.
The strip pitch is of 50µm, minimizing fragment pile-up, and the digital readout with
a 150µm. In beam tests with proton, 12C and 16O beams have shown that the spatial
resolution of the MSD ranges from 10 to 35 µm [51]. In Figure 3.8 the spatial resolution
of the MSD for different particles at different energies.

Figure 3.8: Spatial resolution computed from data taken with different particles at several
energies [51].
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3.2.3 Downstream region

The downstream region is the last part of the setup. It is placed at 1-2m from the target
and it is composed of two layers of scintillator bars, the TOF Wall (TW) and a BGO
calorimeter (CALO).

TOF Wall

The TOF-Wall (TW) detector consists of two orthogonal layers of 20 plastic scintillator
bars (EJ-200 by Eljen Technology), each 0.3 cm thick, 2 cm wide, and 44 cm long, forming
a 40 × 40 cm active area. The TW measures energy deposition (∆E), time-of-flight
(TOF) using the t0 from the Start Counter (SC), and hit position. These information
are used then to identify the charge (Z) of incoming ions, which is fundamental for
determining fragment mass, and also help to reconstruct fragments tracks. The chosen
bar dimensions ensure minimal pile-up (below 1%) and optimize timing and energy
resolution while reducing secondary fragmentation.The overall TW dimension matches
the angular aperture of heavier fragments at the distance of 1-2m from their production
in the target.
Each bar is read out by 4 SiPMs per end, with a 3 × 3mm2 active area and 25µm
microcell pitch and the signals are digitized by the WaveDAQ system. This detector
meets the FOOT experiment’s requirements of TOF resolution below 100 ps and energy
loss resolution ≈ 5% for heavier fragments [52]. Additionally, it provides a dynamic range
that spans over two orders of magnitude and allow the identification of fragments with
varying energy releases, from protons to Oxygen. Using the TW time measurements, the
position resolution can improve significantly until σpos < 8mm, optimizing the accuracy of
offline fragment reconstruction. In Figure 3.9 two pictures of the TW during its assembly
and on the beam line.

Figure 3.9: On the left a picture of ToF Wall detector during the assembly and on the
right the TW on the beam line [53].
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Calorimeter

The FOOT calorimeter is designed to measure the kinetic energy of fragments to determine
their mass A. Depending on the energy of the primary beam, fragments can have different
energies and lead to different processes inside the calorimeter. At the energies of 700-
800MeV/u, relevant for space radiation protection studies, hadronic showers can take
place, and the full containment can not be achieved leading to reduced resolution. At lower
energies, electromagnetic interactions dominate, allowing for better energy resolution that
is needed for a precise description of the fragment energy. However, neutron production is
unavoidable and these neutrons escape detection, causing energy leakage and systematic
errors. For this reason the FOOT setup provides redundant measurements of different
quantities.
The calorimeter uses 320 BGO (Bi4Ge3O12) crystals arranged in a disk-like configuration
(≃ 20 cm radius). The crystals, having high density (ρ ≈ 7.13 g cm−3) and good light
yield ( 10 photons/keV), provide high stopping power and good energy resolution. Each
crystal is shaped as a truncated pyramid with a front (back) area of 2× 2 cm2 (3× 3 cm2)
with a length of 24 cm and is coupled to a 25 SiPM matrix (2 × 2 cm2 active surface).
Beam tests across a wide energy range have shown a good linear response and energy
resolution σ(Ekin)/Ekin below 2%, meeting the experiment’s requirements for heavier
fragments [54][55].

3.2.4 Fragments identification process

In order to identify the fragments the FOOT electronic setup, uses all the different
information coming from the detectors and combining them together. The charge of the
fragments is obtained from the energy loss information coming from the TW, as well
as a redundant measurement from the MSD, and the TOF measurement (time between
the SC and the TW), using Eq. 1.2. The tracking system together with the magnetic
field allows for the determination of the fragment rigidity (pc/Z) and its path length L.
When combined with the measurements of TOF and charge Z, this provides both the
momentum p and the velocity βc = L/TOF of the particle. The kinetic energy Ekin is
measured in the calorimeter.
Using all these quantities, the mass of the fragments can be calculated with three different
methods:

p = mβcγ (3.4)

Ekin = mc2(γ − 1) (3.5)

Ekin =
√

p2c2 +m2c4 −mc2 (3.6)

where γ is the Lorentz factor. In order to summarize the FOOT electronic experimental
setup, Table 3.1 lists the detectors used, the measured quantities or functions they
perform, and their respective resolutions.
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Detector Quantity Measured/Function Resolution

Start counter Trigger and TOF measurement 40-50 ps

Beam Monitor Primary beam tracking 100− 300 µm

Vertex Detector and Fragments tracking 5µm

Inner Tracker

Micro Strip Detector Fragments tracking 35µm

TOF Wall TOF measurement and dE/dx < 100 ps for time and

5% for dE/dx

Calorimeter Ekin 2%

Table 3.1: Table summarizing the detectors used in the FOOT experiment, along with
their respective functions, measured quantities, and resolutions.

3.3 Emulsion spectrometer

Light fragments (Z<3) tend to have a relatively high emission angle, making the experi-
mental apparatus designed for heavier particles not suitable in this case. Therefore, the
FOOT experiment is equipped with a dedicated setup specifically for detecting lighter
fragments. The setup for light fragments consists of a Start Counter and a Beam Monitor,
as described in Section 3.2.1, along with an Emulsion Cloud Chamber (ECC) that replaces
all other elements present in the setup for heavy fragments.
The choice to use an emulsion chamber for fragment identification is due to the high
emission angle of light fragments. Covering similar angles with a calorimeter would
require it to be several meters in size, making its construction challenging both in terms
of cost and portability.
The ECC is composed of layers of graphite and polyethylene, which replace the target,
alternated with plates coated with silver bromide (AgBr) emulsion films. When fragments
pass through these films, they ionize the emulsion, creating silver atoms. After accumu-
lating a certain number of tracks, the films are automatically scanned using an optical
microscope and areas where silver has concentrated are observed, enabling reconstruction
of the fragment tracks.
The subsequent region is dedicated to the identification of the charge of the produced
fragments, while the final region, which also includes layers of lead, is used to measure
the momentum.
The description provided here is non-exhaustive, as the ECCs are not employed in the
present thesis work. A more comprehensive description is available in [40] and [56].
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Chapter 4

GSI 2021 data analysis

In this thesis work, I analyzed data taken in July 2021 at the GSI (Gesellschaft für
Schwerionenforschung, Society for Heavy Ion Research) in Darmstadt, Germany.
At the time, the FOOT setup was not in its final configuration; the setup used in that
data acquisition is presented in Section 4.1 . The data were acquired using a beam of 16O
at 200MeV/u and 400MeV/u with a 5mm graphite (C) target and a 5mm and 10mm
polyethylene (C2H4) target. The analysis is focused on the data at 400MeV/u with the
10mm polyethylene target, obtaining the total and angular differential elemental cross
section. Starting from a previous analysis performed on the C target, I also extracted the
proton cross section via subtraction (as explained in Section 3.1.1).

4.1 GSI 2021 setup

The FOOT setup in July 2021 at GSI was composed of the Start Counter (SC), the Beam
Monitor (BM), the target and the ToF Wall (TW). Part of the tracking system was also
present, with the Vertex Detector (VTX) and the Micro Strip Detector (MSD), as well
as a part of the calorimeter (CALO), namely one module composed of 9 crystals. The
magnets and the Inner Tracker (IT) were completely absent. Even if present, the VTX
and the MSD were still not calibrated and aligned yet, thus no information from the
tracking system was used for this analysis.
The detectors I use in the analysis are then the SC, the BM and, at ∼ 1.93m from the
target, the TW (see Section 3.2). Without tracking information, it is still possible to
obtain the charge of the fragments, but not their mass, therefore the evaluation of the
isotopic cross section is not achievable.
Possible out-of-target fragmentation cannot be removed actively, so its contribution is
evaluated using runs without the target. In Figure 4.1 the schematic of the setup used in
the GSI data acquisition is shown.
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Figure 4.1: Schematic of the setup used in the GSI 2021 data acquisition. The VTX,
MSD and module of the CALO were also present, even if they are not used in the analysis.

4.2 Software

In this analysis I worked on data acquired in July 2021 at GSI with the setup described
in Section 4.1, as well as with some Monte Carlo (MC) simulation samples.
The initial step of the event reconstruction for both MC and real data is performed by the
analysis software SHOE (Software for Hadrontherapy Optimization Experiment). This
software is developed by the FOOT collaboration and stored in the INFN git repository
[57]. It is a C++ object-oriented software built upon the ROOT framework [58].
SHOE is used to reconstruct information from the different subdetectors. For example,
it performs signal processing for the SC and TW and the clusterization of the TW to
obtain the charge identification. A more detailed description of the charge identification
algorithm can be found in Section 4.2.2, since the charge information is used in this
analysis.
The output of SHOE is a ROOT file containing all the information relative to the event
reconstruction. Additionally, the software uses different configuration files tailored for
each data acquisition campaign in order to ensure correct calibration and parameter
settings.

4.2.1 MC sample

Monte Carlo simulations were developed to model a 400MeV/u 16O beam interacting
with a polyethylene target, alongside a corresponding simulation without the target.
The simulation was developed using the Monte Carlo framework FLUKA [41][42]. It
contains a complete description of the geometry and materials of every detector present
in the setup to reproduce the real beam behavior. The MC simulates the interactions of
the primary beam with the target and the setup itself, reproducing secondary particle
production. It also records all the energy losses, the charge and mass of the produced
fragments, as well as the kinematic quantities of all particles. The results are saved in
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a ROOT file. The simulated MC data can then undergo event reconstruction through
SHOE.
The agreement between data and MC simulation needs to be as accurate as possible,
particularly for the TW detector, since it is fundamental for reconstructing the fragments’
charge. To achieve results compatible with the real TW detector, the simulation mimics
the energy response of the detector through calibration, and Gaussian smearing is applied
to the energy loss and time-of-flight values computed with FLUKA (the two quantities
measured by the TW). The possibility of more than one particle hitting a single bar is
also accounted for, so multiple hits in a single bar are reconstructed as a single hit.
The Monte Carlo (MC) simulation is employed to validate the analysis technique by
comparing the cross section derived from the MC truth, based on the actual yields
of fragments, with the cross section calculated from the reconstructed fragments, as
if they were real data. From the MC simulation all the relevant information can be
evaluated, such as the geometrical efficiency, the efficiency of the TW algorithm used for
reconstruction and clusterization, and the charge identification capability.

4.2.2 Charge identification

The charge identification algorithm employs data information from the SC and the TW
detectors. The algorithm has been developed in order to provide the Z of each fragment
on an event by event basis, also to be used as a seed for the tracking in the complete
FOOT setup. The charge of each fragment is determined making use of the relation
between the time-of-flight (TOF) and the energy loss (∆E), as described by the Bethe
Bloch formula (see Eq. 1.2). Generally, the energy release is expressed in function of β but,
knowing the distance traveled by the fragments, the formula can be easily parametrized
in function of the TOF. The charge identification is performed by selecting the charge
based on a plot relating the energy loss of the fragments to their TOF. For each charge
Z, the corresponding Bethe-Bloch curve as a function of TOF is calculated. The charge
of each hit in a TW layer is assigned by selecting the closest Bethe-Bloch curve. This
algorithm operates separately for each TW layer. A clustering algorithm groups hits from
the two different TW layers and, if the charge identified in one layer matches the charge
in the other, the hit is considered valid and is associated with the fragment.
In Figure 4.2 the energy loss in a single TW layer as a function of the TOF is shown for
data taken with a 400MeV/u 16O beam on the polyethylene target. Each spot represents
a different fragment charge. Since all fragments originate from the same projectile, the
distribution of their kinetic energy peaks around the the projectile’s energy, leading to
a narrow TOF distribution. However, the energy loss, which depends on their different
mass and charge, is pretty different, making each charge clearly distinguishable.
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Figure 4.2: Energy loss in a single TW layer in function of the time-of-flight of real
data of 16O beam at 400 MeV/u against the polyethylene targe. The separation of each
fragment, due to their different energy release, is clearly visible.

4.3 GSI 2021 data

The beam consisted of 400MeV/u 16O ions impinging on a 1 cm thick polyethylene (C2H4)
target. A run without the target was also considered in order to perform background
subtraction (see Section 4.4.2).
The FOOT experiment employs two different trigger settings: the minimum bias trigger
and the fragmentation trigger. The minimum bias trigger (MB) records an event every
time a primary ion passes through the start counter, regardless of whether a nuclear
interaction occurred or not. The fragmentation trigger (FRAG), instead, is designed to
acquire data only when the primary beam undergoes fragmentation, using information
provided by the TW. The energy loss of primary ions is significantly larger than that
of any fragments due to the difference in charge. Therefore, if the two central bars of
the two different TW layers are hit simultaneously and the energy release exceeds a
certain threshold, properly tuned to the expected energy loss of primaries, the event is
tagged as Oxygen and discarded. The energy threshold is a trade-off between efficiently
rejecting Oxygen events and retaining most Nitrogen fragments, which could be affected
by a too low threshold. In MB runs, the trigger status information is recorded, allowing
verification of whether the fragmentation trigger would have fired for each event.
The fragmentation trigger efficiently selects fragmentation events, as shown in Figure 4.3.
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The plot represents the energy loss of different fragments in the TW for a MB run: the
events in which the fragmentation trigger would have fired are shown in red, while all
events are shown in black. The last peak represents the energy loss of the primary ions,
and it is clearly reduced with the fragmentation trigger, while the number of produced
fragments remains unchanged.

Figure 4.3: Energy loss in both TW layers for different fragments in a MB run: in red
only the events in which the fragmentation trigger would have fired are selected. The
fragmentation trigger efficiently reduces the number of primaries, while keeping all the
fragments produced.

Run Trigger Target Events

4288 MB C2H4 455130

4289 MB C2H4 581781

4290 MB C2H4 526119

4291 MB C2H4 174168

4292 MB C2H4 173558

4298 MB C2H4 572763

4299 MB C2H4 186770

Run Trigger Target Events

4302 MB C2H4 594181

4303 MB + FRAG C2H4 501962

4304 MB + FRAG C2H4 502840

4311 MB + FRAG C2H4 498541

4312 MB + FRAG C2H4 503358

4313 MB no 57133

Table 4.1: Physics run list.
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In Table 4.1 all the physics runs analyzed in this work are listed, together with the type
of trigger used and the number of events. In runs with the FRAG trigger, the MB trigger
could also fire. However, only 1 out of 10 MB events was actually acquired. Considering
the higher trigger rate of the MB trigger with respect to FRAG trigger, in these mixed
runs the number MB and FRAG events are almost the same. For this reason, these are
treated separately as independent measurements.

4.4 Analysis method

The aim of this analysis is to extract the total and angular differential cross sections of
different fragments produced. With the available setup, it was not possible to extract
the mass of each fragment, but only their charge, as described in Section 4.2.2. For this
reason, the cross sections obtained refer to different fragment charges.
In this analysis, Hydrogen fragments are not considered, since the TW thresholds were
optimized for higher charge fragments, resulting in low efficiency for Hydrogen.
The reaction of interest is the nuclear fragmentation of the primary beam inside the
polyethylene target; however, fragmentation events can also occur outside the target, for
example, in the material on the beam line or in air. The complete FOOT setup, with the
tracking system, can recognize the background and eliminate it event by event. Using only
SC, BM, and TW information, as in the case of the GSI 2021 setup, it is not possible to
recover the origin of a fragment. For this reason, a run without the target was performed
in order to subtract the out-of-target contributions (see Section 4.4.2). A simulation
without the target has also been used in the MC analysis. The same analysis carried out
on the data was also applied to the MC sample in order to validate the analysis method
employed, as described in Section 4.4.6.
To reconstruct the angular distribution of the fragments, the track information from
the BM of the primary ion for each event is used to extract the impact point on the
target. Then, the impact point of the fragment on the TW is determined, and using
this information along with the impact point of the primary beam on the target, the
angle of the fragment’s track is reconstructed. In Figure 4.4, the setup with the two
reconstructed tracks is shown. The TW bars are 2 cm thick, and consequently, their
granularity is 2× 2 cm2. The angle reconstruction is therefore affected by this limited
precision, particularly altering the results for fragments with higher charge (Z = 6 and Z
= 7), for which the angular distribution is narrow. To overcome this issue, an angular
unfolding method was implemented (see Section 4.4.5).
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Figure 4.4: Schematic representation of the GSI 2021 setup, with the track of the primary
Oxygen reconstructed by the beam monitor (blue) and the reconstructed track of a
fragment (violet).

4.4.1 Cross section

The cross section extraction is performed through the measurement of the yields of
different fragment charges. In particular, the elemental integral cross section for each
charge can be defined using the following formula:

σ(Z) =

∫ βmax

βmin

∫ θmax

0

(
∂2σ

∂θ∂β

)
dθdβ =

Y (Z)

Nprim ·NTG · ϵ(Z)
(4.1)

where θmax is the angular acceptance of the setup, determined by the TW dimensions and
the values βmin and βmax are the minimum and maximum values of β, corresponding to a
specific time-of-flight range in which the charge reconstruction algorithm works properly.
The maximum angle θmax is of 5.7 ◦ and the values of βmin and βmax considered are 0.3
and 0.9, respectively. Y (Z) is the number of fragments of a given charge measured by
the TW, Nprim is the number of primaries (Oxygen) impinging on the target, NTG is the
number of interacting centers in the target per unit surface and ϵ(Z) is the efficiency for
a specific charge Z. The number of interacting centers per unit area can be obtained from

NTG =
ρ∆xNA

A
(4.2)

where ρ is the mass density of the polyethylene target (0.94 g/cm3), ∆x is the thickness of
the target (1 cm), NA is the Avogadro number, and A is the mass number of polyethylene,
which is equal to 28.0534.
From the integration in β of the total cross section, it can be obtained the formula used
for the angular elemental cross section measurement as follows:

dσ

dΩ
(Z) =

Y (Z, θ)

Nprim ·NTG · ϵ(Z, θ) ·∆Ω
(4.3)
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In this case the Y (Z, θ) is the number of fragments measured by the TW and ϵ(Z, θ) is
the efficiency for a given charge, at a given angle θ. The angle θ, as described previously,
is the one between the BM track and the reconstructed track of the fragment from the
interaction point in the target to the interaction point in the TW. The efficiency has
been calculated using the MC sample, as explained in Section 4.4.3. Given the distance
of the TW from the target of ≈ 2m and the width of the TW bars of 2 cm, the minimum
bin width is of ≈ 0.57◦. Heavier fragments have a narrower angular distribution, for
this reason the number of bins is set differently for different fragments, to account for
available statistic in background data.

4.4.2 Background subtraction

As already mentioned, the out-of-target fragmentation cannot be directly evaluated from
the analysis. The fragments taken into account for the cross section evaluation are all
those that reach the TW; thus, fragments produced in air or in the setup material are
also considered.
The plot in Figure 4.5 shows the energy loss in the first TW layer for different fragments in
runs with and without the target, after rescaling for the number of primaries. In the run
without the target (in red), it is evident that the amount of out-of-target fragmentation
is not negligible.

Figure 4.5: Energy loss in the front layer of the TW for all the runs with the target (in
blue) and without it (in red).
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To eliminate the contribution of out-of-target fragmentation, a run without the target
is used to subtract the background. In particular, the number of fragments produced
over the number of primaries (Y/Nprim), used to calculate the cross section in Eq. 4.1
and Eq. 4.3, becomes:

Y

Nprim

=
YTG

Nprim,TG

− YnoTG

Nprim,noTG

(4.4)

where YTG and YnoTG are, respectively, the number of fragments in runs with and without
the target, and Nprim,TG and Nprim,noTG are the corresponding number of primaries. The
division by the number of primaries is important for correct subtraction, ensuring that the
fragment yields are properly normalized, considering the different number of primaries.

4.4.3 Efficiency

The efficiencies in Eq. 4.1 and Eq. 4.3 are obtained using the MC sample information.
The angular efficiency ϵ(Z, θ) includes both the TW detector reconstruction efficiency and
the geometrical efficiency. The reconstruction efficiency is computed dividing the number
of fragments reconstructed by the TW with a certain charge Z and angle θ by the number
of fragments with charge Z that reaches the TW within the angle θ. This represents the
TW reconstruction capability accounting for the clustering algorithm performance.
The geometrical efficiency, instead, takes into account the fragments produced in the
target, within the acceptance angle of the TW, that actually arrives in the TW and it is
obtained taking the number of fragments generated in the target that reaches the TW
with a certain Z and θ over the number of total fragments produced in the target with
the same Z and θ. This efficiency takes into account for example light fragments, like He,
that exit the angular acceptance due to Multiple Coulomb Scattering.
The final efficiency results from the multiplication of the two just described. The
efficiencies are calculated using the true angle θ from the MC in order to avoid including
angle mixing effects, described in more details in Section 4.4.5. The efficiency is applied
both in reconstructed MC and data after background subtraction. In Figure 4.6 the
angular efficiencies for each charge are represented in function of the emission angle. As
previously stated, the binning is chosen to address the limited statistics in the background
data for higher Z fragments at higher angles. For light fragments, the efficiency increases
with the angle. This is related to the high multiplicity of events involving light fragments
and the pile-up that can take place in the same bar. Heavier fragments have a more
constant efficiency between 84% and 88%.
Similar calculations are used to obtain the efficiency for each different fragment charge
ϵ(Z) and the result is shown in Figure 4.7. In this case the efficiencies range from a
minimum of 68% for He up to 88%.

53



0 1 2 3 4 5
]° [θ

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
ff

ic
ie

n
cy

(a) Angular efficiency for Z = 2

0 1 2 3 4 5
]° [θ

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
ff

ic
ie

n
cy

(b) Angular efficiency for Z = 3
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(c) Angular efficiency for Z = 4
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(d) Angular efficiency for Z = 5
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(e) Angular efficiency for Z = 6
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(f) Angular efficiency for Z = 7

Figure 4.6: Angular efficiencies in function of the emission angle for different charges.
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Figure 4.7: Efficiency for each fragment charge.

4.4.4 Purity

The MC sample has also been used to correct the possible wrong outputs of the charge
reconstruction algorithm. In particular, after performing the charge reconstruction in the
MC sample, as it is done on real data, a purity correction factor can be calculated for
each charge and angle as:

P (Zreco, θreco) =
N(Zreco = Ztrue, θreco)

N(Zreco, θreco)
. (4.5)

The formula represents the number of correctly reconstructed charges over the number of
fragments reconstructed with charge Zreco.
The purity correction is then applied to the data, separately for with-target and without-
target samples, before background subtraction. This procedure has shown, in various
simulations, to yield better results in terms of cross-section.
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4.4.5 Unfolding procedure

The lack of a tracking system in the GSI setup makes the reconstruction of the emission
angle of the fragments more challenging. The angle is reconstructed using the information
on the track of the primary beam from the BM and the reconstructed fragment track
from the impact point in the TW (Figure 4.4). In Figure 4.8 the reconstructed angle in
function of the true angle for the MC sample is shown for each different true charge. The
angle mixing is indeed an issue and for Z = 6 and Z = 7, characterized by a particularly
narrow angular distribution, this can lead to a wrong cross section evaluation.
The incorrect assignment of the reconstructed angle is due to the poor granularity of the
TW, which hinders the correct reconstruction of the fragment trajectory after the target.
The angle reconstructed using the true trajectory of the BM (in blue in Figure 4.4) and
the reconstructed fragment track (the one that depends on the TW impact point, in
violet in Figure 4.4) in function of the true angle is shown in Figure 4.9a. The angle
reconstructed using the reconstructed BM trajectory and the true fragment track in
function of the true angle is instead shown in Figure 4.9b. The reconstructed angle
improves notably in the second case, highlighting the influence of the TW on the accuracy
of the reconstruction. Another factor that influences angle reconstruction is the Multiple
Coulomb Scattering of the fragments, that reaches the TW with a different angle with
respect to the angle at their production.
This kind of angle mixing issue can be adjusted through an unfolding procedure, a
method commonly employed in physics to correct for detector effects and resolution
limitations [59]. In this analysis, the unfolding algorithm was applied to reconstruct the
true fragments angular distribution. The unfolding was implemented using the Bayesian
iterative algorithm [60][61] present in RooUnfold [62]. The information in the plots
of Figure 4.8 are used to build a response matrix Cij that expresses the effects of the
experimental acceptance and resolution. Each element of this matrix represents the
probability that an event generated in the i-th true bin (true angle) is reconstructed
in the j-th measured bin (reconstructed angle). The Bayesian unfolding method starts
with an initial prior, in this case the true angular distribution of different charges, and
combines the measured data with the response matrix. Using Bayes’ theorem, the
posterior distribution calculated is compared with the prior. This process is repeated
iteratively, with the posterior from one iteration used as the prior for the following. In
this case, after an evaluation of different parameters, three iterations were performed.
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(a) Z = 2 (b) Z = 3

(c) Z = 4 (d) Z = 5

(e) Z = 6 (f) Z = 7

Figure 4.8: True vs reconstructed angle for different charges for the MC sample.
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Figure 4.9: For Z = 6: in Figure 4.9a the angle reconstructed using the true trajectory of
the BM (in blue in Figure 4.4) and the reconstructed fragment track (in violet in Figure 4.4)
vs the true angle; in Figure 4.9b the angle reconstructed using the reconstructed BM
trajectory and the true fragment track vs the true angle.

4.4.6 Analysis method validation

The analysis method employed in this analysis, that includes background subtraction
and unfolding procedure, has been validated using the MC sample. In particular this
check is fundamental for angular cross section evaluation, for which the accuracy of the
background subtraction technique is not straightforward.
For the method validation, the MC data are processed in the same way of data, using
MC sample simulations with and without target and performing background subtraction
along with efficiencies and purities. The reconstructed cross section obtained in this
way is then compared with the cross section calculated using all true fragments yields
retrieved directly from the MC itself.
The results obtained for angular cross section are presented in Figure 4.10: in black
the true cross section extracted from the MC, in blue the reconstructed cross section
before unfolding and in red the reconstructed cross section after unfolding procedure
are reported. The cross section is expressed in barn/sr in function of the angle θ. The
unfolding appears to be important for a more precise cross section result, particularly for
higher Z fragments at higher angles, as already mentioned previously. The lower part of
each plot shows the relative error in percentage of the true cross section (in gray) and
the relative difference in percentage of the result with and without unfolding technique
with respect the true value. The pre-unfolding results are already compatible with the
true cross section within the error for some bins, showing that the analysis method
employed is accurate. The post-unfolding result improves notably, making almost all
values compatible within the error.
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Figure 4.10: Analysis method validation for different fragments.
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The total cross section can be obtained in two different ways: using Eq. 4.1 with the total
efficiency from Figure 4.7, or by integrating the angular cross section for each charge
in the angular acceptance of the TW, from 0° to 5.7°. These two methods do not show
significant differences, as illustrated in Figure 4.11, except for the He cross section. The
plot shows in black the true cross section extracted from the MC, in red the one coming
from the integration of the angular cross section of the MC sample and in blue the one
calculated with Eq. 4.1, all expressed in mbarn. The discrepancy for He between these
last two is due to the angular efficiency of He, which varies considerably across different
angles. Therefore, the total cross section calculated by integrating the angular cross
section provides a more accurate result, as it accounts for variations in reconstruction
efficiency.
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Figure 4.11: Total cross section for different charges for the MC sample. In black the
true one from the MC, in red the one obtained from the integration and in blue the one
calculated with Eq. 4.1. The relative error of the true cross section is shown in gray in
the lower part of the plot; the red dots represents the relative difference between the true
and the integrated cross sections, the blue ones the relative difference between the true
and the calculated cross section.
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4.5 Results

The data analyzed are all the physics runs listed in Table 4.1 acquired with a 400MeV/u
16O beam on a 1 cm polyethylene target.
In MB runs, the number of primary particles considered for the cross section evaluation
corresponds to the number of events that have passed some quality cuts on the SC and
BM. These cuts do not introduce biases in the measurement of the cross section since
they are applied before the target, and thus the primary particles are selected before
fragmentation occurs. In particular, pileup of multiple primaries are removed by looking
at the raw SC signal and requiring only a single track in the BM. Additionally, events
with a low energy deposition in the SC are eliminated, as these might correspond to
fragmentations occurring before the target.
For FRAG events, the trigger selects only events in which fragmentation has occurred, so
the number of primary particles needs to be evaluated. Since in MB runs it is possible to
determine whether the FRAG trigger would have fired or not, by taking the ratio of the
number of events labeled as fragmentation events to the total number of events, a trigger
acceptance factor can be calculated, resulting to be approximately 18%. This factor is
used to rescale the number of primary particles in fragmentation runs.
The total number of MB events is equal to 3511948 ± 1874 and for FRAG events is
735017± 857. The background events selected instead are only 52377± 229, since the
run was acquired for alignment purposes. This small value of the background affects
notably the error on the cross section measurement. All the MB statistics have been
added together, as well as for FRAG statistics.
A data quality assessment has been done on both MB and FRAG data, without highlight-
ing significant problems. The yields employed in the final result is a weighted average of
the yields of MB and FRAG data.
In Figure 4.12 the results for the angular cross section for different fragments obtained
using Eq. 4.3 are shown, where the fragments yields are the ones resulting after the
unfolding procedure. The angular cross section is expressed in barn/sr and the binning
is the one chosen to account for limited background statistics. Both statistical and
systematic errors are shown and in the lower part of the plots the relative error in
percentage is displayed. The main source of systematic uncertainty, represented in the
plots, is related to the analysis procedure employed. It is derived calculating the relative
difference between the reconstructed and true cross section of the MC sample, i.e. the
difference in the cross sections in black and red of Figure 4.10. Except for few cases, this
uncertainty results to be always smaller than the statistical one, below 10%, confirming
the validity of the analysis method. The statistical error is mainly due to the limited
statistics of the sample without target and ranges from 5% to 15 %, with a maximum of
≈ 28% for the first bin of Li.
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Figure 4.12: Angular cross section for different fragments in fuction of the angle θ; below
each plot the systematic and statistical error in percentage is shown.
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The total cross section obtained from the integration of the angular one is reported in
Figure 4.13, along with statistical and systematic errors. In this case the cross section is
expressed in mbarn. The systematic uncertainty, which is always below 5%, is smaller
than the statistical one for every fragment, except for He. The statistical uncertainty
varies from 1.8% up to a maximum value of 5.4%.
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Figure 4.13: Total cross section for different fragment charges.

In Table 4.2 a summary of the total cross sections for different fragment charges is presented
for the polyethylene target, along with its statistical and systematic uncertainties.

Fragment σ ±∆σstat ±∆σsys [mbarn] ∆σstat/σ ∆σsys/σ

He 2081 ± 37 ± 89 1.8 % 4.3 %

Li 189 ± 7 ± 5 4.0% 2.4%

Be 117 ± 6 ± 3 5.4% 2.7%

B 217 ± 8 ± 7 3.7% 3.1%

C 524 ± 14 ± 9 2.7% 1.7%

N 475 ± 14 ± 1 3.0% 0.2%

Table 4.2: Total cross sections with the polyethylene target for different fragments with
relative statistical and systematic uncertainty.
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4.5.1 Proton cross section

Another reaction of interest that can be studied from the data acquired at GSI in 2021 is
the one of a beam of 16O against a proton target. Dealing with a liquid hydrogen target,
as already discussed, would be particularly difficult and a gas target would lead to a too
low rate of interaction. For this reason the strategy employed by the FOOT experiment
is to obtain the cross section of a proton target by subtracting the cross section obtained
with a carbon target from the one with a polyethylene target. In particular, the cross
section with proton target is given by:

σ[H] =
1

4
(σ[C2H4]− 2σ[C]) (4.6)

where σ[C2H4] is the cross section with the polyethylene target and σ[C] the one with
the graphite (C) target. The same relation also holds for the angular cross section
(see Eq. 3.3). The subtraction method has been already exploited in [38], where the
fragmentation cross section of a Carbon beam of 95MeV/u against different targets is
studied. In particular the authors of the article validated the possibility to combine
the cross sections from different targets, adding and subtracting them. They were able
to compare the cross section results obtained with a PMMA target directly with those
obtained from single targets of elements composing the PMMA.
To get the proton cross section, a previous result on Carbon target with the same setup
and beam settings was used. The results of the subtraction for angular and total cross
sections are shown respectively in Figure 4.14 and Figure 4.15. The angular cross section
is given in barn/sr, while the total one in mbarn. The uncertainty associated with the
cross-section values presented in the plot has been obtained through the propagation of
the statistical error. For the total cross section, a summary of the results is provided in
Table 4.3.

Fragment σ ±∆σstat [mbarn] ∆σstat/σ

He 177 ± 11 6 %

Li 18 ± 2 13%

Be 11 ± 2 19%

B 23 ± 3 12%

C 63 ± 5 7%

N 60 ± 5 8%

Table 4.3: Total cross sections for different fragments for a 400MeV/u 16O beam against
a proton target, together with relative statistical uncertainty.
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Figure 4.14: Angular cross section for 400MeV/u 16O beam against a proton target for
different charges in function of the angle θ: the cross section has been obtained using
Eq. 4.6 with angular cross sections.
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Figure 4.15: Total cross section for 400MeV/u 16O beam against a proton target for
different charges: the cross section has been obtained using Eq. 4.6.

4.6 Literature comparison

As already stated in Section 2.3, the available cross section measurements on nuclear
fragmentation are particularly limited. There are some measurements of elemental cross
section, but none of differential cross section. In particular, to our knowledge, for a
polyethylene target there are no measurements that can be compared with what it has
been obtained in this work. A first comparison can however be done with the total cross
section obtained for the proton. In [63], measurements of fragmentation nuclear cross
sections for different beams at different energies against various targets are presented.
The measurements were performed at the NASA Space Radiation Laboratory (NSRL)
at the Brookhaven National Laboratory and at the Heavy Ion Medical Accelerator
in Chiba (HIMAC) at the Japanese National Institute of Radiological Sciences. All
the measurements were performed using different setups composed by silicon detectors.
Detectors placed downstream of the target where positioned at various distances from
the target in order to cover different acceptance angles. In particular, large acceptance
detectors covered 5° up to 10° and could identify species with charge Z ≥ Zprimary/2,
while the small acceptance detectors covered 1°-2° and could resolve all fragment species.

72



Among different beams and targets tested, the total cross section of a 400MeV/u 16O
beam against a proton target was measured. In this case the large acceptance detectors
covered an angle up to 6.7° which is closer to the acceptance angle of this analysis. On
the other hand, the small acceptance detectors are not considered in this comparison, due
to their too small acceptance. The cross sections provided are for B, C and N fragments.
The comparison with the results obtained in this work are in Table 4.4 and in Figure 4.16
(in red the results of this thesis, in black the results of [63]). The cross section values
result to be compatible within the error.

Fragment σ[mbarn] (This work) σ[mbarn] (Ref. [63])

B 23 ± 3 25 ± 2

C 63 ± 5 60 ± 4

N 60 ± 5 58 ± 4

Table 4.4: Total cross sections for B, C and N for a 400MeV/u 16O beam against a
proton target from this work and from [63].

Figure 4.16: Total cross section for a 400MeV/u 16O beam on a proton target for B, C,
and N: the cross sections obtained from this thesis analysis are shown in red, while the
cross sections from [63] are shown in black. The black points have been slightly shifted
to the right for better visualization of the error bars.
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Conclusions

The aim of the FOOT (FragmentatiOn Of Target) experiment is to provide precise
measurements of nuclear fragmentation total and double differential cross section in angle
and kinetic energy of the resulting fragments. These measurements are relevant both in
the hadrontherapy field, contributing to improving cancer treatment, and in the field of
space radioprotection, where measurements are needed to protect astronauts from cosmic
radiation. The FOOT experiment is composed of two different setups: an electronic setup
and an emulsion setup optimized for light fragments with a large acceptance angle.
In this thesis work, I analyzed data taken in July 2021 at GSI (in Darmstadt, Germany)
with the electronic setup. At the time, the setup was not complete yet, consisting only of
a Start Counter, a scintillator used to provide the trigger signal, a Beam Monitor, a drift
chamber before the target and a Tof Wall, two layers of scintillator bars used to identify
the charge of the produced fragments.
The data were acquired using 200MeV/u and 400MeV/u 16O beams against a 5mm
carbon target and a 5mm and 10mm polyethylene target. I worked on data taken at
400MeV/u with the 10mm thick polyethylene target, obtaining the total and differential
cross sections in angle for different fragments. With this setup, it was possible to obtain
elemental fragmentation cross sections for different fragment charges.
To account for the contribution of out-of-target fragmentation, a run without the target
was used to subtract the background. To consider the detector resolution, an angular
unfolding procedure was applied.
The same analysis carried out on the data was also applied to a MC sample, including
background subtraction and angular unfolding. The MC was used to validate the analysis
technique and to extract geometrical efficiency, TW reconstruction efficiency and charge
identification capability. From the MC, the systematic uncertainties of the measurements,
related to the analysis method employed, were also extracted.
From the data, the total cross section of all fragments as well as differential angular cross
section were obtained within the angular acceptance range, from 0° to 5.7°.
Using a previous result on a Carbon target with the same setup and beam settings, it
was also possible to extract the total and angular differential cross section on a Hydrogen
target via subtraction from the polyethylene cross section.
For the proton total cross section, a comparison with other available measurements was
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made for B, C and N fragments. The results were compatible with the few experimental
data available within the errors.
In conclusion, the analysis conducted within this thesis has demonstrated the capability
of the FOOT experiment to measure total and differential angular cross sections, using a
background subtraction method.
This analysis provides useful feedback to further improve cross section measurements
using the tracking system in the next future.
The detector is now complete and other data have been acquired: we expect from these
new samples more precise results due to the larger acquired statistics and significant
improvements of the detector.
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Appendix A

He-check: setup analysis

In this appendix I will describe the work carried out during the period of my master’s
studies spent at CNAO, contributing to the He-check project. The project aims to
perform dose verification during patient treatment sessions. The idea behind the project
is to simultaneously accelerate a Carbon and a Helium beam, exploiting their almost
equal rigidity. Due to their mass difference, Carbon releases its energy in the tumor,
while Helium exits the patient, releasing its energy in a detector. From the position and
residual range of Helium, it is possible to reconstruct the traversed density and thickness.
More details on this can be found in Section 2.1.3.

A.1 Experimental setup

The studied setup for the He-check project consists of a ls = 20 cm side plastic scintillator
cube coupled with a scientific CMOS camera. The system is placed inside a box with
completely black walls to minimize external light reaching the sensor. The box has a
lateral aperture through which the particle beam can enter.
For a more accurate reconstruction of the light produced by the particle beam, I have
performed an analytical study of the geometrical optics of the setup.
The centre of the coordinates used in this work is depicted in Figure A.1, where the setup
is viewed from above in the two different configurations. The origin of the Y coordinate,
representing the height, is positioned at the middle of the scintillator. The camera is
located at a distance L from the proximal side of the scintillator, centered at Y = 0 and
aligned with the origin of the coordinate system, but can be laterally moved along the Z
direction. The particle beam is directed towards the Z direction, impacting the lateral
side of the scintillator.
Two main configurations are shown in Figure A.1: one with the camera centered in the
middle of the scintillator in the Z direction, and the other with the camera aligned with
the side of the scintillator. In the second configuration, a mirror is added at an angle β
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relative to the side of the scintillator. The mirror enables observation of the X position
of the light, facilitating the reconstruction of the transverse position of the Bragg peak.
In both figures, α represents half of the camera’s Field Of View (FOV) angle along the Z
direction.
The camera model is Ando Zyla 5.5 sCMOS and it has 2560 × 2160 pixel, with a sensor
dimension of 16.6mm× 14mm. The scintillator is a BC-408 plastic scintillator cube with
a refractive index n = 1.58.

sCMOS camera

Mirror

sCMOS camera

X
Z

Y

L
lₛ

Plastic scintillator

α

L
l
ₛ

Plastic scintillator

α β

Particle beam Particle beam

X
Z

Y

Figure A.1: Schematic setup of the scintillator and camera seen from above in two main
configurations: on the left, the camera is centered in the Y-Z directions of the scintillator;
on the right, a mirror is added, while the camera is aligned with the side of the scintillator
and centered in the Y direction.

Lens parameters

The position of the camera relative to the scintillator is a crucial parameter. From the
distance L, it is possible to derive the Field Of View (FOV) of the camera in the Y and
Z directions. Considering the sensor dimension h and the focal length f , the field of view

angle is given by: α = arctan
(

h
2f

)
. From this equation the FOV can be calculated as

FOV =
Lh

f
(A.1)

Figure A.2 illustrates a schematic representation of the field of view and its relation with
the camera’s sensor. Since the sensor is not a perfect square, the field of view differs
slightly between the Y and Z directions. The camera is oriented such that the longer side
of the sensor aligns with the Z direction.
When the camera is centered with respect to the scintillator (configuration on the left
side of Figure A.1), the frontal side of the scintillator can be seen completely in both
dimensions already from 360mm, while if the camera is moved laterally (right side of
Figure A.1), the scintillator is completely visible from 610mm. Another important
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parameter to define is the depth of field, which is the distance between the nearest and
farthest objects that are acceptably sharp in focus in an image. It is required that the
entire scintillator remains in focus. The depth of field depends strongly on the focal
distance f , the f-number F/, defined as the ratio of the focal length to the aperture
diameter, and the circle of confusion. The circle of confusion is the diameter of the
blurred image produced by a point-like object located outside the depth of field.

CMOS camera

L

α
FOV

LENS

f

α

SENSOR (h)

Figure A.2: Schematic representation of the field of view.

The distances from the camera of the nearest object in focus dprox and farthest object in
focus ddist are given by:

dprox(dist) =
f 2d

f 2 + (−)c(d− f)F/

(A.2)

where d is the focus distance.
The pixel dimensions of the camera are 6µm× 6µm. Without any binning during the
acquisition, the circle of confusion can be taken equal to the pixel dimension. Considering
a focal length of 25mm and an exposure time of 10ms, F/16 is the optimal aperture to
obtain a clear image in the experimental condition studied. At a focus distance d = 70 cm,
the depth of field covers the entire dimension of the scintillator, ensuring it appears
completely in focus.
The camera lens used in the setup consists of a system of multiple lenses. Hence, it is
possible to estimate the virtual position of a lens that would correspond to this system.
Given the focal distance of the lens f = 25mm, we can assume the virtual position of the
camera sensor at this distance. The length L, introduced earlier in Section A.1, represents
the distance from the scintillator to the position of this virtual lens. To determine
the position of the virtual lens, field of view measurements were conducted at various
distances from the camera’s support. These measurements were subjected to a linear
fit, and the intersection point of the straight line with the X-axis indicates the position
of the virtual lens. The position of the virtual lens obtained by the fit is (34 ± 2)mm
from the camera’s support. It is important to note that the FOV value depends on the
camera’s focusing settings and the positioning of the camera’s objective. In reality, the
camera lens comprises a complex system of lenses rather than a single lens. Therefore,
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this measurement serves as an estimate rather than an exact value of the virtual lens’
position.

Refraction and reflection

The scintillator has a refractive index of n2 = 1.58, which differs from the refractive
index of air, n1 = 1. Correctly reconstructing the position of an object inside the
scintillator requires consideration of the refraction of optical rays entering from outside
(see Figure A.5a). In Figure A.3 a schematic with the parameters to study an optical ray
coming from behind the scintillator is illustrated. From the picture, the real position of
the object Ztrue and the Zapp are given by:

Ztrue = Z1 + Z2 = L tan θ1 + ls tan θ2 (A.3)

Zapp = (L+ ls) tan θ1 (A.4)

where θ1 and θ2 are the incident angles of the optical ray in air and inside the scintillator,
respectively.

Figure A.3: Schematic representation of the refraction of an optical ray originating from
behind the scintillator.

The two angles are related by Snell’s law: n1 sin θ1 = n2 sin θ2. The Z positions are
calculated with respect to the reference frame introduced in Section A.1. An object
positioned behind the scintillator will appear on the camera at an apparent position at
a distance L+ Papp from the camera, where Papp = Z2/ tan θ1. This calculation applies
similarly in the Y direction.
If the optical ray originates not from directly behind the scintillator but from a distance
Xtrue from the farthest side of the scintillator to the camera, the formulas change
substituting ls −Xtrue to ls. In the analysis performed in Section A.2, the variable Zapp

is used for convenience instead of the corresponding apparent position along the X-axis.
When the scintillator is positioned at L = 650mm from the camera, the refraction of
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light results in a maximum magnification effect of approximately ∼ 10%. This effect
was verified by placing a sheet of graph paper behind the scintillator and measuring the
position of a dot through the scintillator relative to its known position on the graph
paper.
Another significant effect that occurs within the scintillator is reflection. Optical rays
are internally reflected from the lateral sides of the scintillator and, given the refractive
index of the scintillator, the critical incident angle for total internal reflection is ≈ 40◦.
Through analytical analysis, it is possible to calculate the actual position of an object
after single internal reflection. For instance, with the camera positioned as in the right
side of Figure A.1, at a distance L = 650mm, only the last 37.9mm in the Z direction
are reflected, perceived by the camera as 41.6mm due to refraction.

Figure A.4: Schematic view of the reflection of an optical ray originating from behind
the scintillator.

For simplicity, the case of an optical ray originating from behind the scintillator will
be considered first, followed by the case of an optical ray originating from within the
scintillator.
From Figure A.4, which illustrates a schematic view of reflection process, Zapp of an
object behind the scintillator is still given by Eq. A.4. As previously shown in Eq. A.3,
Z1 = L tan θ1. The true position can be derived through the following calculations:

ls − x1 = (Zrefl − Z1)
1

tan θ2
(A.5)

∆z = x1 tan θ2 Ztrue = Zrefl −∆z (A.6)

where Zrefl indicates the position of the scintillator side where reflection occurs relative to
the camera. An object positioned behind the scintillator will appear in the camera as if it
were located at a distance L+Papp from the camera, where Papp = (Zrefl+∆z−Z1)/ tan θ1.
To observe reflection, the values of the x1 and ∆z variables must be positive: objects

80



in positions that do not meet this requirement are not reflected or their reflection does
not reach the camera. For instance, with the camera positioned as in Figure A.4, at a
distance L = 650mm, only the last 37.9mm in the Z direction are reflected, perceived by
the camera as 41.6mm due to refraction. Light originating from behind the scintillator is
the most affected by reflection.
In Eq. A.6, to determine the true position of an optical ray originating from a distance X
from the proximal side of the camera, it is needed to replace ls with X, noting that fewer
positions are visible through reflection. The same calculations apply for the Y dimension,
considering refraction.

(a) Zoom of a photo taken by the camera
of the scintillator cube in the configuration
on the left side of Figure A.1. The effect of
refraction is clearly visible from the distor-
tion of the graph paper sheet placed behind
the scintillator.

(b) Zoom of a photo taken with the camera:
the mirror is positioned at a 45◦ angle rela-
tive to the camera’s line of sight. A sheet
of graph paper is positioned at a minimum
distance of 2.2 cm.

Figure A.5: Some photos taken with the camera

Mirror setup

As mentioned in Section A.1, in the configuration where the camera is aligned with
the side of the scintillator, a mirror can be added to capture an image of the lateral
position of the light emitted by a particle beam. This setup is depicted on the right
side of Figure A.1, with the mirror positioned at an angle β relative to the side of the
scintillator. Due to experimental constraints, reconstructing the lateral position is not
straightforward, and its complexity increases significantly with even small changes to the
setup.
In reality, the setup differs slightly from the one depicted in Figure A.1 because the
scintillator is positioned on a support that leaves a gap of 2.2 cm along Z. Consequently,
the edge of the mirror does not touch the scintillator but instead maintains a distance of
2.2 cm from it. The mirror itself is a square of the same dimensions as the scintillator,
ls = 200mm. The simplest and effective configuration chosen is β = 45◦, where the
lateral side of the scintillator is reflected straight, as shown in Figure A.5b, due to the
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perpendicular reflection of optical rays. Referring to Figure A.6, the reflection of the
closer side AB of the scintillator, is seen from the camera at a distance equal to the one
of side BD from the camera plus 2.2 cm, behind the mirror. Due to the dimension of the
mirror and the angle chosen, AB is not reflected entirely. At a distance L = 650mm,
only approximately 179mm are visible. Similarly, the other edge of the same face of
the scintillator, B, is not fully contained within the mirror, as the mirror is positioned
2.2 cm away from the scintillator. In this case, the portion of the face not reflected in the
mirror is sufficiently small to be considered negligible. To reflect the entire scintillator, a
larger mirror could be chosen, or alternatively, the mirror could be positioned at an angle
greater than 45◦. However, in the latter case, the reflected image would not precisely
match the original. In fact the reflected image would appear behind the mirror at an
angle β relative to the scintillator and its reconstruction would be more complex because
each point of the reflected image is at a different depth relative to the camera, thus having
a different value in mm/pixels. Hence, the optimal solution would be a larger mirror to
reflect the entire scintillator; a dimension of 230 cm would suffice.

Figure A.6: Geometric construction used to calculate the X position of a point located at
Z = ls considering refraction inside the scintillator.

Regarding the further side of the scintillator relative to the mirror, CD, edge C is reflected,
while D is not visible in the mirror reflection. Specifically, from D, almost half a centimeter
is missing from the reflection in the mirror. To resolve this issue, two solutions are possible:
eliminate the 2.2 cm gap between the mirror and the scintillator by using a different
support, or move the mirror the same distance behind the scintillator. With the second
option, a larger mirror, such as one measuring 240mm, would be necessary to see point
A adequately.
The information from the mirror can provide the X position of a point inside the scintillator.
To correctly reconstruct the X position, however, it is necessary to consider the refraction
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of light. As previously done, the easiest approach is to start with a point positioned at
the back of the scintillator, which corresponds to Z = ls. The geometric construction of
the system is represented in Figure A.6.
Considering the variables introduced in the figure, the following equations hold:

tanϕ1 =
Xapp + s

L+ 2ls + s
(A.7)

Xtrue = Xapp − (h− h1) = Xapp − ls(tanϕ1 − tanϕ2) (A.8)

where the two angles are related by Snell’s law. The object will appear at an apparent
position Papp behind the mirror, as shown in Figure A.6.
The X position of the point relative to the side of the scintillator closest to the camera is
X ′

true = ls −Xtrue.
If the object is not at Z = ls, but at certain Ztrue, the equations change as follows:

tanϕ1 =
Xapp + s

L+ ls + Ztrue + s
(A.9)

Xtrue = Xapp − (h− h1) = Xapp − Ztrue(tanϕ1 − tanϕ2) (A.10)

while the others remain the same.

A.2 Position reconstruction

The reconstruction of the position of a certain point inside the scintillator requires
information about all three coordinates, with the X coordinate given by the mirror. The
apparent positions due to refraction can be estimated given the number of pixels for that
position, npixels and the mm/pixel corresponding to that specific depth with respect to
the camera. Calling Kd the mm/pixel corresponding to a depth d from the proximal side
of the scintillator to the camera (which is at d = 0) it is possible to obtain the following
relation:

Kd = d
Kls −K0

ls
+K0. (A.11)

Using this equation, the apparent position in X and Z will be given by:

Xapp =

(
d
Kls −K0

ls
+K0

)
nxpixels =

(
(ls + s+ Ztrue)

Kls −K0

ls
+K0

)
nxpixels (A.12)

Zapp =

(
d
Kls −K0

ls
+K0

)
nzpixels =

(
(ls −Xtrue)

Kls −K0

ls
+K0

)
nzpixels (A.13)
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For Yapp the same equation used for Zapp holds, substituting nzpixel with nypixel. The
variables nxpixel, nypixel and nzpixel are the coordinates in pixels, corresponding to the
apparent position of the point to be reconstructed. Combining Eq. A.3 and Eq. A.4, it is
possible to obtain:

Ztrue =
LZapp

L+ ls −Xtrue

+ (ls −Xtrue) tan

(
arcsin

(
sin(Zapp/(L+ ls))

n2

))
(A.14)

The Ytrue position is obtained using the same equation used for Ztrue, substituting Zapp

with Yapp The X ′
true position from the side of the scintillator closer to the camera, as

already mentioned in Section A.1, is:

X ′
true = ls −Xtrue = ls −Xapp − Ztrue(tanϕ1 − tan

(
arcsin

(
sinϕ1

n2

))
(A.15)

with Xtrue shown in Figure A.6 and tanϕ1 given by Eq. A.9.

A.3 Image acquisition and analysis

Acquisition setup and parameters

A preliminary image acquisition with the particle beam has been carried out to test the
calculations and formulas derived so far. The setup used was the one shown in Figure A.1
on the right, with the camera aligned laterally with the scintillator and the beam coming
from the Z direction.

(a) (b)

Figure A.7: Setup inside the experimental room at CNAO: Figure A.7a shows the box
containing the setup with the lateral window in front of the particle beam; the aperture
for the particles is also visible. Figure A.7b shows the scintillator and the mirror correctly
positioned inside the box.

The measurements were performed at a distance of L = 650mm from the camera to
capture a complete view of both the scintillator and the mirror as stated in the previous
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sections. After aligning the setup and positioning the box correctly, a reference image with
the box open was taken. From this image, the values of K0 and Kls mentioned in Eq. A.11
were verified by measuring the number of pixels of objects at a specific distance with a
known length. The value of K0 was determined knowing that the scintillator side closer
to the camera is positioned at d = 0 and its length is 200mm, giving K0 = 0.16mm/pixel.
Kls was obtained from the mirror side positioned at d = 200mm, which is also 200mm
long, resulting in Kls = 0.21mm/pixel.
Some background images were also taken to serve as a baseline reference and to be
subtracted from the subsequent images acquired.
The background images were taken with the box closed under different lighting conditions:
with the lights on, off, and with and without a dark blanket above. All these images
exhibited almost the same mean pixel intensity, indicating that the box is already quite
effective at blocking any external light sources.
The images were acquired with the camera configured to use an external trigger, using
the initial start-of-spill signal, which indicates the beginning of particle beam emission,
as the trigger signal. The camera acquired a kinematic series of images whose length
was set manually. The images were taken by irradiating the scintillator with carbon and
proton beams at different energies corresponding to depths in water of 30mm, 60mm,
100mm, 140mm, and 180mm for carbon, and 30mm, 60mm, 101mm, 141mm, and
181mm for protons. The carbon beam was delivered in a grid of 9 spots separated by
26mm, containing 5× 106 particles each, and in a grid of 25 spots separated by 26mm,
containing 10 × 106 particles each. For the proton beam, the grid was composed of 9
spots separated by 30mm, each containing 10× 106 particles. The chosen exposure time
for the acquisition was 50ms and the aperture of the camera was set at F/16.

Image analysis

This section presents the analysis of the images obtained with the proton beam, as it was
possible to separate each spot from the others in different image frames.
Figure A.8 shows an image obtained from the camera and the corresponding image
obtained after subtracting the background. On the right side of the image, the range of
the particles in the scintillator is visible, while on the left, there is the spot corresponding
to the reflection in the mirror. A median filter was also applied to the images to remove
noise spots caused by hot pixels. To reconstruct the range correctly, a software was
developed. The goal is to reconstruct, using the equations summarized in Section A.2, the
position of the Bragg peak. Firstly, the image is integrated along the vertical direction
to identify the pixels corresponding to the Bragg peak and the center of the spot in the
mirror. The result for the image in Figure A.8 is shown in Figure A.9.
On the right side, the characteristic shape of the Bragg peak is clearly visible. The last
197 pixels of the peak before the intensity drop are due to the reflection of light inside the
scintillator. The position of the peak in the mirror is obtained by fitting the peak locally
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with a Gaussian and determining the position of the maximum of the fit. The position of
the Bragg peak is instead obtained as the 90 % of the maximum on the descending edge.
These pixel positions are then used to evaluate nxpixel and nzpixel, introduced in Eq. A.12
and Eq. A.13.
The system of equation presented in Section A.2 is then solved numerically, yielding the
values of Ztrue from the center of the image, where the camera is aligned, and X ′

true from
the side of the scintillator closer to the camera. The value of the range is then simply
obtained by subtracting Ztrue from ls, the length of the scintillator.

Figure A.8: Image obtained from the camera and the corresponding one with background
subtraction. The light is produced from a beam of protons with a 60mm range in water,
corresponding to an energy of 90MeV.

The nypixel is instead obtained by integrating horizontally the portion of the total image
containing only the light coming from the scintillator and taking the center of the
luminous region. To help visualize the X and Y positions, Figure A.10 provides a
schematic representation of the setup seen laterally from the direction of the beam.
As an example, the results obtained for protons with ranges of 60mm and 101mm,
corresponding to 90MeV and 118MeV respectively, are shown in Table A.1 and Table A.2.
In the first two columns of the tables, the reference positions in X and Y of the spots
assuming perfect alignment of the setup with the beam. The values of the Y coordinate
exhibit slight variations from their reference values and are all compatible, indicating a
setup misalignment along Y of approximately 3mm which is plausible. However, the X
values show clear discrepancies compared to their reference values and also differ among
themselves. These discrepancies may be due to a misalignment of the setup in the X
coordinate, amounting to nearly 1 cm, as well as potential issues with the reconstruction
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code. Some defects due to aging in the scintillator cause some spots to be distorted and
badly defined, making it challenging to accurately identify the central pixel.
The range values obtained from the analysis appear to be quite compatible among
themselves within 1mm. Summarizing the results by computing the mean of the values
obtained for each of the 9 spots, the ranges obtained are: (32.3±0.1)mm, (61.6±0.1)mm,
(101.2± 0.1)mm, (140.3± 0.1)mm and (179.5± 0.1)mm. Considering that inside the
scintillator, the expected proton ranges are 32mm, 61mm, 101mm, 140mm and 180mm,
the values calculated are compatible with the expected ones.

Figure A.9: Integrated intensities along the vertical direction of the image. On the left,
the total image is shown, where the peaks related to the spot in the mirror and the Bragg
peak are visible. On the right, a zoom of the Bragg peak is shown. The plot refers to the
image in Figure A.8, protons at 90MeV.

Figure A.10: Schematic view of the setup seen from the direction of the beam entering
the foil. The coordinate system used in the following results is also shown from this
perspective.
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Xref(mm) Yref(mm) X (mm) Y (mm) Range (mm)

130 -30 138.6 -33.0 61.6
100 -30 110.5 -33.4 61.4
70 -30 82.4 -33.3 60.9
70 0 80.6 -2.8 61.4
100 0 111.2 -3.5 61.7
130 0 138.8 -3.6 61.9
130 30 141.2 26.5 62.0
100 30 111.7 26.9 62.0
70 30 81.5 27.2 61.5

Table A.1: Results of image analysis for protons at 90MeV, with a range in water of
60mm. In the first two columns, the reference value of the beam position in X and Y is
shown.

Xref(mm) Yref(mm) X (mm) Y (mm) Range (mm)

130 -30 137.3 -33.6 101.3
100 -30 109.7 -33.5 101.0
70 -30 83.7 -33.5 100.4
70 0 80.8 -3.3 101.0
100 0 111.4 -3.3 101.4
130 0 137.8 -3.6 101.6
130 30 139.2 27.0 101.8
100 30 111.8 26.9 101.5
70 30 81.7 27.1 101.1

Table A.2: Results of image analysis for protons at 118MeV, with a range in water of
101mm. In the first two columns, the reference value of the beam position in X and Y is
shown.
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