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Introduzione

“Quante mappe tra superfici di Riemann esistono una volta fissati tutti gli invarianti

discreti?”

Questa domanda è stata posta per la prima volta dal matematico tedesco Adolf Hur-

witz verso la fine del XIX secolo, dando il via a quella che chiamiamo teoria di Hurwitz.

Durante gli ultimi anni sono stati trovati collegamenti tra la teoria di Hurwitz e vari am-

biti della matematica: combinatoria, geometria algebrica, teoria delle rappresentazioni,

topologia, equazioni differenziali e perfino fisica.

Questo documento offre un’introduzione alla teoria di Hurwitz, fornendo gli strumenti

necessari per comprendere gli argomenti trattati.

Nel primo capitolo vengono introdotte le basi della teoria delle superfici di Riemann,

tra cui il teorema di Riemann-Hurwitz, che fornisce una relazione tra gli invarianti discreti

e, di conseguenza, una condizione necessaria per l’esistenza di una mappa olomorfa tra

superfici di Riemann. Questo teorema può essere considerato il primo risultato nella

teoria di Hurwitz.

Nel secondo capitolo vengono definiti i numeri di Hurwitz, che costituiscono l’argomento

principale della tesi. Viene richiamata la teoria dei rivestimenti, con particolare atten-

zione alla monodromia. Viene enunciato e dimostrato il teorema di esistenza di Riemann,

il quale collega la teoria dei rivestimenti topologici con quella delle mappe olomorfe, con-

sentendo l’estensione della monodromia a queste ultime. Infine, vengono presentati i

primi esempi di numeri di Hurwitz.

Nel terzo capitolo viene trattata, senza entrare troppo nel dettaglio né dimostrare

tutto, la teoria delle rappresentazioni dei gruppi finiti, in particolare quella del gruppo

simmetrico. Viene stabilito un collegamento tra la teoria delle rappresentazioni e quella

di Hurwitz, traslando il problema del conteggio dei numeri di Hurwitz in un problema

di moltiplicazione nell’algebra delle classi ZC[Sd]. Grazie al teorema di Maschke, che

fornisce una base ortogonale e idempotente per ZC[Sd], si arriva alla formula di Burnside,

che esprime i numeri di Hurwitz in termini dei caratteri delle rappresentazioni irriducibili

del gruppo simmetrico. Come verrà illustrato negli esempi, la formula di Burnside offre
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ii INTRODUZIONE

un metodo concreto ma computazionalmente intenso per il calcolo dei numeri di Hurwitz.

Viene accennato brevemente al potenziale di Hurwitz: una funzione generatrice i cui

coefficienti sono i numeri di Hurwitz. Ciò permette di stabilire una relazione tra i numeri

di Hurwitz connessi e disconnessi, e ci fornisce una ricorsione per i numeri di Hurwitz

semplici sotto forma di equazione differenziale. Viene poi discusso il concetto di formule

di degenerazione, che offrono un procedimento ricorsivo che riconduce un numero di

Hurwitz ad altri numeri con dati discreti minori. Ne segue che per conoscere tutti

i numeri di Hurwitz è sufficiente conoscere quelli la cui curva target è P1(C) con 3

punti di ramificazione. L’ultimo argomento trattato nel terzo capitolo è la teoria di

Hurwitz tropicale, introdotta da Renzo Cavalieri, Paul Johnson e Hannah Markwig nel

loro articolo del 2010 [CJM10]. Il risultato fondamentale qui è la corrispondenza tra la

teoria classica e quella tropicale.
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Chapter 1

Riemann Surfaces

In this chapter, we present the classical definitions and theorems concerning Riemann

surfaces theory, which will serve as foundational knowledge throughout the entirety of

this thesis.

1.1 Definition of Riemann Surface

Definition 1.1 (Topological Manifold). A topological manifold X of dimension n is a

topological space such that:

1. X is Hausdorff;

2. every connected component of X is second countable;

3. for every point in X there is a neighborhood U homeomorphic to an open subset

of Rn.

Definition 1.2. Let X be a topological 2-manifold, we call complex chart a homeomor-

phism ϕ : U → V where U ⊆ X and V ⊆ C are open.

• Two complex charts are called compatible if the transition map

T = ϕ1 ◦ ϕ−1
2 : ϕ2(U1 ∩ U2)→ ϕ1(U1 ∩ U2)

is a holomorphic function.

• A family of complex charts A = {ϕα : Uα → C}α such that X =
⋃

α Uα and the ϕα

are pairwise compatible is called an atlas on X.

• Two atlases A and B are called equivalent if A ∪ B is an atlas.
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2 1. Riemann Surfaces

• An equivalence class of complex atlases on X is called complex structure on X.

Definition 1.3 (Riemann Surface). A Riemann surface is a pair (X,A), where X is a

topological 2-manifold and A a complex structure on X.

Remark 1.4. A Riemann surface X is also a real smooth 2-manifold. If we consider a

transition map T this is holomorphic, so by the Cauchy-Riemann equations

det(JT ) = u2x + v2x ≥ 0.

Therefore X is orientable.

If X is compact, by the classification of topological surfaces, it is homeomorphic to

a Sphere or to a connected sum of tori.

This justifies the following definition:

Definition 1.5 (Genus). Let X be a compact Riemann surface, we call genus of X the

number

g(X) =
2− χ(X)

2

where χ(X) is the Euler characteristic of X.

Example 1.6. Every open subset of C is a Riemann surface with the identity function

as a chart.

The graph of a holomorphic function f : U → C is a Riemann surface with the

projection on the first coordinate.

Example 1.7 (Riemann sphere). Our charts are (ϕ0, U0) and (ϕ1, U1), where

U0 = {[x : y] ∈ P1(C) | x ̸= 0} ϕ0([x : y]) =
y

x

U1 = {[x : y] ∈ P1(C) | y ̸= 0} ϕ1([x : y]) =
x

y

It’s easy to see that these charts define a structure of topological manifold on P1(C). It
remains to check that these define a complex atlas i.e. that the two charts are compatible.

Since ϕ1 ◦ ϕ−1
0 : C∗ → C∗ is the map z → 1

z
, it is holomorphic.

Example 1.8 (Affine algebraic curves). Take a polynomial f ∈ C[x, y] and consider

V (f) = {(x, y) ∈ C2 | f(x, y) = 0},

we call it an affine algebraic curve. If ∂f
∂x

and ∂f
∂y

don’t vanish at the same time, we say

that our curve is smooth.
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Assume now that V (f) is smooth and let p = (x0, y0) ∈ V (f). Without loss of

generality we can assume that ∂f
∂x
(p) ̸= 0, then by the implicit function theorem, there

exists an open neighborhood Up ∈ C2 of p, an open neighborhood Wx0 ∈ C of x0, and a

holomorphic function φ : Wx0 → C, such that

V (f) ∩ Up = {(x, φ(x)) | x ∈ Wx0}.

We take as an atlas for V (f) the projections on the first coordinate, that is {V (f)∩Up, π}
where π(x, f(x)) = x. If two charts are the projection on the same axis, then the

transition map is the identity, which is of course holomorphic. If we have π1 and π2

projections on different axes, then the transition map is φ, which is holomorphic.

Example 1.9 (Projective algebraic curves). A projective algebraic curve is the zero

locus in P2(C) of an homogeneous polynomial in three variables, i.e. if F ∈ C[X, Y, Z]
is homogeneous, then its vanishing locus is well defined

V (F ) = {[X : Y : Z] ∈ P2(C) | F (X, Y, Z) = 0}.

We say that V (F ) is smooth if

{(X, Y, Z) | ∂F
∂X

=
∂F

∂Y
=
∂F

∂Z
= 0} ⊆ {(0, 0, 0)}.

The important fact about projective algebraic curves is that they are compact, indeed, if

we consider the quotient map π : C3\{0} → P2(C) it happens that π−1(V (F )) = F−1(0),

then V (F ) is closed in a compact space and thus it is compact. We check that it is a

Riemann surface on an open cover of P2(C). Let’s consider Uz = {[X : Y : Z] | Z ̸= 0}
homeomorphic to C2, with the map [X : Y : Z] → (X

Z
, Y
Z
). V (F ) ∩ Uz = V (f) where

f(X, Y ) = F (X, Y, 1) is an affine algebraic curve and by the Euler identity it is smooth,

in fact, if both the partial derivatives vanish at p we have a contradiction:

0 = deg(F )F (p) =
∂F

∂X
(p)X +

∂F

∂Y
(p)Y +

∂F

∂Z
(p)1 =

∂F

∂Z
(p) ̸= 0.

Then, on Uz, V (F ) is a Riemann surface. The same argument can be applied to

Ux = {[X : Y : Z] | X ̸= 0}

Uy = {[X : Y : Z] | Y ̸= 0}

and thus V (F ) is a Riemann surface.

Example 1.10 (Complex tori). Other classical examples of compact Riemann surfaces

are complex tori, defined as follows. Take a lattice

Λ = ω1Z⊕ ω2Z
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Where ω1 and ω2 are R-linearly independent vectors in C. We define the complex torus

associated to Λ as

E = C/Λ

From a topological point of view, they are all tori, but as Riemann surfaces, there are

infinitely many non-isomorphic ones.

1.2 Maps of Riemann surfaces

Definition 1.11. Let X and Y be Riemann surfaces. We say that a map f : X → Y is

holomorphic at x ∈ X if there exist a chart ϕ : Ux → C and a chart ψ : Vf(x) → C, such
that ψ ◦ f ◦ϕ−1 is holomorphic at ϕ(x). Where Ux and Vf(x) are neighborhoods of x and

f(x), respectively. If f is holomorphic at every x ∈ X we say that f is holomorphic.

Remark 1.12. The above definition is independent from the choice of the charts, in

fact, if ϕ′, ψ′ are other charts we have ψ′ ◦ f ◦ ϕ′−1 = (ψ′ ◦ψ−1) ◦ (ψ ◦ f ◦ ϕ−1) ◦ (ϕ ◦ ϕ′−1)

that is a composition of holomorphic functions.

Definition 1.13 (Meromorphic function). A meromorphic function on a Riemann sur-

face X is a holomorphic map f : X → P1(C).

Definition 1.14. Two Riemann surfaces X and Y are said to be isomorphic (or biholo-

morphic) if there exist two holomorphic maps f : X → Y and g : Y → X, such that

f ◦ g = idY and g ◦ f = idX .

Remark 1.15. By the open mapping theorem, X and Y are isomorphic if and only if

there exists an invertible and holomorphic map f : X → Y .

Example 1.16. Take a holomorphic function f : U → C where U is open. Then, the

graph Γf = {(x, f(x)) | x ∈ U} is isomorphic to U . In fact, the map

F : U → Γf

x→ (x, f(x))

is holomorphic and invertible.

Proposition 1.17. If f : X → Y is a non constant holomorphic map of Riemann

surfaces where X is compact and Y is connected, then f is surjective.

Proof. By the open mapping theorem f(X) is open. Since X is compact, then f(X) is

closed, moreover Y is connected and thus f(X) = Y .

Corollary 1.18. The only holomorphic functions on a compact Riemann surface are

constant ones.
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1.3 Local Properties of Maps

Definition 1.19. We say that a chart ϕ : Ux → C is centered at x if ϕ(x) = 0.

Theorem 1.20 (Local Normal Form). Let f : X → Y be a non constant map of

Riemann surfaces holomorphic at x ∈ X. Then, there exists a unique integer k ≥ 1

which satisfies the following: for every chart ψ : Vf(x) → C of Y centered at f(x), there

exists a chart ϕ : Ux → C of X centered at x such that ψ ◦ f ◦ ϕ−1(z) = zk.

Proof. Take any chart ϕ : Ux → C centered at x and consider the Taylor expansion near

0 of the map F = ψ ◦ f ◦ ϕ−1.

F (z) =
∞∑
n=0

anz
n.

Take k = min{n | an ̸= 0}. Now because ψ and ϕ are centered at 0, then F (0) = 0, so

a0 = 0 and therefore k ≥ 1. We can write

F (z) = zk
∞∑
n=k

anz
n = zkG(z) G(0) ̸= 0.

Since G(0) ̸= 0, we can choose a function η(z) such that η(z)k = G(z) in a neighborhood

of 0 and define the function w = ζ(z) = zη(z), which serves as a new coordinate for Y .

We observe that ζ ′(z) = η(z) + zη(z)′ and thus ζ ′ doesn’t vanish at 0. By the inverse

function theorem ζ is a local biholomorphism, so in a neighborhood of x we can define

the chart Φ = ζ ◦ ϕ that is again centered at x.

ψ ◦ f ◦ Φ−1(w) = F (ζ−1(w))

= F (z)

= (zη(z))k

= wk

The uniqueness of k comes from the fact that near F (x) there are k preimages, then we

cannot have another exponent.

Definition 1.21. Let f : X → Y be a non constant holomorphic map of Riemann

surfaces.

• The integer kx, such that there exists a local expression of f near x of the form

z → zkx , is called ramification index of f at x.

• If a point x has ramification index kx = 1 it is called unramified and we say that

f is unramified at x.
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• If a point x has ramification index kx ≥ 2 it is called ramification point. The set

of all ramification points is called ramification locus and it is denoted by R.

• The set B = f(R) is called branch locus and its elements are called branch points.

Proposition 1.22. Let f : X → Y be a non constant holomorphic map of Riemann

surfaces and h = ψ ◦ f ◦ ϕ−1 a local expression such that ϕ−1(z0) = x0. Then, the

ramification index of f at x0 ∈ X can be calculated in the following way:

kx0 = 1 + ordz0(h
′).

Proof. In the proof of Theorem 1.20 we have seen that the ramification index kx0 is

the minimum integer m, such that the coefficient am of the Taylor expansion near 0

of F doesn’t vanish, where the charts used for F are centered at x0 and f(x0). Let

w0 = ψ(f(x0)) and note that ϕ(x)− z0 and ψ(y)− w0 are centered. The corresponding

local form of f is F (z) = h(z + z0)− h(z0). Let’s expand h near z0

h(z) = h(z0) +
∞∑

n=m

an(z − z0)n am ̸= 0

and take the derivative, then ordz0(h
′) = ord0(F

′) = m − 1, that is one less than the

ramification index of f at x0.

Corollary 1.23. The ramification locus R of a non constant holomorphic map of Rie-

mann surfaces f : X → Y is discrete. If X is compact, then R is finite.

Proof. By Proposition 1.22 f is ramified at x ∈ X if and only if ordz0h
′ ≥ 1, i.e. the

ramification points correspond to the zeros of h, thus they are discrete.

If X is compact, then R must be compact, therefore it is finite.

Definition 1.24. Let f : X → Y a non constant holomorphic map of compact Riemann

surfaces with Y connected. Then, we define the degree of f

Deg(f) =
∑

x∈f−1(y)

kx.

for any y ∈ Y . If f is constant we set Deg(f) = 0.

Proposition 1.25. Deg(f) doesn’t depend on the choice of y ∈ Y .

Proof. First of all observe that g : D → D given by g(z) = zk, where D = {z ∈ C |
|z| < 1}, has k preimages with ramification indices 1 if z ̸= 0, and one preimage with

ramification index k in z = 0. Now we want to prove that the function d(y) =
∑

x∈f−1(y)

kx
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is locally constant so that, since Y is connected, then d(y) is constant. Fix a point y ∈ Y
and let {x1 . . . xn} be the fiber of y. By Theorem 1.20 we may choose local coordinates

w near y and zi for each xi, such that f is of the form zi 7→ z
kxi
i . Therefore we have a

map from the disjoint union of n disks to D where the preimages of 0 are exactly n with

ramification index kxi
, and the preimages of w ̸= 0 are kxi

for each disk with ramification

index 1. This shows that the function d(y) is constant near y.

It remains to check that we have considered all the preimages near y. Suppose that

for every neighborhood of y there are preimages that are not in any of the neighborhoods

of the xi’s. Then, we can construct a sequence xj of points in X, none of which lie in

any neighborhoods of the xi’s, such that f(xj) → y. By the compactness of X we may

extract a convergent subsequence xs. Since f is continuous the limit point of xs must be

one of the xi’s and this is a contraddiction.

Remark 1.26. Observe that if y is not a branch point, then the ramification indices are

1 and so the degree of f is simply the cardinality of the fiber of f at y. In general the

fiber has cardinality at most Deg(f).

Proposition 1.27. A holomorphic map of compact, connected Riemann surfaces f :

X → Y is an isomorphism if and only if Deg(f) = 1.

Proof. If f is an isomophism, then of course it has degree 1. If Deg(f) = 1, then f is

not constant, so by 1.17 it is onto. Deg(f) = 1 ensures that the fibers have cardinality

1 and thus f is injective. By remark 1.15 it is an isomorphism.

Proposition 1.28. The meromorphic functions on P1(C) are rational.

Proof. Let f : P1(C) → P1(C) be a holomorphic map, where we think of P1(C) as

C ∪ {∞}.
If f is constant, then it is rational, so we can assume f non constant. Consider f−1(0) =

{x1 . . . xn} and f−1(∞) = {y1 . . . ym} and suppose that no one of the xi’s or yi’s is ∞.

Define the rational and hence holomorphic function

ϕ(z) =
(z − x1)kx1 . . . (z − xn)kxn
(z − y1)ky1 . . . (z − ym)kym

.

The function f(z)/ϕ(z) is of course holomophic but does not assume the value 0 or ∞.

Then, by Proposition 1.17 it is constant. If one of the xi’s or yi’s is ∞ we simply omit

the corresponding term in ϕ.

Corollary 1.29. The automorphisms of P1(C) are all of the form

ϕ(z) =
az + b

cz + d
where ad− bc ̸= 0.
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1.4 Riemann-Hurwitz Theorem

The problem of finding conditions for the existence of maps between compact Rie-

mann surfaces is an important aspect of Hurwitz theory. The Riemann-Hurwitz theorem

provides a necessary condition and shows that there is a relationship among the degree of

the map, the ramification profile, and the genera of the two Riemann surfaces involved.

So the Riemann-Hurwitz formula is the first foundational result of Hurwitz theory pre-

sented in this thesis.

Theorem 1.30 (Riemann-Hurwitz). Let f : X → Y be a holomorphic map of compact

Riemann surfaces of degree d ≥ 1, where Y is connected. Then, the following formula

holds:

2g(X)− 2 = d(2g(Y )− 2) +
∑
x∈X

(kx − 1).

Proof. Take a triangulation T of Y such that each branch point is a vertex. There are

T triangles, E edges, and V vertices, if we lift this triangulation to a triangulation of X

we get d · T triangles and d · E edges. Each vertex v lift to #f−1(v) vertices. Observe

that from the definition of degree we have

#f−1(v) = d−
∑

f−1(v)

(kx − 1).

Then,

χ(X) = T ′ − E ′ + V ′ = d · T − d · E +
∑
v∈T

#f−1(v)

= d · T − d · E +
∑
v∈T

(d−
∑

f−1(v)

(kx − 1))

= d · T − d · E + d · V −
∑
v∈T

(
∑

f−1(v)

(kx − 1))

= dχ(Y )−
∑
x∈X

(kx − 1).

Remark 1.31. The above summation is always finite, in fact kx > 1 exactly when x ∈ R
and by the compactness R is finite.

Remark 1.32. An immediate consequence of the Riemann-Hurwitz formula is that there

do not exist non constant holomorphic maps of compact Riemann surfaces if the genus

of the domain is smaller than the genus of the codomain.



Chapter 2

Hurwitz Theory

2.1 Hurwitz Numbers

Definition 2.1 (Ramification profile). Let f : X → Y be a holomorphic map of compact

Riemann surfaces of degree d. Let y0 ∈ Y and consider f−1(y0) = {x1, . . . , xn}. We call

ramification profile of f at y0 the set of ramification indices {kx1 , . . . , kxn}. We say that

• f is unramified at y0 if the ramification profile is (1, . . . , 1);

• f has simple ramification at y0 if the ramification profile is (2, 1, . . . , 1);

• f is fully ramified at y0 if the ramification profile is (d).

Note that the ramification profile is a partition of d.

Definition 2.2. Let f : X → Y and g : Z → Y be two holomorphic maps of compact

Riemann surfaces. We say that f and g are isomorphic if there exists an isomorphism

h : X → Z such that f = g ◦ h. An automorphism of a holomorphic map f is an

isomorphism of the map with itself. We denote Aut(f) the group of automorphisms of

f .

Definition 2.3 (Hurwitz Cover). Given a genus g, n-marked, compact, Riemann surface

(Y, b1, . . . , bn), an integer d ≥ 0, and (λ1, . . . , λn) partitions of d, we call (connected)

Hurwitz cover of type (h, d, λ1 . . . λn) a map f : X → Y such that

• X is a (connected) compact Riemann surface of genus h;

• f has degree d;

• f is branched at {b1, . . . , bn} and not elsewhere;

9
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• the ramification profile of f at bi is λi;

where h is determined by the Riemann Hurwitz formula.

Definition 2.4 (Hurwitz Number). Let (Y, b1, . . . , bn) be an n-marked, compact, Rie-

mann surface of genus g. Let d be a non negative integer and (λ1 . . . λn) partitions of d.

We define the connected Hurwitz number associated with this discrete data as a sum over

the isomorphism classes of connected Hurwitz covers of type (g, d, λ1 . . . λn) weighted by

the order of the group of their automorphisms.

Hh→g,d(λ1, . . . λn) =
∑
[f ]

1

|Aut(f)|

Similarly we define the disconnected Hurwitz number

H•
h→g,d(λ1, . . . λn) =

∑
[f ]

1

|Aut(f)|

Sometimes, if we have r simple ramifications among the λi’s, we don’t indicate them but

instead use an r as an exponent in the following way Hr
h→g,d(λ1, . . . λs).

The finiteness of Hurwitz numbers is highly non-obvious and will be proved in section

2.5 as a consequence of monodromy.

2.2 Covering Spaces

Definition 2.5 (Covering Space). A covering space of a topological space Y is a con-

tinuous map p : X → Y such that for every y ∈ Y there exists a neighborhood Uy whose

p−1(Uy) =
⋃

i∈I Vi and p|Vi
: Vi → Uy is a homeomorphism for every i.

Definition 2.6 (Ramified cover). A continuous function between compact topological

surfaces p : X → Y is called ramified cover if there exists a finite set B ⊆ Y such that:

• p−1(B) is finite;

• p : X \ p−1(B)→ Y \B is a covering space.

Proposition 2.7. A non constant holomorphic map of compact Riemann surfaces f :

X → Y is a ramified cover.

Theorem 2.8 (Galois correspondence of covering spaces). There is a 1-1 correspondence
Isomorphism classes of

connected covering

spaces f : X → Y .

←→


Conjugacy classes

of subgroups

H ≤ π1(Y, y0).


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Proof. [Hatcher02, Ch. 1, Thm. 1.38, p. 67]

Theorem 2.9 (Monodromy correspondence). There is a 1-1 correspondence


Isomorphism classes of

path connected, covering

spaces f : X → Y

of degree d.

←→


Transitive group

actions

ρ : π1(Y, y0)→ Sd, up

to conjugacy.


Proof. Let f : X → Y be a path connected covering of degree d. Fix a point y0 ∈ Y and

a loop [γ] ∈ π1(Y, y0) and consider the permutation of f−1(y0) = {x1 . . . xd} constructed
in the following way: lift γ to γ̃j from xj. Since γ(0) = γ(1) = y0, then γ̃j(1) ∈ f−1(y0)

and so it is one of the xi’s. σ is defined so that γ̃j(1) = xσ(j). This is a permutation

because one can define the permutation corresponding to γ−1 that is its inverse. So we

have defined a function ρ : π1(Y, y0)→ Sd. The function is well defined because the end

point of a lift depends only on the homotopy class of the loop. If we consider γ ∗ µ, by
the uniqueness of the lift, γ̃ ∗ µ(1) is equal to the end point of µ̃ when the lift starts from

γ̃(1), therefore the above function is a group homomorphism.

Observe that ρ depends on the label of the fiber f−1(y0), this is why ρ is determined

up to conjugacy. In fact, if we consider a permutation ω ∈ Sd of the indices of the xi’s

and lift γ from xω(j), then γ̃(1) = xσ′(ω(j)). In the old labeling γ̃(1) = xσ(j). This index

in the new labeling is ω(σ(j)), thus σ′ω = ωσ. Then, σ and σ′ are conjugate. Now we

have to check that the homomorphism so defined stays the same if we change f with

another isomorphic cover. Take g : X ′ → Y and a homeomorphism h : X → X ′ such

that f = g ◦ h. If we lift γ via g from h(xj), then γ̃
′(1) = h(γ̃)(1). So, if we enumerate

the preimages of y0 via g correctly, i.e. we call x′j the element h(xj), we get the same σ

and thus the same group homomorphism ρ.

Finally it remains to prove that the image is transitive, i.e. that given two indices i, j

there is a permutation σ ∈ ρ(π1(Y, y0)) such that σ(i) = j. Since X is path connected

we can consider a path γ̃ from xi to xj, which is the lift of f(γ̃) that achieves what we

want.

Conversely, if we have a group action ρ : π1(Y, y0) → Sd with transitive image,

we can consider Stab(1) = {[γ] ∈ π1(Y, y0) | ρ([γ])(1) = 1}. This is a subgroup of

π1(Y, y0); then, by the orbit-stabilizer theorem it has index equal to the length of the

orbit O(1) = {ρ([γ])(1) | [γ] ∈ π1(Y, y0)}, and by transitivity, this is d. By 2.8 this

subgroup induces a connected cover f : X → Y . If we take a conjugation action
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Cω(x) = ω−1xω and consider Cω ◦ ρ, then the new stabilizer is

Stab′(1) = {[γ] ∈ π1(Y, y0) | (ω−1ρ([γ])ω)(1) = 1}

= {[γ] ∈ π1(Y, y0) | ρ([γ])ω(1) = ω(1)}

Since ρ is transitive we can consider [µ] ∈ π1(Y, y0) such that ρ([µ])(1) = ω(1), then

Stab′(1) = {[γ] ∈ π1(Y, y0) | ρ([γ])ω(1) = ω(1)}

= {[γ] ∈ π1(Y, y0) | ρ([γ])ρ([µ])(1) = ρ([µ])(1)}

= {[γ] ∈ π1(Y, y0) | ρ([µγµ−1])(1) = 1}

= [µ]Stab(1)[µ−1]

We have proved that the cover we obtain is associated to a conjugate subgroup of Stab(1),

so it is in the same isomorphism classes of f .

2.3 Riemann Existence Theorem

The Riemann existence theorem is the central result of this chapter.

Since now we have seen that holomorphic maps are ramified covers, the following theorem

states the converse and provides a link with the topology which will take us to the

monodromy of holomorphic maps.

Theorem 2.10 (Riemann Existence Theorem). Let Y be a compact Riemann surface

and X◦ a topological surface. Suppose that f ◦ : X◦ → Y \ {b1, . . . , bn} is a topological

cover of finite degree. Then, there exists a unique, up to isomorphism, compact Riemann

surface X and a holomorphic map f : X → Y , such that:

• f|X◦ = f ◦;

• X◦ is dense in X.

Proof. Step 1 : In this first step, we complete X◦ to a compact surface and extend f ◦

to a continuous function. Let’s consider one of the bi’s and denote it b. Let φ be a

chart near b and take ∆ = φ−1({|w| < 1}). The function f ◦ : (f ◦)−1(∆ \ b) → ∆ \ b is
a topological cover of finite degree d. Let U1, . . . , Um be the connected components of

(f ◦)−1(∆ \ b). Since ∆ \ b is homotopy equivalent to a circle, its fundamental group is Z.
Thus, by Theorem 2.8 a connected finite covering space of ∆ \ b is homeomorphic to a

punctured disk and has the form z 7→ zk. Then, there exist positive integers k1, . . . , km

and homeomorphisms ϕ◦
i : Ui → {0 < |w| < 1} such that φ ◦ f ◦ ◦ (ϕ◦

i )
−1(z) = zki . Now,
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add a point xi to X
◦ such that ϕ◦

i extends to a homeomorphism ϕ : Ui∪{xi} → {|w| < 1}
with ϕi(xi) = 0. After repeating this process for all the bi’s we have added a finite number

of points to X◦ to obtain a topological surfaces X. In fact, it is locally Euclidean near

the added points xi because of the homeomorphism ϕi constructed above. f ◦ naturally

extends to a continuous function f : X → Y sending xi to the corresponding b. X

is compact, indeed, if we remove each ∆ from Y we obtain a compact space, then f ◦

restrict to a compact covering space Z. X is the union of Z and the closures of the Ui’s

that are finite and compact, then it is compact.

Step 2 : We must show that X may be given a complex structure in such a way

that f is holomorphic. For each x ∈ X◦ we can choose an open neighborhood Ux such

that f ◦
|Ux

is a homeomorphism and f ◦(Ux) is contained in some chart φx for Y , then

we take φx ◦ f ◦
|Ux

as a chart for X near x. With this choice, a local expression of f

near x is the identity function and hence it is holomorphic. For a new point xi we use

the homeomorphism ϕi as a chart; then a local expression of f is z 7→ zki , which is

holomorphic. The charts so defined are compatible by construction.

2.4 Monodromy of Hurwitz Covers

Definition 2.11. Let (Y, b1, . . . , bn) be an n-marked compact Riemann surface of genus

g, let y0 ∈ Y and let λi be partitions of a positive integer d. We call connected mon-

odromy representation of type (g, d, λ1 . . . λn) a group action ρ : π1(Y \B, y0)→ Sd such

that:

• ρ is transitive;

• if γi is a loop around bi, then ρ([γi]) has cycle type λi.

Theorem 2.12. There is a 1-1 correspondence


Isomorphism classes of connected

Hurwitz covers f : X → Y of

type (g, d, λ1, . . . , λn).

←→


Connected monodromy

representations

ρ : π1(Y \B, y0)→ Sd of type

(g, d, λ1, . . . , λn), up to

conjugacy.


Proof. We know that a holomorphic map of compact Riemann surfaces is a covering map

away from the branch points; therefore, we can apply the classical monodromy theory

for covering spaces. The Riemann existence theorem assures us that there is only one

way to extend such covers to holomorphic maps defined on all of X. It remains to check
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that if γ is a loop around one branch point bi, then it gives rise to a permutation of cycle

type λi. Take r in the preimage of bi and choose local coordinates near r and bi such

that f is of the form z 7→ zkj . Note that γ ∼ α ∗β ∗α−1, where β is a parametrization of

{|w| = 1} and α is a path connecting y0 and the point in Y corresponding to 0 trough

the local coordinate w. Then, ρ(γ) cyclically permute the kj roots of unity {zkj = 1}.
This happens for every element in the preimage of bi, thus ρ(γ) is product of disjoint

cycles, each of length kj.

In particular, if we look at Y = P1(C), then the classification becomes

Theorem 2.13. There is a 1-1 correspondence


Isomorphism classes of connected

Hurwitz covers f : X → P1(C) of
type (g, d, λ1, . . . , λn).

←→


Conjucacy classes of n-tuples

(σ1, . . . , σn) where σi ∈ Sd has

cycle type λi, the subgroup

generated by the σi’s is

transitive, and σ1 . . . σn = e.


Proof. The fundamental group of P1(C) \ {b1 . . . bn} can be presented as

⟨ρ1, . . . , ρn | ρ1 . . . ρn = e⟩,

where the ρi’s are small loops around the bi’s. From the above theorem a monodromy

representation is given by the choice of (σ1, . . . , σn) with cycle types (λ1, . . . , λn) such

that the product is the identity.

Remark 2.14. If we want to allow the source Riemann surface to be disconnected we

simply require that the monodromy representation is not necessarily transitive.

2.5 Counting Maps Via Monodromy

The monodromy correspondence represents a significant advancement in our ability to

calculate Hurwitz Numbers. It gives us a purely combinatorial method that is far better

than a geometric approach to the problem, as we will see in example 2.17. Furthermore,

we can now assert that Hurwitz covers are finite and do not depend on the position of

points or on the complex structure of the Riemann surface, but solely on its topology.

Theorem 2.15. Let (Y, b1, . . . , bn) be an n-marked Riemann surface of genus g. Let M

be the set of (connected) monodromy representations of type (g, d, λ1, . . . , λn). Then, we

can calculate the Hurwitz number in the following way:

H
(•)
h→g,d(λ1, . . . , λn) =

|M |
d!
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Proof. Fix an Hurwitz cover f : X → Y and observe that it gives rise to mf differ-

ent monodromy representations all conjugate to each other because of the relabeling

of f−1(y0). We have d! way to relabel f−1(y0) but each automorphism gives the same

representation, then mf = d!
|Aut(f)| .

H
(•)
h→g,d(λ1, . . . , λn) =

∑
[f ]

1

|Aut(f)|

=
∑
[f ]

mf

d!

=
|M |
d!

Theorem 2.16. The connected and disconnected Hurwitz numbers are finite.

Proof. The fundamental group of a Riemann surface with n punctures is presented by

2g + n generators, so the number of monodromy representations is finite and by the

above theorem also the Hurwitz numbers.

Example 2.17. The easiest example of Hurwitz number is H0→0,d((d), (d)), so let’s

calculate it. Note that since there exists at least 1 fully ramified point, connected and

disconnected Hurwitz numbers coincide. Geometrically, we can proceed as follows: we

know that degree d meromorphic functions on the Riemann sphere ramified only at r1

and r2 are of the form

f(x) = b
(x− r1)d

(x− r2)d

With a coordinate change, one sees that this cover is isomorphic to p(x) = xd, then

there is only one isomorphism class. At this point one compute the automorphisms of

p(x) that are d. Now let’s calculate the Hurwitz number using monodromy. A Hurwitz

cover corresponds to two d-cycles in Sd such that the product gives the identity. Fixed

a d-cycle, the second must be its inverse, then there are as many Hurwitz covers as the

d-cycles, that is (d − 1)! . Therefore H0→0,d((d), (d)) =
1
d
. This example shows what a

powerful method the monodromy is.

Example 2.18 (Hyperelliptic curves). A Hyperelliptic curve is a Riemann surface that

admits a degree 2 meromorphic function on it. Where the degree of a meromorphic

function is the degree of the associated holomorphic map to P1(C).
Given P1(C) we want to count the degree 2 Hurwitz covers. If we require that the

source surface is of genus g by the Riemann-Hurwitz formula, it has exactly 2g + 2

branch points. Since the degree is 2, a point x is ramified if and only if kx = 2, then

a hyperelliptic cover has only simple ramification. Since a branch point always exists,
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there is a 2-cycle in the image of the monodromy representation; therefore, the Hurwitz

number is connected. By Theorem 2.13 we have to select 2g+2 permutations in S2 such

that their product is the identity. In S2, there is only one 2-cycle and its even powers

are the identity. Then, there is only one monodromy representation. We have proved

the following.

H2g+2
g→0,2 = H2g+2,•

g→0,2 =
1

2

Moreover this shows that given 2g + 2 points in P1(C) there exists, up to isomorphism,

only one hyperelliptic cover branched in those points.

Example 2.19 (Degree 2 Hurwitz numbers). Our goal now is to calculate all degree 2

Hurwitz numbers. Fix a genus g Riemann surface Y and b1, . . . , br branch points, then the

ramification profile is uniquely determined i.e. there are only simple ramifications. By

Riemann-Hurwitz r = 2h+2−4g, thus r must be even. From the standard presentation

of the fundamental group of an r-punctured, genus g Riemann surface, we have to choose

r transpositions in S2, σ1, . . . , σr and a1, b1, . . . , ag, bg other permutations, such that

[ag, bg] . . . [a1, b1]σr . . . σ1 = e.

The choice of the σi’s is necessarily (1, 2). Since S2 is abelian, the condition on the

commutators is always satisfied and since r is even (1, 2)r = e. There are 22g ways to

select ai’s and bi’s, thus

Hr,•
h→g,2 = 22g−1

If r > 1 there is always a two cycle in the image, then disconnected and connected

Hurwitz numbers coincide. If r = 0 to be transitive the image must contain a two cycle,

thus the only case that doesn’t work is when ai = bi = e for every i, then H0
h→g,2 =

22g−1
2

.



Chapter 3

Counting Maps

3.1 Representation Theory of Sd

Representation theory is a vast topic in mathematics. In this section, we introduce

only the essential tools and state the key theorems necessary for the continuation of

the thesis, without providing their proofs. Our primary goal is to use representation

theory to prove the Burnside formula, providing a powerful method to compute Hurwitz

numbers.

Definition 3.1. The group algebra of a given group G is the complex vector space C[G]
i.e. the C vector space spanned by the elements of the group. This is also an algebra

with the multiplication of the group extended by linearity.

Definition 3.2. We call class algebra of G the center of the group algebra

ZC[G] = {x ∈ C[G] | xy = yx ∀ y ∈ C[G]}.

Definition 3.3. A finite representation of a group G is equivalently

• A group action ρ : G→ End(V ) where V is a finite dimensional vector space.

• A finitely generated C[G]-module.

We call dimension of our representation dim V .

Remark 3.4. The above definitions are equivalent, indeed given a group action ρ : G→
End(V ) we can define a structure of C[G]-module over V . Take g ∈ G and v ∈ V . We

define the scalar multiplication g · v = ρ(g)(v) and we extend it by linearity. If we have

a C[G]-module M we can construct the representation ρ(g)(v) = g · v.

17
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Definition 3.5. Given a representation ρ : G → End(V ) we call subrepresentation a

ρ(g) invariant subspace V ′ ⊆ V for every g ∈ G. Equivalently a C[G]-submodule. We say

that a representation is irreducible if it does not contain non-trivial subrepresentations.

Definition 3.6. Two representations M and N are said to be isomorphic if they are

isomorphic as modules.

From now on, our intention is to work only with the symmetric group Sd.

Example 3.7. We can let Sd act trivially over C by setting ρ(σ)(z) = z. This is called

the trivial representation, it has dimension one, and it is irreducible.

Example 3.8. Another irreducible representation of Sd of dimension one is the sign

representation

ρ(σ)(z) =

{
z if σ is even

−z if σ is odd

Example 3.9. Let V be a d-dimensional vector space and consider {e1 . . . ed} a basis.

We can define the permutation representation ρ(σ)(ei) = eσ(i). The span of e1 + . . .+ ed

is an invariant subspace; therefore, ρ is not irreducible.

Example 3.10. Another important representation is the regular representation given

by C[Sd] as module over itself.

Now we state three important results of representation theory without giving the

proof.

Theorem 3.11. Every representation of Sd decomposes uniquely as a sum of irreducible

subrepresentations.

Theorem 3.12. The number of irreducible representations of Sd, up to isomorphism,

equals the number of conjugacy classes of Sd, which is the number of partitions of d.

Theorem 3.13. The regular representation decomposes as

C[Sd] =
⊕
ρ

M⊕ dim ρ
ρ ,

where the sum runs over all the irreducible representation of Sd.

Remark 3.14. From this it immediately follows that

d! =
∑
ρ

(dim ρ)2.
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Definition 3.15. Let ρ : Sd → End(V ) be a representation of Sd. Given a basis for V ,

the representation can be viewed as Φ : Sd → GLn(C). Then, we can define the function

χρ : Sd → C, called character of ρ as

χρ(σ) = trace(Φ(σ)).

Remark 3.16. Because the trace is invariant under change of basis, the following facts

hold

1. The character is independent from the choice of a basis and hence it is well defined.

2. The character is constant along conjugacy classes.

Remark 3.17. Other two proprieties of the character functions are

1. χρ(e) = dim ρ;

2. χρ1⊕ρ2(σ) = χρ1(σ) + χρ2(σ).

Definition 3.18. Functions f : Sd → C constant along conjugacy classes are called class

functions. They form a complex vector space. We can define an inner product on this

vector space as follows

⟨α, β⟩ = 1

d!

∑
σ∈Sd

α(σ)β(σ).

Proposition 3.19. Characters of irreducible representations of Sd form an orthonormal

basis for the vector space of class functions, i.e.

⟨χρ1 , χρ2⟩ =
{
1 if ρ1 ≃ ρ2

0 if ρ1 ̸≃ ρ2

Where ρ1 and ρ2 are irreducible representations.

Remark 3.20. Let λ ⊢ d and consider Cλ given by the sum of all permutations in Sd

of cycle type λ. These elements form a conjugacy class, so for any permutation σ ∈ Sd,

σCλσ
−1 simply rearranges the terms. Thus, Cλ ∈ ZC[Sd]. Moreover, the Cλ’s form a

basis of ZC[Sd] as complex vector space.

Theorem 3.21. The class algebra ZC[Sd] is a semisimple algebra, i.e. there exists a

basis {eρ1 . . . eρn} of idempotent elements, indexed by irreducible representations of Sd.

This means:

eρi · eρj =
{

eρi if eρi = eρj

0 otherwise

Furthermore, the following changes of basis hold

eρ =
dim ρ

d!

∑
λ⊢d

χρ(λ)Cλ Cλ = |Cλ|
∑
ρ

χρ(λ)

dim ρ
eρ
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Example 3.22. Now we describe all irreducible representations of S3 and compute its

character table. There are 3 irreducible representations and we already know two of

them: the sign and the trivial representation. So the third has dimension 2 and we call

it the standard representation ρs. The trivial representation is given by the matrix (1) for

every permutation and so the character function is constant 1. The sign representation

is given by the matrix (1) for even permutations and (−1) for odd permutations. We

know that the regular representation decomposes as ρr = ρ1 ⊕ ρ−1 ⊕ (ρs)
2 and then

χρr = χρ1 + χρ−1 + 2χρs .

It’s not hard to see that the character of the regular representation is the number of fixed

points of the action associated to C[Sd] as in 3.4. Since ρr acts by left multiplication,

then χρr(σ) = 0 if σ ̸= e and χρr(e) = 6. From this we can calculate the character of ρs.

In conclusion, we have the following character table of S3.

S3 Ce C(2,1) C(3)

ρ1 1 1 1

ρ−1 1 -1 1

ρs 2 0 -1

Table 3.1: Characters of S3

3.2 Counting Maps Via Representation Theory

Theorem 3.23. The following formula for disconnected Hurwitz numbers holds

H•
h→g,d(λ1, . . . , λn) =

1

d!
[Ce]

(∑
ν⊢d

|ξ(ν)|C2
ν

)g
Cλn . . . Cλ1

Where ξ(ν) is the centralizer of any permutation of cycle type λ and [Ce]x denotes the

coefficient of Ce after writing x as a linear combinations of the basis elements Cλ.

Proof. Recall that the fundamental group of an n-punctured, genus g Riemann surface

is presented as follows

⟨ρ1, . . . , ρn, α1, β1, . . . αg, βg | ρ1 . . . ρn
g∏

i=1

[αi, βi] = e⟩,

where [α, β] = αβα−1β−1. Thus, we have to choose σ1, . . . , σn, a1, b1, . . . , ag, bg ∈ Sd

such that each σi’s has cycle type λi and [ag, bg] . . . [a1, b1]σn . . . σ1 = e. We can consider
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ordered monomials in the class algebra of the form

âgag . . . â1a1σn . . . σ1,

where âi = b−1
i a−1

i bi. Monomials of this type appear in the formal expansion of(∑
ν⊢d

C2
ν

)g
Cλn . . . Cλ1 .

Now observe that since âi and ai are in the same conjugacy class there are ξ(ai) way to

obtain the same permutation âiai = (b−1
i a−1

i bi)ai. Then, each monomial gives
∏g

i=1 |ξ(ai)|
monodromy representations. Then, the number of monodromy representations is the

coefficient of the identity in the product
(∑

ν⊢d |ξ(ν)|C2
ν

)g
Cλn . . . Cλ1 , which concludes

the proof.

Theorem 3.24 (Burnside).

H•
h→g,d(λ1, . . . , λn) =

∑
ρ

(
dim ρ

d!

)2−2g n∏
j=1

|Cλj
|χρ(λj)

dim ρ
,

where the sum runs over all irreducible representations of Sd.

Proof. We start from the formula in the previous theorem and apply the change of basis

given in the Theorem 3.21. To begin with, consider∑
ν⊢d

|ξ(ν)|C2
ν =

∑
ν⊢d

|ξ(ν)|
(∑

ρ

|Cν |χρ(ν)

dim ρ
eρ

)2

=
∑
ν⊢d

|ξ(ν)|
∑
ρ

(
|Cν |χρ(ν)

dim ρ

)2

eρ

=
∑
ρ

d!

(dim ρ)2

(∑
ν⊢d

|Cν |χρ(ν)
2

)
eρ.

Where we have applied the orthogonality and idempotence of the basis and the fact

d! = |ξ(ν)||Cν |. We know that character are constant along conjugacy classes, then

|Cν |χρ(ν)
2 =

∑
σ∈Cν

χρ(σ)
2

Summing over all ν we obtain∑
ν⊢d

|Cν |χρ(ν)
2 =

∑
σ∈Sd

χρ(σ)
2

Where the right term is the inner product ⟨χρ, χρ⟩ = 1 times d! . We have arrived to∑
ν⊢d

|ξ(ν)|C2
ν =

∑
ρ

(
d!

dim ρ

)2

eρ
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Next we consider the product

Cλn . . . Cλ1 =

(∑
ρ

|Cλn|χρ(λn)

dim ρ
eρ

)
. . .

(∑
ρ

|Cλ1|χρ(λ1)

dim ρ
eρ

)

=
∑
ρ

n∏
j=1

( |Cλj
|χρ(λj)

dim ρ

)
eρ

Putting everything together we have

H•
h→g,d(λ1, . . . , λn) =

1

d!
[Ce]

∑
ρ

(
d!

dim ρ

)2g n∏
j=1

( |Cλj
|χρ(λj)

dim ρ

)
eρ

Remember that we only have to consider the coefficient of Ce. Applying the inverse

change of basis

eρ =
dim ρ

d!
χρ(e)Ce + . . .

and using the identity χρ(e) = dim ρ the thesis follows.

Example 3.25. From Riemann-Hurwitz a map between genus 1 Riemann surfaces must

be unramified. Applying the Burnside formula to this set of data, it follows immediately

that

H•
1→1,d = Number of partitions of d.

Example 3.26. Now we can apply the Burnside formula together with 3.22 for com-

puting all degree 3 disconnected Hurwitz numbers H•
h→g,3((3)

m, (1, 2)2n), where h =

3g − 2 +m+ n is determined by the Riemann-Hurwitz formula.

If n,m > 0 disconnected and connected Hurwitz numbers coincide and

Hh→g,3((3)
m, (1, 2)2n) =

∑
ρ

(
dim ρ

6

)2−2g( |C(3)|χρ((3))

dim ρ

)m( |C(2,1)|χρ((2, 1))

dim ρ

)2n

=

(
1

6

)2−2g(
2 · 1
1

)m(
3 · 1
1

)2n

+

(
1

6

)2−2g(
2 · 1
1

)m(
3 · (−1)

1

)2n

+

(
2

6

)2−2g(
2 · (−1)

2

)m(
3 · 0
2

)2n

=

(
1

6

)2−2g

2m32n +

(
1

6

)2−2g

2m(−3)2n

= 2m+2g−1 32n+2g−2
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If n = 0 the third summand doesn’t vanish, thus

Hh→g,3((3)
m) =

(
1

6

)2−2g(
2 · 1
1

)m

+

(
1

6

)2−2g(
2 · 1
1

)m

+

(
2

6

)2−2g(
2 · (−1)

2

)m

=

(
1

6

)2−2g

(2m+1 + 22−2g (−1)m)

If m = 0 the first calculation is still valid but only for the disconnected case.

3.3 Hurwitz Potential

Definition 3.27. We define the genus g (disconnected) Hurwitz potential as

H(pi,j, u, z, q) =
∑

H
r,(•)
h→g,d(λ1 . . . λn)p1,λ1 . . . pn,λn

ur

r!
z1−hqd.

Where

• Given a partition λ = (l1 . . . lk), then pi,λ is defined as

pi,λ =
k∏

j=1

pi,lj

where the pi,j’s keep track of the ramification profiles;

• u is a variable for the simple ramification;

• z indexes 1
2
the topological Euler characteristic and hence the genus;

• q is for the degree.

The total (disconnected) Hurwitz potential is defined as H(•) =
∑

g H
(•)
g

Theorem 3.28. The connected and disconnected genus g Hurwitz potentials are related

by

H•
g + 1 = eHg .

Proof. [CM16, Ch. 10, Thm. 10.2.1, p. 134]

If we look only at the simple Hurwitz numbers and consider the disconnected genus

g simple Hurwitz potential

S•
g(pj, u, z, q) =

∑
Hr,•

h→g,d(λ)pλ
ur

r!
z1−hqd.

We have the following result
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Theorem 3.29. The disconnected genus g simple Hurwitz potential S•
g satisfies the

following PDE

∂

∂u
S•

g =
1

2

∑
i,j≥1

ijpi+jz
∂2

∂pi∂pj
S•

g + (i+ j)pipj
∂

∂pi+j

S•
g.

Proof. [CM16, Ch. 10, Thm. 1.3.4, p. 139]

3.4 Degeneration Formula

Theorem 3.30 (Base curve of genus 0: reducing branch points).

H•
g→0,d(λ1, . . . , λs, µ1, . . . , µt)

=
∑
ν⊢d

|ξ(ν)|H•
g1→0,d(λ1, . . . , λs, ν)H

•
g2→0,d(ν, µ1, . . . , µt),

where g1 and g2 are determined by the Riemann-Hurwitz formula and satisfy the condi-

tion g1 + g2 + l(ν)− 1 = g.

Proof. Denote M the set of monodromy representations corresponding to tuples

(σ1, . . . , σs, ω1, . . . , ωt) such that the product is the identity and the permutations have

the chosen cycle type. Denote Nλ,ν the set of tuples (σ1, . . . , σs, π1) computing

H•
g1→0,d(λ1, . . . , λs, ν) where π1 has cyclic type ν and similarly for Nν,ω. We can consider

the subset P ⊆ Nλ,ν × Nν,ω where π1 = π−1
2 . Set π = σs . . . σ1 and define the function

M → P

(σ1, . . . , σs, ω1, . . . , ωt) 7→ [(σ1, . . . , σs, π), (π
−1, ω1, . . . , ωt)].

It is of course injective and it is surjective because the product of the permutations in a

tuple (σ1, . . . , σs, π) must be the identity. Then we have shown that M and P have the

same cardinality. Now we observe that

|P | =
∑
ν⊢d

1

|Cν |
|Nλ,ν ||Nν,ω|.

Where we divided by |Cν | because the two permutations π1 and π2 must be inverse

to each other and not just in the same conjugacy class. The formula follows from the

identity d! = |Cν ||ξ(ν)|.

Theorem 3.31 (Reducing the genus of the base curve).

H•
h→g,d(λ1, . . . , λs) =

∑
ν⊢d

|ξ(ν)|H•
h−l(v)→g−1,d(ν, ν, λ1, . . . , λs).
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Proof. Let M be the set of monodromy representations corresponding to tuples

(σ1, . . . , σs, a1, b1, . . . , ag, bg) such that each σi has cycle type λi and satisfying the relation

coming from the standard presentation of the fundamental group of an s-punctured,

genus g Riemann surface:

[ag, bg] . . . [a1, b1]σs . . . σ1 = e.

Define the set Nν of tuples (ω1, . . . , ωs, π1, π2, α1, β1, . . . , αg−1, βg−1) where π1 and π2 have

cycle type ν, the ωi’s have cycle type λi, and [αg−1, βg−1] . . . [α1, β1]π2π1ωs . . . ω1 = e. We

define the function M →
⋃

ν⊢dNν

(σ1, . . . , σs, a1, b1, . . . , ag, bg) 7→ (σ1, . . . , σs, b
−1
1 , a1b1a

−1
1 , a2, b2, . . . , ag, bg).

This function is well defined because a1b1a
−1
1 and b−1

1 are conjugate and thus have the

same cycle type. Moreover the relation imposed from the presentation of the fundamental

group is satisfied. Given a tuple (ω1, . . . , ωs, π1, π2, α1, β1, . . . , αg−1, βg−1) this is in the

image of the function if the following equations are satisfied:

π2 = b−1
1 ,

π1 = a1b1a
−1
1 .

There are exactly |ξ(ν)| solution. In particular the function is surjective and the following

identity holds

|M | =
∑
ν⊢d

|ξ(ν)||Nν |.

Then the theorem is proved.

Corollary 3.32. All disconnected degree d Hurwitz numbers are determined in terms

of Hurwitz numbers of the form H•
g→0,d(λ1, λ2, λ3).

Example 3.33. Let’s calculate H2→1,2((2), (2)) with the degeneration formula.

H2→1,2((2), (2)) =
∑
ν⊢2

|ξ(ν)|H•
2−ℓ(ν)→0,2(ν, ν, (2), (2))

= 2H0→0,2((2)
2) + 2H1→0,2((2)

4) = 2

We have already calculated H0→0,2((2)
2) = H1→0,2((2)

4) = 1
2
in section 2.5.

3.5 Tropical Theory

Definition 3.34 (Monodromy graph). Fix g and two partitions µ = (µ1, . . . , µk) and

ν = (ν1, . . . , νl) of an integer d > 0. Denote by r = 2g − 2 + k + l the number of simple
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branch points determined by the Riemann-Hurwitz formula. Monodromy graphs over a

segment [0, r + 1] are constructed as follows:

1. start with k segments over 0 labeled µ1, . . . , µk. The µi’s are called weights.

2. Over the point 1 create a three valent vertex by joining two strands or splitting

one with weight greater than 1. In case of a join, label the new edge with the sum

of the weights of the joined strands. In case of a split, label the new strands with

all the possible pairs of numbers adding to the weight of the split edge.

3. Consider only one representative for any isomorphism class of labeled graphs.

4. Repeat 2 and 3 for all successive integers up to r

5. Terminate the graph with l points of weight ν1, . . . , νl over r + 1.

Definition 3.35. In a monodromy graph, a Wiener consists of a strand of weight 2n

splitting into two strands of weigth n and then re-joining. A balanced fork is a tripod

with weights n, n, 2n such that the vertices of weight n lie over 0 or r + 1, as illustrated

in the following pictures.

r + 1r

2n
n

n

0 1

2n
n

n

2n 2n
n

n

s s+ 1

Balanced right fork Balanced left fork Wiener

Definition 3.36. Fix g and let ν and µ be two partitions of an integer d > 0. The

tropical double Hurwitz number is defined as follows

H trop
g→0,d(µ, ν) =

∑
Γ

1

|Aut(Γ)|
∏
e

ω(e).

Where Γ is a monodromy graph and the product goes over all interior edge weights.

Theorem 3.37 (Cavalieri, Johnson and Markwig).

H trop
g→0,d(µ, ν) = Hg→0,d(µ, ν).

Moreover the only automorphisms arise due to wieners and balanced forks. It follows

that the classical double Hurwitz numbers can be calculated as

Hr
g→0,d(µ, ν) =

∑
Γ

(
1

2

)#wieners+#b.forks ∏
e

ω(e).
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Proof. [CJM10, Cor. 4.4, p. 247]

Example 3.38. In order to understand tropical Hurwitz numbers we compute

H trop
1→0,4((4), (2, 2)) = 14.

The following table shows the type of contributing graphs and the various contributions,

then summing the numbers in the last column we get the result.

Monodromy graph n. wieners n. b. forks
∏
ω(e) Total

4 4
2

2

1

3

0 1 2 3 4

0 1 12 6

4
2

2
2

1

1

0 1 2 3 4

1 0 2 1

4

3

1 2

2

1

0 1 2 3 4

0 0 3 3

4 4
2

2

2

2

0 1 2 3 4

1 1 16 4

Example 3.39. In example 3.26, we have calculated the Hurwitz number

H1→0,3((3)
2) = 2

We can use tropical theory to calculate it and observe that the correspondence theorem

is respected. The only possible monodromy graph is the following.

3 3
1

2

0 1 2 3

Then, H trop
1→0,3((3)

2) = 2.
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