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Abstract

Recent breakthroughs in machine learning are paving the way to the vision of software 2.0 era, which foresees the replacement of traditional software development with such techniques for many applications. In the context of agent-oriented programming, we believe that mixing together cognitive architectures like the BDI one and learning techniques could trigger new interesting scenarios. In that view, our previous work presents Jason-RL, a framework that integrates BDI agents and Reinforcement Learning (RL) more deeply than what has been already proposed so far in the literature. The framework allows the development of BDI agents having both explicitly programmed plans and plans learned by the agent using RL. The two kinds of plans are seamlessly integrated and can be used without differences. Here, we take autonomous driving as a case study to verify the advantages of the proposed approach and framework. The BDI agent has hard-coded plans that define high-level directions while fine-grained navigation is learned by trial and error. This approach – compared to plain RL – is encouraging as RL struggles in temporally extended planning. We defined and trained an agent able to drive in a track with an intersection, at which it has to choose the correct path to reach the assigned target. A first step towards porting the system in the real-world has been done by building a 1/10 scale racecar prototype which learned how to drive in a simple track.
Contents

1 Introduction ........................................ 1

2 Background ........................................ 5
   2.1 Belief-Desire-Intention .......................... 5
   2.2 Jason ........................................... 6
   2.3 Reinforcement Learning .......................... 6

3 Related Works ...................................... 9

4 Jason-RL Framework ................................. 11
   4.1 The Basic Idea ................................. 11
       4.1.1 A First Model .............................. 12
       4.1.2 Extending the Reasoning Cycle .......... 15
   4.2 Jason Implementation ........................... 17
       4.2.1 RL Concepts Representation in Jason .. 19
       4.2.2 Jason-RL Reasoning Cycle ............... 22

5 The Self-Driving Problem ............................ 25
   5.1 ML in Autonomous Driving ...................... 25
       5.1.1 Supervised vs Reinforcement Learning ... 26
   5.2 Modeling the Driving Problem .................. 28
   5.3 LIDAR-based RL ................................ 29

6 Experiment Setup ................................... 31
   6.1 F1tenths Platform .............................. 31
   6.2 Agent Environment .............................. 32
# CONTENTS

## 7 Agent Description

7.1 BDI Agent ................................................. 37

7.2 RL algorithm ............................................. 40

## 8 Results and Discussion

8.1 Discussion ................................................. 45

## 9 From Simulation to Reality

## 10 Conclusions and Future Works

## A NNs Comparison for LIDAR Data Processing

## Bibliography
Chapter 1

Introduction

Machine Learning (ML) and cognitive computing techniques have been getting a momentum in recent years, thanks to several factors, including theoretical developments in contexts such as deep Neural Networks (NNs), Reinforcement Learning (RL), Bayesian networks, the availability of big data and the availability of more and more powerful parallel computing machinery (GPU, cloud) [1, 2, 3, 4]. Their deeper and deeper impact in real-world applications is celebrating a new “AI Spring” era, which is generating a strong debate in the literature as well [5]. Actually, the impact is not only about the kind of applications but also about how applications are programmed and engineered. In particular, a vision of Software 2.0 era is emerging [6], in which traditional programming and software development is meant to be more and more replaced by e.g. machine learning and cognitive computing techniques, towards the “the end of programming” era [4, 7].

If we consider Agent-Oriented Programming (AOP) [8], and more in general Multi-Agent Systems (MAS) engineering, we believe that blending cognitive architectures such as the Belief-Desire-Intention (BDI) one [9] with learning techniques will lead agent-oriented programming to evolve toward the Software 2.0 era. In that view, in our previous work we have proposed the Jason-RL framework [10], based on the Jason agent platform [11, 12], which integrates BDI agents and reinforcement learning [13] so as to systematically exploit RL in the agent development stage. The framework allows developers to integrate the explicit programming of plans – when developing a BDI agent – with the possibility that, for some goals, it would be the agent itself to learn the plans to achieve them, by exploiting RL based techniques. This is not only for a specific ad hoc problem but as a general feature of the agent platform. The development of certain plans moves from programming to designing an environment suitable for learning. In this sense, the development of an agent is metaphorically similar to an education
process, in which first an agent is created with a set of basic programmed plans and then grow up in order to learn plans to achieve the goals for which the agent is meant to be designed.

In this dissertation, the Jason-RL framework is applied to the interesting case study of autonomous driving to assess the advantages and effectiveness of the proposed approach, framework, and model. In the case of autonomous driving, the above-mentioned education process resembles our idea of robot-drivers as teen-drivers [14], which learns new patterns and behaviors by trial and error in a fashion that resembles young human driving students. In [14], we depart from the assumption of infallible self-driving vehicles to accept the idea of a limited amount of time granted to robot-drivers to learn how to drive in certain scenarios so as to open the doors to the use of reinforcement learning techniques in the real world.

In the problem of autonomous driving, the agent has to follow high-level directions while relying on environment perceptions to take decisions and navigate without incidents. In this case study, the hard-coded plans handle the high-level planning of the path so as to choose the right direction to the target, while low-level control, that uses sensors and actuators to ensure moving without incidents, is achieved by using the learning capabilities of the framework. This approach is promising as RL struggles in temporally extended planning [15] [16] meanwhile humans struggles in defining hard-to-engineer behaviors like fine-grained navigation. Thanks to Jason-RL, we can benefit from the strengths of both methods. The environment used in the experiment is a track with an intersection and two targets (randomly alternating). The agent has to choose the right direction at the intersection to reach the proper target. The agent uses its approximate position for high-level planning, while it uses LIDAR measurements for low-level control. In the end, we successfully defined and trained a BDI agent able to drive in the track and able to handle the intersection.

In our experiments, we used the F1/10 (or f1tenth) platform [17]. f1tenth is an open-source 1/10 scale racecar featuring realistic dynamics and hardware/software stacks similar to full-scale solutions. The platform offers a simulator that can run the same code of the physical f1tenth. At this stage, we were not able to build a real-world track with an intersection due to space constraints, so, we performed the main experiment on the simulator. Nevertheless, we did a first step toward the use of our system in the real-world. We built an f1tenth equipped with a LIDAR, and capable of performing DQN training in real-time. In this setting, the driver agent faces all the challenges of a real driving scene including sensors noise and actuators’ unpredictability that lead to imprecise vehicle control. In the real-world experiment, we have trained the agent
to drive on a simple race track (without intersections and thus without the BDI part) using real LIDAR data as input, which has been considered an open problem \[18\]. As a next step, we plan to perform also the intersection experiment in the real-world.
Chapter 2

Background

2.1 Belief-Desire-Intention

Agent-oriented programming was proposed as a new programming paradigm based on the cognitive and societal view of computation [8] thus providing an abstraction tool as a convenient shorthand for talking about complex systems. Since then, multiple models, languages, and frameworks were submitted. The AOP approach is suitable for developing complex systems by treating the various system components as autonomous and interactive agents, and its benefits have been illustrated in various works [19]. One of the most successful models for developing rational agents is the Belief-Desire-Intentions model [9]; the central idea is that one can talk about computer programs as if they have a “mental state” made of (1) beliefs, the information the agent has about the world that could be out of date or inaccurate; (2) desires, all the possible states of affairs that the agent might like to accomplish; (3) intentions, the states of affairs that the agent has decided to work towards [12]. These are the basic data structures while the actual mechanism that defines the agent behavior lies in the theory of human practical reasoning [20]. In essence, it provides a way for the agent to choose which desires to pursue (deliberation) and deciding how to achieve an end (means-ends reasoning). This last activity, i.e. defining the course of actions to reach a goal, also known as planning in the AI community, is left to the developer because of its computational complexity thereby reducing the agent task to the selection of available plans. We must also emphasize that a characteristic of agents is that they are situated in their environment i.e, they can perceive the environment to some extent and act on it.
2.2 Jason

Jason\cite{12} is an interpreter for an agent programming language that extends AgentSpeak\cite{9}, a popular AOP language. Jason is based on Java and it is a state-of-the-art platform for AOP. For our purposes, we consider Jason as a representative instance of AOP based on the BDI model. The Jason platform implements a customizable agent architecture that allows programmers to build and run multi-agent systems. The developer writes agent programs in Jason, while the environment, the internal actions, and the custom architecture components are written in Java. The interpretation of the agent program and the underneath architecture effectively determines the agent’s reasoning cycle. For our purpose, we can assume that the reasoning loop contains the following steps: the agent receives some percepts from the environment and updates its beliefs; it selects a pending event; it chooses a plan to handle the event; it executes the next action of an instantiated plan. The cycle is further discussed in chapter\cite{4}.

The agent program consists of initial beliefs, goals, and plans. Beliefs are expressed thorough Prolog-like facts and rules, and they are updated during the reasoning cycle according to the agent’s perceptions. Goals represent the properties of the world that the agent wants to accomplish. There are two types of goals: achievement goals and test goals. Achievement goals lead to the execution of plans with the purpose of achieving that goal. Test goals, instead, are used to retrieve information from the agent’s belief base. Plans are courses of actions that the agent expects they will lead to the corresponding goal. A plan is composed of a triggering event, a context, and a body. Changes in the agent’s beliefs or goals create events. Triggering events tell the agent which events a plan can handle. The plan’s context defines the conditions in which the plan is more likely to succeed. Those conditions will be checked against the belief base to determine if the plan is suitable for the current situation. The plan’s body is composed of the actions that the agent will execute to hopefully achieve its goal. Actions can be environment actions, the addition of achievement or test goals, the addition of mental notes (i.e. beliefs), or internal actions that are a process executed within the agent. Plans can also have a label that associates meta-level information about it.

2.3 Reinforcement Learning

In this section, we provide a short review of RL taking Sutton and Barto’s textbook\cite{13} as the main reference – for a comprehensive overview, we suggest to consult that book.
2.3 Reinforcement Learning

RL is a machine learning method in which an agent learns how to fulfill a task by interacting with its environment. Any problem of learning goal-directed behavior can be reduced to three signals passing back and forth between an agent and its environment: one signal to represent the choices made by the agent (the actions), one signal to describe the basis on which the choices are made (the states), and one signal to define the agent’s goal (the rewards). A state is defined as whatever information is available to the agent about its environment, some of what makes up a state could be based on the memory of past perceptions or even be entirely mental or subjective. More precisely, the state is the set of information useful to predict the future. The reward is a value that quantifies the goodness of the agent behavior. The reward signal is thus your way of communicating to the agent what it must achieve. Based on the state, the agent decides which action to take to maximize the cumulative reward, i.e., the discounted sum of rewards over time. The agent’s actions affect the evolution of the environment, thereby affecting opportunities available to the agent at later times. Thus, correct choices require the balance of immediate and future rewards. The actions too might be either internal – changing the agent’s mental state – or external – affecting the environment. For example, some actions might control what an agent chooses to think about, or where it focuses its attention.

We refer to each successive stages of interaction between the agent and the environment as time steps. At every time step, the agent performs an action and the environment provides a state and a reward. In the case of a BDI agent, a reasoning cycle can be pretty assumed as a step. In some applications, there is a natural notion of final time step, that is, when the agent-environment interaction breaks naturally into subsequences that are referred as episodes. Related to BDI, this is the case of agents pursuing achievement goals. In many cases, the agent-environment interaction does not break naturally into identifiable episodes but goes on indefinitely —these are called continuing tasks— i.e., maintenance goals in the BDI case.

The objective of the agent is to learn the optimal policy. A policy defines the agent behavior, and it’s based on a map between states and actions. The optimal policy is the one that maximizes the cumulative reward. A way to produce a policy is to estimate the action-value function which associate state and action pairs to a value called expected return. The expected return is the expectation of future rewards that the agent will get starting from a state \( S \) and following a policy \( \pi \). Q-learning is an online algorithm that estimates the optimal action-value function and that refine the estimation through iterations on the new experience. Every time the evaluation becomes more precise, the policy gets closer to the optimal one. Given the value function, the
agent need only to choose the action with the greatest expected return. A table can represent the Q-function, but, when the number of states increases, it becomes hard or even impossible to use this method. Here, neural networks come to our help. A NN can approximate the Q-function and possibly converge to the real function. This approach is known as Deep Q-Network (DQN) \cite{21}. One of the RL issues is the exploration/exploitation dilemma. We want the agent to behave optimally, but the only way to enhance the precision of the value function is to explore the environment by choosing different actions – and possibly making mistakes. A typical method to balance the exploitation and exploration phases is to use an $\epsilon$-greedy policy with which the agent behave greedily, but there is a (small) $\epsilon$ probability to select a random action.

The RL setting is formalized as a Markov Decision Process (MDP); a MDP is defined by a tuple containing the set of states, the set of actions, the set of immediate rewards associated to a state transition $s \rightarrow s'$, and the state transition probability function which describe the probability that an action $a$ in the state $s$ will lead to state $s'$. The fundamental property of a state, known as the Markov property, is that it can be used to predict the future. A stochastic process (i.e., an environment) has the Markov property if the conditional probability distribution of the future state $s_{t+1}$ depends only upon the current state $s_t$ and action $a_t$, not on the sequence of events that preceded it. In many cases of interest, the agent has only partial information about the state of the world, so, the states signal is replaced by an observations signal that depend on the environment state but provide only partial information about it. In the BDI case, this is directly modelled by percepts and, therefore, by beliefs about the environment. From the observations, the agent recovers an approximate state i.e., a state that may not be Markov. Actually, we can partially drop the Markov property; however, this implies that long-term prediction performance can degrade dramatically if appropriate measures are not taken. One possible solution is to use Partially Observable MDP (POMDP) in which we assume the Markov property, but the agent receives only observations regarding the current state. From observations, the agent seeks to reconstruct states by information integration over time, for example, by keeping a history of states or by using a Recurrent Neural Network (RNN). An approximate state will play the same role in RL algorithms as before, so we simply continue to call it a state.
Chapter 3

Related Works

Generally speaking, the integration of learning capabilities has been a main research topic in agents and MAS literature since their roots [22]. A first work providing preliminary results about integrating learning in BDI multi-agent systems is [23], proposing an extension of the BDI architecture to endow agents with learning skills, based on induction of logical decision trees. Learning, in that case, is about plan failures, that an agent should reconsider after its experience.

Other works in literature exploits RL to improve plan/action selection capability in BDI agent, making them more adaptive [24, 25, 26]. In [27] an extension of BDI is proposed so as to get a model of decision making by exploiting the ability to learn to recognise situations and select the appropriate plan based upon this.

In [28, 29], Jason is used to realise Temporal Difference (TD) and SARSA, two reinforcement learning methods, in order to face the RL problem with a more appropriate paradigm which has been remarkably effective. [30] proposes a hybrid framework that integrates BDI and TD-FALCON, a neural network based reinforcement learner. BDI-FALCON architecture extends the low-level RL agent with a desire and intention modules. In this way, the agent has explicit goals in the desire module instead of relying on an external signal, enhancing the agent with a higher level of self-awareness. The intention module and its plan library permit to reason about a course of actions instead of individual reactive responses. If there isn’t a plan for a situation, the agent performs the steps suggested by the FALCON module and, if the sequence succeeds, a new plan is created with indications about the starting state, the goal state, and the actions sequence. When the agent uses a plan, it updates the confidence of the plan according to the outcome.

Also in [31] a hybrid approach BDI-FALCON is proposed. Here, the focus is on the abstrac-
tion level: BDI provides a high-level knowledge representation but lacks learning capabilities, meanwhile low-level RL agents are more adept at learning. The layered proposal wants to retain both advantages. An alternative vision is provided in [32], where a policy is learned and then is used to generate a BDI agent.

Compared to this literature, the Jason-RL framework aims to extend BDI agents with RL from a slightly different perspective, more focused on programming and the software 2.0 vision, that is: how learning – reinforcement learning, in this case – could be exploited by a developer in the process of developing an agent, so as to integrate plans explicitly written by the agent programmer with plans designed to be learned.
Chapter 4

Jason-RL Framework

4.1 The Basic Idea

The idea of Jason-RL is to extend the BDI agent development process with a learning stage in which we can specify plans in the plan library whose body is not meant to be explicitly programmed but learned, using a learning by experience technique. In so doing, the development of an agent accounts for: (i) explicitly programming plans as in the traditional way—we will refer to them as hard plans\(^1\) and (ii) implicitly defining plans by allowing the agent itself to learn them by experience—referred as soft plans. Soft plans are meant to become part of the plan library like hard plans and can be selected and used at runtime – in terms of instantiated intentions – without any difference (but allowing for continuous learning, if wanted). At runtime, soft and hard plans are treated in a uniform way: intentions are created to carry on plan execution, hard plans could trigger the execution of soft plans and vice versa.

With soft plans we obtain a notion of learning module, that is, a soft plan is like a module that defines the boundaries of a learned behavior. A learning module can be replaced without affecting the rest of the agent. It can be reused in other agents and for other tasks as happens with standard hard plans. It can be tested at the unit level and in a natural way with the support of the BDI abstractions.

To support the learning stage, we would need to run the agent in a proper environment supporting this learning by experience, like the simulated environments typically used in RL scenarios. Besides, before deploying the agent, there could be some assessment of the soft plans, eventually using an assessment environment which could be different from the one used

\(^1\)hard in this case stands for hard-coded.
for training. The assessment is actually very similar to a traditional validation stage, including tests that consider the soft plans and their integration with hard plans. If the agent overcomes the assessment, it can be deployed—otherwise, the process goes back to the learning stage, possibly changing also plans in the hard part.

Given this general idea, in the remainder of the section we first introduce the model integrating key concepts of RL into a BDI framework, and then we describe an extension of the BDI reasoning cycle supporting the learning process. We will use AgentSpeak(L) [9] and Jason [11] as concrete abstract and practical BDI-based languages—nevertheless, we believe that the core idea is largely independent of the specific BDI agent programming language or framework adopted.

To exemplify the approach, we will use the simple gridworld example (p. 80, [13]), in which an agent is located into a bi-dimensional grid environment, where it has to reach some destination cells without knowing in advance the best path for doing it.

### 4.1.1 A First Model

In devising the model, we aim at abstracting from the specific RL algorithm that can be used. To that purpose, we consider key common RL concepts – observations, actions, rewards, episodes – and how they are represented into a BDI setting (see Fig. 4.1 top). These concepts are used by a component – referred as RL reasoner – extending the BDI reasoner (interpreter) (see Fig. 4.1 bottom). The classic BDI reasoner handles the hard plans – i.e., with a body – and the RL reasoner handles the soft plans—whose behavior is learned.

*Observations* are modeled as a subset of the agent beliefs that will be used by the particular algorithm to construct the state, including those that are necessary to understand when a goal is achieved. Recall that the observations are a generalization of states and if we want to represent a Markov state we just need to include all its aspects as observations. In the gridworld case, for instance, the agent must reach a specific position moving towards four directions. In this case, the observations include the current position of the agent \((\text{pos}(X, Y))\) and a belief about having reached the target \((\text{finish_line})\) —if this belief is missing, it means that the agent has not achieved the target in the current state.

The *action set* can contain both primitive actions (a BDI agent action) and compound actions (a BDI agent plan) so that representing different levels of planning granularity. To have a common representation for both cases, we represent actions as plans, i.e. the set of actions selectable by
### 4.1 The Basic Idea

<table>
<thead>
<tr>
<th>RL</th>
<th>Proposed BDI+ construct</th>
<th>Representation in BDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>Belief about Learning</td>
<td>Belief subset</td>
</tr>
<tr>
<td>Actions</td>
<td>Actions</td>
<td>Relevant Plans</td>
</tr>
<tr>
<td>Rewards</td>
<td>Motivational Rule</td>
<td>Belief Rule</td>
</tr>
<tr>
<td>Episode</td>
<td>Terminal Rule</td>
<td>Belief Rule</td>
</tr>
<tr>
<td>Policy</td>
<td>Learning Module</td>
<td>Plan</td>
</tr>
<tr>
<td>Behavior</td>
<td>Behavior</td>
<td>Intention</td>
</tr>
</tbody>
</table>

Figure 4.1: (Top) The mapping between RL concepts and their counterpart in the BDI model. (Bottom) A graphic representation of the BDI model with the addition of our constructs.
the RL reasoner is a subset of the plan library defined by the plans which are relevant for the goal and applicable in the current context. In Fig. [4.1] these plans are still referred as Actions in the plan library, and as Behavior (i.e., the learned policy) when instantiated at runtime, wrapped into an intention. In the gridworld example, the action set has one parametric plan to move the agent in one direction: !move(D), where D could be up, down, left, right.

*Rewards* are represented by rules reflecting agent desires—we call them *Motivational Rules*. These rules make it possible to weight the current situation of an agent according to some goal to be achieved. We can see these rules as the generators of internal stimuli in the agent like a reward signal in neuroscience, which is a signal internal to the brain that influences decision making and learning. The signal might be triggered by the external environment, but it can also be triggered by things that do not exist outside the agent and which can be represented as beliefs as well. We move the reward, that in RL comes from the environment, into the agent. This is crucial to separate the agent desires from the environment so as to allow an agent to define its own goals and rewards about them.

In the AgentSpeak(L)/Jason model that will be detailed in next section, we can represent Motivational Rules as Prolog-like rules in the belief base:

```prolog
reward(Goal, Reward) :- < some condition over the belief base >
```

In the gridworld example, the motivational rule will give a positive reward when the finish line is reached (while pursuing a `reach_end` goal) and a negative reward in other steps.

```prolog
reward(reach_end, 10) :- finish_line.
reward(reach_end, -1) :- not finish_line.
```

It is worth remarking that Motivational Rules are meant to model also the reward signal that comes from the environment, as in the classic view. In this case the reward can be seen more like suggestion coming from a teacher (or a coach) which is assisting the agent during the learning/training process. The teacher conceptually knows both the goal of the agent and the structure of the (task) environment. Since the agent has the objective of learning how to achieve the goal, it is part of its motivation to follow the suggestions given by its teacher/coach.

Finally, we include a notion of *episode*. An episode is an event or a group of events occurring as part of a sequence. Like in the case of rewards, we can assume that agent designers may have their vision about how to define episodes, starting from a relevant ensemble of situations. This condition is well established by a rule that asserts in which belief state a coherent group of
events ends up in an episode i.e., it defines when the task ends, regardless of whether the agent accomplishes or fails the goal. We refer to this rule as a Terminal Rule:

\[
\text{episode_end(Goal)} :\text{- } < \text{some condition over the belief base }>
\]

In the gridworld example, the episode for achieving a reach_end goal ends when the finish line is reached:

\[
\text{episode_end(reach_end)} :\text{- } \text{finish_line.}
\]

### 4.1.2 Extending the Reasoning Cycle

In our framework, a BDI agent is then equipped with general-purpose learning capabilities that are triggered as soon as a soft plan must be learned or adapted, for some goal. Fig. 1 shows the pseudo-code of a classic BDI agent reasoning cycle (as defined in [12, 33]) extended with such learning capabilities. This pseudo-code does not depend on a specific RL algorithm, which is encapsulated inside a separate module – referenced in the following as learning strategy module – whose methods are called by the reasoning cycle.

The beginning (lines 1–8) and the end (lines 22–36) of the reasoning cycle have not been modified. We briefly recall those parts, please refer to [12, 33] for more details. At the beginning of the reasoning cycle, the agent reviews its beliefs, desires, and intentions according to the new perception from the environment. At the end of the plan cycle, after each action execution, the agent acquires a new percept and uses the new knowledge to reconsider its desires, intentions, and the plan itself.

In the standard cycle, the function plan (line 8) generates a plan to achieve the intention \( I \). In our extension, the plan could be either a soft plan or a hard plan. If it is a soft plan and we are in the learning stage, then a new learning episode is initialized (line 10), producing the initial action to be executed. The initialization of the episode depends on the specific learning strategy adopted.

The execution loop condition remains the same for the hard plans (continue until the plan is empty or it succeeds or fails). Instead, a soft plan (in the learning stage) continues until the learning episode finishes – i.e., a terminal state is met. A soft plan in the exploitation stage continues to produce new actions until the intention succeeds or becomes impossible to reach. Inside the loop, in the case of a soft plan in the learning stage, the currently selected action is
Algorithm 1 BDI practical reasoning extended with RL, in pseudo-code.

1: \( B \leftarrow B' \) \[ \rightarrow \text{B’ are the initial beliefs} \]
2: \( I \leftarrow I' \) \[ \rightarrow \text{I’ are the initial intentions} \]
3: loop
4: \( \rho \leftarrow \text{getNextPercept} \)
5: \( B \leftarrow \text{brf}\left(B, \rho\right) \) \[ \rightarrow \text{Belief Revision Function} \]
6: \( D \leftarrow \text{options}\left(B, I\right) \)
7: \( I \leftarrow \text{filter}\left(B, D, I\right) \)
8: \( \pi \leftarrow \text{plan}\left(B, I, Ac\right) \) \[ \rightarrow \text{Ac is the set of available actions} \]
9: if \( \text{softPlan}\left(\pi\right) \land \text{LEARNING}\left(\pi, B\right) \) then
10: \( A \leftarrow \text{initEpisode}\left(\pi, B, I\right) \)
11: end if
12: while \(( (\text{softPlan}\left(\pi\right) \land \text{LEARNING}\left(\pi, B\right) \land \neg \text{episodeFinished}\left(\pi, B, I\right) ) ) \)
13: \[ \lor \left( \text{softPlan}\left(\pi\right) \land \neg \text{LEARNING}\left(\pi, B\right) \right) \]
14: \[ \lor \left( \neg \text{softPlan}\left(\pi\right) \land \neg \text{empty}\left(\pi\right) \right) \]
15: \[ \lor \left( (\text{succeeded}\left(I, B\right) \lor \text{impossible}\left(I, B\right) ) \right) \]
16: do
17: if \( \text{isSoftPlan}\left(\pi\right) \) then
18: if \( \text{learning}\left(\pi, B\right) \land \neg \text{episodeFinished}\left(\pi, B, I\right) \) then
19: \( A \leftarrow \text{doLearnStep}\left(\pi, B, I, A\right) \)
20: else
21: \( A \leftarrow \text{chooseLearnedAction}\left(\pi, B, I\right) \)
22: \( \text{execute}\left(A\right) \)
23: \( \pi \leftarrow \text{tail}\left(\pi\right) \)
24: end if
25: else
26: \( A \leftarrow \text{head}\left(\pi\right) \)
27: \( \text{execute}\left(A\right) \)
28: \( \pi \leftarrow \text{tail}\left(\pi\right) \)
29: end if
30: \( \rho \leftarrow \text{getNextPercept} \)
31: \( B \leftarrow \text{brf}\left(B, \rho\right) \)
32: if \( \text{reconsider}\left(I, B\right) \) then
33: \( D \leftarrow \text{options}\left(B, I\right) \)
34: \( I \leftarrow \text{filter}\left(B, D, I\right) \)
35: end if
36: if \( \neg \text{sound}\left(\pi, I, B\right) \) then
37: \( \pi \leftarrow \text{plan}\left(B, I, Ac\right) \)
38: end if
39: end while
40: end loop
executed (line 15). and then a learning step is performed (line 16) which also returns the next action to be executed. The learning step depends on the specific learning strategy adopted. If we are not in the learning stage but instead we are in the exploitation stage, the soft plan is used almost like a hard plan: the soft plan is used to decide which action to do (line 18) and the action is executed (line 19). In the case of a hard plan, the action is retrieved from the plan and executed as in the original cycle (lines 22–24).

We must stress that learning and exploitation are two distinct phases at different times. At first, the developer needs to design a teaching stage performed in a simulated environment in which the agent learns how to perform the soft plan. After that, the developer must validate the learning result to ensure it is suitable for the real scenario. From the agent cycle point of view, there is no difference between the two phases: it is the developer’s job to assess the agent’s capabilities before deploying it. The developer can also freely decide if the agent, after the deployment, will only exploit plans or also adapt to new experiences.

Fig. 2 shows the implementation of a learning strategy module based on SARSA [13] as concrete RL algorithm. SARSA is based on an action-value function $Q$ which is built during the learning process. Besides the $Q$ function the module keeps track of the current state, which is built from the observations (line 4 during the initialisation of an episode, line 13 in performing a learning step and line 21 when choosing an action during the exploitation stage). Observations are extracted from the belief base according to the goal to achieve (line 3 and line 12). The reward in a learning step is obtained from the motivational rule that quantifies the fulfilment of the goal in accordance with the current beliefs (line 11). Action selection follows the RL policy and the current value function $Q$ (line 14 and line 22). The core part of the learning step is the value-action function update (line 15).

### 4.2 Jason Implementation

Jason-RL is implemented on top of Jason, exploiting its extensibility. Knowledge required by the RL part is uniformly represented by specific beliefs, referred as beliefs about learning. The framework abstracts from the specific RL algorithm but, depending on the characteristics of the problem, there will be different constraints on it. Critical factors are the knowledge about the environment and the state/action space dimensionality: if the state/action space dimensionality increases or more environment features are hidden (Markov property), then the constraints on
Algorithm 2 Learning strategy module based on SARSA

1: \( Q(S,A), S, \alpha, \epsilon, \gamma \) \hspace{1cm} \triangleright \text{Module state variables and params}

2: \textbf{procedure} \textsc{initEpisode}(\pi, B, I) \hspace{1cm} \triangleright \text{To initialise a learning episode}
3: \hspace{1cm} O \leftarrow \pi_{\text{obs}}(B, I)
4: \hspace{1cm} S \leftarrow \text{state}(O)
5: \hspace{1cm} \text{return} \ Q_{\text{policy}}(S, \epsilon) \hspace{1cm} \triangleright \text{action chosen using a policy derived from Q (e.g., } \epsilon\text{-greedy)}
6: \textbf{end procedure}

7: \textbf{function} \textsc{episodeFinished}(\pi, B, I) \hspace{1cm} \triangleright \text{To check if an episode is finished}
8: \hspace{1cm} \text{return} \ S = \pi_{\text{term}}(B, I)
9: \textbf{end function}

10: \textbf{procedure} \textsc{doLearnStep}(\pi, B, I, A) \hspace{1cm} \triangleright \text{To do a learning step of an episode, using SARSA}
11: \hspace{1cm} R \leftarrow \text{mr}(\pi, B, I) \hspace{1cm} \triangleright \text{Getting the reward using the motivational rules}
12: \hspace{1cm} O \leftarrow \text{obs}(\pi, B, I) \hspace{1cm} \triangleright \text{Getting the observations relevant for the learning task}
13: \hspace{1cm} S' \leftarrow \text{state}(O) \hspace{1cm} \triangleright \text{Reconstruct the state given the observations}
14: \hspace{1cm} A' \leftarrow Q_{\text{policy}}(S', \epsilon) \hspace{1cm} \triangleright \text{Choose } A' \text{ from } S' \text{ using a policy derived from Q}
15: \hspace{1cm} Q(S, A) \leftarrow Q(S, A) + \alpha [R + \gamma Q(S', A') - Q(S, A)] \hspace{1cm} \triangleright \text{Q update, according to SARSA}
16: \hspace{1cm} S \leftarrow S' \hspace{1cm} \triangleright \text{Updating the new current state } S
17: \hspace{1cm} \text{return} A'
18: \textbf{end procedure}

19: \textbf{function} \textsc{chooseLearnedAction}(\pi, B, I)
20: \hspace{1cm} O \leftarrow \pi_{\text{obs}}(B, I)
21: \hspace{1cm} S \leftarrow \text{state}(O)
22: \hspace{1cm} \text{return} \ Q_{\text{policy}}(S) \hspace{1cm} \triangleright \text{action chosen from } S \text{ using Q action-value function}
23: \textbf{end function}
4.2 Jason Implementation

the algorithm will be more stringent. To deal with this problem, we consider the possibility for the programmer to specify some domain knowledge so as to reduce state/action space and thus obtaining a more efficient/effective learning.

All the RL items are represented as beliefs, including rules, and plans. In this way, the agent can control everything related to the reinforcement learning process. For the BDI agent, RL is a black box and vice versa. We can see the black box as a block that we can change without affecting the agent and that can implement any RL algorithm.

4.2.1 RL Concepts Representation in Jason

All beliefs about learning include as the first parameter a ground term representing the goal for which we want a soft plan, i.e. whose plan is learned. This is useful to support multiple goals with soft plans at the same time. In the gridworld, for instance, we identify the goal with reach_end.

In order to reduce the state space, we need to declare which beliefs shall be considered relevant for a goal, so that they will be used as observations. We do this with the beliefs rl_observe(G, O), where G is a ground term that refers to the goal and O is the list of the beliefs that will be considered for the goal. In gridworld example:

```
rl_observe(reach_end, [ pos ]).
```

As introduced in the previous section, Motivational Rules define the rewards for some goal given the current context:

```
rl_reward(G, R) :- ...
```

where G is the goal and R is a real number. The body of the rule represents the state for which this reward must be generated. In the gridworld example:

```
rl_reward(reach_end, 10) :- finish_line.
rl_reward(reach_end, -1) :- not finish_line.
```

At each execution, the RL reasoner gets the sum of all the rewards of the Motivational Rules for which the body is true on the basis of the agent beliefs.

Similarly, Terminal Rules are in the form of rl_terminal(G) :- ..., asserting when the end of an episode is reached. In the gridworld example:
The action set is represented as a set of (hard) plans, identified by an @action annotation:

@action[rl_goal(g₁, ..., gₙ)] where g₁, ..., gₙ is the list of goals for which the plan/action can be used. In the gridworld example:

@action[rl_goal(reach_end),
        rl_param(direction(set(right, left, up, down)))]
+!move(Direction) <- move(Direction).

This is used to inform the RL reasoner that the move action, wrapped into the corresponding plan, is relevant for learning how to achieve the reach_end goal. The annotation allows for specifying also parameters that are used in the action/plan, specifying the range of the values:

@action[rl_goal(g₁, ..., gₙ), rl_param(p₁, ..., pₘ)] where p₁, ..., pₘ is the list of literals whose names match the names of the variables—these literals must contain a predicate that defines the type of the parameter and its range. To define an action space in which the action set is not the same in all states we can use the context of the plan—if the context is not satisfied for the current state, the plan will not be considered by the RL algorithm.

RL algorithm parameters can be specified as beliefs, enabling the complete control of the learning process by the programmer and the agent. In the gridworld example, some parameters are:

rl_parameter(alpha, 0.26).
rl_parameter(gamma, 0.9).
rl_parameter(policy, egreedy).

Finally, a couple of internal actions are provided to drive and inspect the learning process: rl.execute(G) and rl.expected_return(G,R).

The internal action rl.execute(G) makes it possible to perform one run (episode) of the learning process – if we are in the learning stage – or execute the soft plan – in the exploitation stage. The belief about policy parameter rl_parameter(policy,P) can be used to specify if the agent is in learning stage or exploitation stage. Exploitation occurs when the policy P is set to exploit. When rl.execute(G) is executed, if the policy is set to exploit, then the soft plan is executed without learning.

The action rl.execute(G), implemented in Java, wraps the core part of the RL algorithm. To that purpose, the Java bridge makes it possible to reuse existing RL libraries, when useful,
including libraries written in other languages such as Python ones. The action carries on and improves the soft plan under learning and its execution completes when the episode is completed (or until an action failure). The soft plan intention is carried out like any other intention—so the RL execution competes with the other intentions for the agent attention and further execution. Typically, a full learning process involves the repeated execution of learning episodes, in this case by executing multiple times the \texttt{rl.execute} action.

The internal action \texttt{rl.expected_return(G, R)} gets the estimate of future rewards \( R \) for the goal \( G \) on the basis of the current state and learned policy, i.e. the \textit{expected return}. This could be used to understand the performance of the learned soft plan for some goal, given the current situation of the agent. For instance, if the expectation of the learned behavior in the current state is poor, we can fall back on another plan. As a result, we obtain a notion of \textit{context} for soft plans.

A simple example of learning process, related to the gridworld example, using \texttt{rl.execute(G)} and \texttt{rl.expected_return(G, R)} follows:

\begin{verbatim}
/+!reach_end: rl.expected_return(reach_end, R) & R >= 10
  <- rl.execute(reach_end).

/+!reach_end: rl.expected_return(reach_end, R) & R < 10
  <- +/-rl_parameter(policy, egreedy);
  !do_learning(reach_end,10).

/+!do_learning(G,TargetRew) :
  rl.expected_return(reach_end, R) & R < TargetRew
  <- rl.execute(reach_end);
  !do_learning(G,TargetRew).

/+!do_learning(G,TargetRew) :
  rl.expected_return(reach_end, R) & R >= TargetRew
  <- +/-rl_parameter(policy, exploit).
\end{verbatim}

In this case, if a new \texttt{reach_end} goal is requested and we have a good expected return, then we execute the soft plan (which is supposed to be in exploitation mode). Otherwise, we start a learning process, until the target reward is achieved.
4.2.2 Jason-RL Reasoning Cycle

The Jason reasoning cycle defines how the Jason interpreter runs an agent program, it can be seen as a refinement of the BDI decision loop [12]. There are ten main steps: in our framework, some of these steps are extended to include learning aspects. Figure 4.2 shows our extended architecture based on the original one; the red components are the extensions. The detailed description of the original cycle can be found in [12]. In the following we focus on our extensions.

In a learning agent, after the update of the belief base (2a), the maps that track the Belief about Learning are updated to reflect the new belief; we call this process Observation Update Function OUF (2b). In this way, when the observations are required, the agent doesn’t need to iterate multiple times over the belief base. In step (7a), when the plan’s context is bound to the expected reward, the value is asked to the RL black box and then verified against the threshold (7b). Finally, a new step (11) shall be added to the sequence when the next action of the intention selected in (9) is the RL execution. At this stage, the information that the RL process needs in order to continue shall be provided to it. The observations and the parameters are taken from the belief base, plus, the Motivational Rules and the Terminal Rules are checked against the belief base to retrieve the reward and the terminal status.

The RL reasoner needs also the set of relevant actions; this is formed by the action set defined in the plan library after the non-applicable actions are eliminated through the same check context function of (7). So, the agent provides these data to the RL black box and then obtain the next suggested action (12). This action is pushed on top of the intention queue and, if the state is not terminal, under this action is put a new call to the RL execution action (13). The next time this intention is further executed, the selected action will be performed, at the subsequent intention execution, another action will be requested and so on.

The full implementation of the framework, along with some documentation, is available as open-source project[2].

Figure 4.2: The Jason Reasoning Cycle extended with learning aspects.
Chapter 5

The Self-Driving Problem

Autonomous driving has been a societal goal since the automotive infancy. RCA engineers envisioned driver-less cars on US highways by 1975 [34]. While the prediction has not been fulfilled in time; the dream is still alive and was re-ignited by the DARPA Grand Challenge [35] for autonomous vehicles in 2004. Driving a vehicle becomes natural and almost semi-automatic for the large majority of humans. The necessary skills are usually acquired by humans in their early 20s and kept for life. In contrast, driving is a fairly complex task for computers as they need to interpret scenes, make predictions, and take actions based on the input of many sensors providing different information for a given scene, and this is repeated hundreds of times every second. Autonomous driving involves three main problems [36]:

- **recognition**: the ability to detect and identify the environment’s feature and components e.g., line marks and traffic sign detection, pedestrians and obstacles recognition;
- **prediction**: predicting the future evolution of the surrounding;
- **planning**: taking decisions about which actions to perform.

As the technology approaches level 5 the path to success becomes more difficult: in Level 5 an Automated Driving System (ADS) on the vehicle can do all the driving in all circumstances, thus the vehicles need to predict ALL possible driving scenarios, known, and unknown [37].

5.1 ML in Autonomous Driving

Advances in Deep Learning (DL), the availability of large data sets [38], are fueling the dream of self-driving cars. The potential offered by deep learning techniques has led to extensive use of
ML in the autonomous driving arena. Specifically, Convolutional Neural Networks (CNNs) \[^{39}\] fostered a revolution in pattern recognition \[^{40}\] thus enabling advanced real-time applications. NN training requires large amounts of data and can take even several weeks; however, the inference model created is relatively small usually in the order of a few hundred Megabytes \[^{40}\] and can run in near-realtime on relatively small computational units. Two are the main strategies used when applying ML to autonomous driving: single task handling and end-to-end learning. In the first case, every single task is designed with human aid and optimized per task. In the latter case, the system is modeled from driving scene to the appropriate vehicle control action (i.e. steering angle and throttle) \[^{41}\], and it is designed to achieve the ultimate goal of controlling the vehicle and single tasks have no independent value in the design. Considering the single-task approach, CNN made it possible and resilient several perception tasks such as in-lane and vehicle detection. CNN successfully perform such tasks in realtime at frame rates required for real vehicles \[^{42}\].

*End-to-end* autonomous driving agents have been proposed as an alternative to the approach of decoupling the system into single-tasks. The aim is to improve performances by directly optimizing the final goal of self-driving instead of optimizing human-selected intermediate tasks. This approach has been initially proposed by NVIDIA with the DAVE-2 System \[^{43}\]. In DAVE-2 a CNN goes beyond pattern recognition; the system takes raw pixel of a front-facing camera as input and returns the steering angle of the wheel directly. DAVE-2 learns internal representations of the necessary processing steps with only the human steering angle as the training signal. The system was trained on a video labeled with the steering angle applied by the human driver through a wide variety of roads.

### 5.1.1 Supervised vs Reinforcement Learning

The majority of the methods currently in use for autonomous driving are based on *supervised learning* techniques that require *humongous amounts of labeled data*. Supervised learning, while effective, is very expensive and time-consuming as it requires humans in the loop in the training phase, either to label the data or to provide training signals. Covering all possible driving scenarios becomes a very hard challenge and is today the conundrum of autonomous driving. A radically different vision advocates for the use of reinforcement learning techniques. As reinforcement learning is a machine learning paradigm which *learns by trial-and-error*, it does not require explicit supervision from humans. Besides, supervised learning techniques
learn input-output associations (i.e., they are not able to learn the dynamics of an agent’s environment), while RL is specifically formulated to handle the agent-environment interaction \[13\]. It is therefore a natural approach for learning robotics (and autonomous driving) control policies. In the context of robotics applications, RL has taken an increasingly important role as it allows us to design hard-to-engineer behaviors \[44\] and optimizing problems that have no closed-form solutions.

Applications of RL to autonomous driving have been inspired by Deep Mind in (super) human-level control demonstrated on Atari games with the Deep Q-Network method \[45\]. In particular, \[36\] proposes an end-to-end framework, based on RL techniques, for autonomous driving. There, the input is the environment’s state (camera frames) and its aggregations over time, and the output is the driving action. Instead, \[46\] split the task into two modules: the perception module uses deep learning to extract the track features from images, and the control module uses RL to make decisions based on these features. Both the works use TORCS, an open-source car racing simulator, to train and evaluate the frameworks. In \[47\] the authors investigate the use of DQN – as is – in a racing game.

In contrast with supervised learning, that can be applied to real vehicles, training of Reinforcement Learning based driving agents is based on simulated environments. The trial-and-error nature of the paradigm makes it impossible (or at least very expensive) to perform the training in the real world. Unfortunately, however, an agent trained in a virtual environment will not perform well in the real setting \[48\], regardless of the sensors used. Both low-dimensional sensors like cameras and high-dimensional sensors like LIDARs are affected by the issue. In the case of images, the visual appearance of a virtual simulation is different from that of a real-world driving scene, especially for textures \[49\]. The literature offers methods to transfer the learning from a virtual world to the real one. In particular, \[49\] proposes a framework that converts the images rendered by the simulator to realistic ones, and then the agent is trained on those synthesized scenes, thus adding potential noise to the model. In our previous work \[14\], we faced the simulation to real (sim2real) gap with a different perspective: instead of transferring learning from simulation to the real world, we have explored the use of RL (DQN) directly in the real-world using a small-size robot-car instrumented with a wide-angle camera, and we have shown that DQN can be trained in a real-time system using real-world camera frames.
5.2 Modeling the Driving Problem

Properly characterizing the driving task requires close attention as developers have a great deal of freedom in choosing input features (states) and control signals (actions) \cite{48}. Moreover, the driving problem is open to subjective definitions as different behaviors in similar situations may be equally acceptable \cite{38}. As a result, designing a suitable reward function could be tricky. The correct design of the reward function is crucial to obtain the desired behavior, especially in real-world systems \cite{48}. A set-up of driving as a MDP is given in \cite{48,50}, which is compatible with our definition stated below.

Driving can be modeled as a multi-agent interaction problem in which the driver seeks to behave optimally (reaching the target point in a fast and safe way, ensuring passengers comfort, and so on) while taking into account of others. The action set could be either discrete or continuous. In the first case, the actions available may be: go forward, turn right, turn left, speed up, slow down, brake. A wider set of discrete actions could be also considered, for example, it could contain an action for each $x$ degree of steering and an action for $y$ steps in the accelerator pedal. In the second case, the output will be the continuous control signal for the steering wheel, throttle, and brake. The environment state consists of information about car conditions and surroundings, but it is not directly accessible to the agent which needs to reconstruct it by sensor readings. The developer decides which observations will be given; they may include the car’s position, orientation, velocity, acceleration as car status, while the surroundings may be represented either by raw input like camera frames, LIDAR maps or by high-level features such as ones derived from object and sign recognition. All the useful information available are put together and presented as a state; the chosen RL process will perform the sensor fusion task by weighting each sensor feature according to its relevance. Since the environment evolution depends not only on the driver actions but also on the behavior of the other road users, the Markov property is lost. Furthermore, the environment is only partially observable. This should be considered when designing the driving agent, and appropriate measures should be taken as explained in \cite{2.3}. Finally, the reward signal has to define the goals of the driver by taking into account both correct driving and planning – in order to reach the destination. For instance, We could give a negative reward if a distance sensor indicates an obstacle too close or a positive reward if the car moves towards the target. As stated above, the definition of the reward function is not a simple task and it could be designed in several ways thus the provided examples are not comprehensive.
5.3 LIDAR-based RL

LIDAR [51, 52] (an acronym for light detection and ranging) has become an established method for measuring distances by emitting focused beams of light and measuring the time it takes for the reflections to be detected by the sensor. The main principle – the return time is used to compute ranges to objects – is similar to the one used in radars, except that LIDAR is based on laser light instead of radio waves. In a basic LIDAR system, a rotating mirror reflects the laser range finder to gather distance measurements at specified angle intervals. The measured distances can be quite dense, resulting in and high-resolution maps. LIDAR sensors can be either 2D or 3D. 2D LIDARs produce a map of the azimuth at fixed height while 3D LIDARs produce 3D point clouds. In our case study, we employ a 2D LIDAR. Examples of LIDAR data sensed in different contexts are shown in chapter 9.

Thanks to the progress in the LIDAR technology and the use of deep learning, LIDAR has become widely used in autonomous driving [53], but not in the context of RL-based driving. While the use of camera frames in RL driving tasks has become rather common, little work has been done to use LIDAR data to guide RL agents in driving contexts.

Authors of [18] used RL to train several NNs having LIDAR data as input in the context of NN verification. Even though their main interest was NN verification to ensure safety in safety-critical systems, their findings are useful also for understanding LIDAR data in ML. They took the f1 tenth platform as a testbed. The system has been trained and verified in a simulated environment, after that, the simulation to real gap has been analyzed. The environment consisted of a single 90-degree right turn, with the car approaching and passing the turn at constant throttle. The use of a simplified environment was necessary to keep the verification task manageable. The results show that state-of-the-art verification tools can handle at most 40 rays (while 2D LIDARs have typically 1081 rays) and that only 10% of the time is used to verify the NN, while the rest of it is used to elaborate the car’s dynamic and observation models (that are needed in the verification process). This informs us about the complexity of the car’s dynamics as well as the complexity of the policy that our agent seeks to learn. When they moved to the real environment, they found that LIDAR measurements are greatly affected by reflective surfaces (a problem that we faced as well). When a ray gets reflected, it appears as it is no obstacle in that direction. The agent performed well in the ideal simulated environment. In a real environment specifically designed to reduce reflections (where all the reflective surfaces were covered), LIDAR faults still caused crashes in 10% of the runs (they emphasized that LiDAR faults occurred even in
such an environment). In the unmodified real environment, they were not able to train a robust controller using state-of-the-art RL algorithms. They have therefore claimed it has been an open problem. Interestingly, fault patterns that caused unsafe behaviors were identified and reproduced in simulation.

[54] presents one of the first approaches that use LIDAR data in RL contexts. The input of the system is composed of camera frames and grid maps (images produced using LIDAR data that display the perceived borders). Two 2D CNNs process the images and their outcomes are fused together through a dense layer. Although it is one of the first works applying RL to LIDAR measurements, the testing scenario was quite simple: a car on a highway that can only change the line or accelerate/brake. A physical car prototype similar to an f1 tenth is mentioned, but no tests or results performed on it are shown.

In [55], a set of OpenAI Gym environments for RL-robotic research are proposed, complemented by experiments that used basic RL algorithms. A simulated TurtleBot [56] (a two-wheel robotic-car) learned how to move in a circuit using “highly discretized” LIDAR readings. We should notice the Turtlebot has much simpler dynamics compared to the f1 tenth (we will elaborate on that in the next section).

Lastly, we should mention 3D LIDARs. While they are not adopted for end-to-end control, they could be employed to provide high-level features in the context of autonomous driving. In [57], deep RL is used to perform semantic parsing of large-scale 3D point clouds. DQN, with a 3D CNN as NN, decides the size and position of the observation window, then a RNN takes the features and produces the classification result. This approach outperformed other state-of-the-art classification methods.
Chapter 6

Experiment Setup

6.1 F1tenth Platform

We used the F1/10 (or f1tenth) platform [17] as a testbed for our experiments. F1tenth is an open-source 1/10 scale racecar designed for autonomous systems and cyber-physical systems research. This platform offers high-performance and hardware/software stacks similar to full-scale solutions while limiting costs and dangers typical of real vehicles. With the aim to conduct real-world experiments, the f1tenth features realistic dynamics like Ackermann steering and the ability to achieve high speeds. Remarkably, authors of the platform have shown that it is possible to port the stack on a real car. Ackermann steering is the geometric arrangement of linkages used in the steering of a typical car. Compared to differential steering, which allows a vehicle to turn by applying different drive torque to its sides, Ackermann steering has a more complex dynamic model and requires a wider operating space. In our previous experiment [14] we used differential steering which required less engineering efforts to design the learning environment and that resulted in less training time. For example, a vehicle with differential steering can recover from bad states near an obstacle by turning on itself, whereas a car with Ackermann steering will eventually reach a fatal state. This kind of dynamics makes the agent learning slower and, if care is not taken, the agent might not learn at all. It goes without saying that the f1tenth platform is much more realistic than commercially available alternatives like TurtleBot [56] which deliver slow-speeds and differential steering.

A very handful feature of the f1tenth is the possibility to run your code on both the real f1tenth and the provided simulator, almost without changes. The biggest difference is the field of view of the simulated LIDAR which is 360° compared to 270° of the real one. Despite this,
Experiment Setup

Figure 6.1: A frame of the simulated environment (left). The visual representation of the sensed lidar data (right).

Simulated and real experiments are conducted with the same conditions as we reduced the field of view to 180° so as to reduce the state space. The simulated car, like the real one, is equipped with a VESC (Vedder Electronic Speed Controller) and a LIDAR. The VESC controls the speed of the motor and the direction of the servo. It also provides the odometry data (velocity vector and position) that are updated according to the motor speed and servo angle. The simulated LIDAR has 1080 scan rays with an angular resolution of 0.3° (360° field of view). On the software side, sensors, actuators, and controllers are represented as nodes and coordinated by ROS (Robot Operating System) [58], a middleware strongly based on the publish/subscribe paradigm. Even though ROS provides several facilities, only hardware abstraction and communication have been used in our context. The simulated hardware implements sensors and actuators nodes with the same interfaces of the real car. The simulated environment is rendered using rviz, a visualization tool for ROS. The simulated car and a visual representation of sensed lidar data are shown in figure 6.1

Agent Environment

The custom track has an intersection, some hairpin turns, and two possible targets (End 1 and End 2). The map of the track is shown in figure 6.2. The agent starts at the bottom-right
of the map. First, it has to reach the intersection (area A). At the intersection, the agent has to choose whether going forward (reaching C) or turning left (reaching B), according to the current target. After the intersection, the agent has to follow the street until the target.

As mentioned above, the software is coordinated through ROS. The RL environment implements the controller node that communicates with the – simulated – hardware nodes. The node uses rospy, the Python controller for ROS. In rospy, the callbacks associated to a subscriber are executed in a separate thread, while a publisher sends messages from the main thread. Publishers and subscribers are Python objects that a node can create. The RL environment is built as follows. Two subscribers receive respectively LIDAR and odometry data. The RL environment uses the latest stored data, that are updated asynchronously by the subscribers at every new measurement. A publisher, in a separate thread, sends the latest driving command chosen by the RL agent to the VESC. The publisher sends the command at fixed time intervals and continues to send it until the agent asynchronously updates the command. A safety callback implements the automatic emergency braking and ensures that the car will not – hardly – crash. Every time it receives a LIDAR scan message, the time-to-collision is calculated on every ray. If the time-to-collision is below a threshold, the car will brake with a higher priority compared to commands send by the RL agent. The time-to-collision is calculated using the following
equation (the car’s velocity is obtained from odometry data):

\[ TTC_i(t) = \frac{r_i(t)}{-v \cdot \cos(\theta_i)} \]

- \( r_i \) distance measured by ray \( i \)
- \( v \) car’s velocity
- \( \theta_i \) beam angle

At each interaction step, the RL environment executes the provided action and returns a state, a reward, and a boolean that indicates if the emergency braking has been activated. If the emergency braking has been activated, before returning the control to the agent, the car goes in reverse to ensure it has enough space to start again. The state is formed by the latest raw LIDAR distances, the target label (End 1 or End 2), and the position label. The position label gives a sort of coarse-grained position useful to plan the high-level directions. Each strategic area has a label associated. The presence of the car in an area is verified thanks to the odometry data. The label could be A, B, C, End 1, End 2, or empty string if the car is not in a labeled area. The map in figure 6.2 shows the various areas. The agent has three driving actions: forward, right, and left. Having only three actions let the agent learn faster. Considering that the commands update is quite fast, there is no need for more actions as the agent can still achieve appropriate control.

In addition to the driving actions, the agent can perform other two actions (used in the learning stage): it can ask for a new target randomly chosen and restart in the initial position; it can reset its position in the center of a labeled area (A, B, C). The reward function has been designed differently in the intersection experiment and in the real car experiment. Either way, rewards are clipped between \([-1, 1]\) because it could dramatically affect the learning efficiency [45]. In the real-world experiment, the reward is proportional to the car velocity obtained through odometry, with a maximum of 0.09. This optimizes for the fastest route. A small bonus proportional to the distance to the nearest obstacle is added to the previous reward to award safer routes. In the case of the intersection track, a fixed reward is assigned to each action: the forward movement gives a reward of 0.2, while turn and left give a 0.05 reward. This differentiation prevents zigzagging behaviors.

Since there is no Java client for ROS, the RL environment was implemented in Python as explained above. The Jason environment uses Java instead. We developed REST APIs that act as a bridge between the two environments. The Jason environment provides to the agent all the actions mentioned above. When the agent performs an environment operation, the Jason environment updates its percepts. The percepts given by the environment are: lidar_data, a
vector containing the lidar measures; \texttt{target(T)}, where \( T \) is the target label; \texttt{position(P)}, where \( P \) is the position label; \texttt{reward(R)}, which indicates the environment reward; \texttt{crash}, which inform whether the emergency braking has been activated; \texttt{new\_position}, which inform whether the position label has changed. Regarding the RL algorithm, we implemented a RESTful service in Python that provides the capability of TensorFlow [59], the popular machine learning open source platform, to our framework. A Java class that implements the interface requested by our framework consumes the REST service, completing the bridge between our framework and Tensorflow. The agent/environment structure is shown in figure 6.3.

The Python-Java REST bridge adds significant overhead to the training cycle due to data conversion and communication. Compared to an end-to-end RL agent written entirely in Python (which shares the same environment/algorithms code), we measured an increase of almost 10ms per cycle in a machine equipped with an Intel core i7 (simulator) and approximately 15ms in the embedded system. This overhead could have a considerable impact in real-time scenarios, therefore, we are working to replace the REST bridge with the Java Native Interface (JNI) [60], which enables Java to interoperate with applications written in other languages.
Chapter 7

Agent Description

7.1 BDI Agent

The BDI agent has two hard-plans that define the high-level directions, three soft-plans that manages navigation in different situations, and four hard-plans for each soft-plans that handle the soft-plans outcome. A portion of the agent code is stated in listing [3].

The directions plans react to the addition of a target belief (line 11 and 30) and they plan the moves to the indicated target. In the case of the target END 1, the agent has to follow the street until the area A, then turning left to reach B, and finally following the street to END 1. First, the agent add (or updates) two mental notes: one indicating the starting point, START (line 14); one indicating the current sub-target, A (line 15). Then, the achievement goal follow_street is added (line 16). When it concludes, the agent has successfully reached the sub-target A. The starting point and sub-target are updated (line 18 and 19); the agent starts from A and should reach B. The agent pursues the turn_left goal (line 20), then it updates the starting and sub-target points to "B" and "END 1" (line 22 and 23), and it adds the follow_street goal (line 24). At this point, the agent has successfully drove to the appropriate target. At the end of the plan, the car’s position is reset to the initial point (line 27) and a new target is asked (line 28), restarting the trip. The plan for END 2 works similarly, except for the achievement goal go_forward instead of turn_left and the mental notes adjusted accordingly.

The three soft-plans, follow_street, turn_left, and go_forward works in the same way, but they are trained in different conditions and with different goals, resulting in distinct behaviors (i.e, policies). follow_street learns how to reach the next position by following the path. turn_left learns how to turn at intersections i.e., how to go from A to B. go_forward learns
Algorithm 3 The Jason code of the agent able to drive in a track with an intersection.

1: rl_parameter(policy, egreedy).
2: rl_algorithm(follow_street, dqn).
3: rl_observe(follow_street, lidar_data(list(1080))).
4: rl_terminal(follow_street) :- crash.
5: rl_terminal(follow_street) :- new_position.
6: rl_reward(follow_street, R) :- reward(R).
7: rl_reward(follow_street, 50) :- new_position & position(P) & target_point(P).
8: rl_reward(follow_street, -50) :- new_position & position(P)
   & not target_point(P) & not starting_point(P) & not position("").
9: +target("END1") : true <-
10: .println("");
11: .println("target: END1");
12: +starting_point("START");
13: +target_point("A");
14: !follow_street;
15: .println("reached sub-target A");
16: +starting_point("A");
17: +target_point("B");
18: !turn_left;
19: .println("reached sub-target B");
20: +starting_point("B");
21: +target_point("END1");
22: !follow_street;
23: .println("reached target END1");
24: .println("getting new target");
25: reset_to_position("START");
26: new_target.
27: new_target.
28: +target("END2") : true <-
29: .println("");
30: .println("target: END2");
31: +starting_point("START");
32: +target_point("A");
33: !follow_street;
34: .println("reached sub-target A");
35: +starting_point("A");
36: +target_point("C");
37: !go_forward;
38: .println("reached sub-target C");
39: +starting_point("C");
40: +target_point("END2");
41: !follow_street;
42: .println("reached target END2");
43: .println("getting new target");
44: reset_to_position("START");
45: new_target.
46: new_target.
how to pass intersections i.e., how to go from A to C. Only the code for the goal follow_street is given in the listing (line between 2 and 9, line between 48 and 66) as turn_left and go_forward repeats the exact same code with different names. The soft-plans use LIDAR data as observations (line 3) and a parametric plan, move, as set of actions (line 68, 69, 70). The parameter can be forward, right, and left. The soft-plans end when the car reaches a new position (whether it is the correct one or the wrong one) or when the automatic emergency braking activates, this is established by the terminal rules (line 4 and 5). The motivational rules represent the agent’s will. They give a positive reward for reaching the current sub-target (line 7), or a negative reward for reaching the wrong target (line 8-9). The reward coming from the environment is also provided to the soft-plans (line 6). This reward signal may be intended as an external guideline given by a tutor.

A set of hard-plans ensures the achievement of the goals follow_street, turn_left, and go_forward. These plans use the soft-plans (which have the same name) to complete their task and they govern the various situations (and the learning cycle) by calling the soft-plans multiple times. If the car is in the starting point (line 52) or it is in an area without a label (line 56), the
soft-plan is executed (line 53 and 57), then the hard-plan is triggered again (line 54 and 58) to check the outcome of the soft-plan. If the agent reached the sub-target position (line 48), the hard-plan ends as the goal is achieved. In the remaining case, the agent drove to a wrong area (line 60), so, it resets to the starting point (line 65), and the achievement goal is added again (line 66). With this set of hard-plans, if the soft-plan ended because of an incident, the soft-plan will be executed again. If it ended because the car reached a new position, the agent will either return to the starting point or end the plan with the goal completed.

The source code, along with other resources, is available here[1]

7.2 RL algorithm

The software developed uses DQN [21] along with standard enhancements [21] that make it effective like experience replay, target network, and state history. On the RL side, significant work was done in the engineering of the RL environment, in the shaping of the reward signal, and in hyper-parameters tuning. The code has two main parts: the NN and the training step.

There are two options to estimate a Q-function with a NN. (1) The network takes a state as input and gives a vector with the expected return for every possible action as output. (2) The network takes a state and an action as input and gives the expected return for that action as output. Here, we used the first approach. The NN used is a 1D CNN as our experiments, reported in appendix A, showed that 1D CNNs are very effective in processing LIDAR data compared to other NNs. As far as the authors’ knowledge, this is the first documented use of 1D CNNs to process LIDAR data. The details of the 1D CNN used are in the appendix as well.

Training evolves as follows. First, an action to carry out is selected with an $\epsilon$-greedy policy. The action is random with probability $\epsilon$; otherwise, it is the one with the greatest value inferred by the NN. Then, the agent performs that action. At the subsequent step, the algorithm receives a new observation vector, a reward, and a boolean value that indicates if the state is terminal or not. Before becoming a state, the observations are pre-processed as stated at the end of the chapter and two subsequent observations are stacked together to form the state. This integration over time allows to detect the movements of surrounding objects but also of the car itself. The NN needs transition samples for training. A sample is formed by a state with its reward, an action, the new state reached after the action, and the terminal mark. With that information,
one can compute the updated expected return of the state and use gradient descent to update the model. Thus, at every iteration step, a new transition is added to the replay buffer which contains all the encountered samples (until the maximum capacity is reached, then the older samples are discarded). After a certain number of observation steps in which the model is not updated, at every iteration, the NN is trained on a batch of samples retrieved randomly from the pool. This technique, called experience replay, is essential to break the temporal relation between transitions and hence ensure that samples are i.i.d (identically and independently distributed), a necessary condition for an effective Stochastic Gradient Descent (SGD). Actually, the NN are two. One represents the target policy and is updated at every iteration. The other one is used to produce the behavior and is updated every few steps by copying the weights of the target network. Having a moving target makes NNs unstable, and the target network allows to reduce the instability. The training cycle from the RL perspective is outlined in figure 7.1.

**LIDAR data pre-processing**

The simulated LIDAR has 1080 rays with an angular resolution of $0.3^\circ$. Due to the curse of dimensionality, each additional value in the input vector makes the state space grow exponentially. To reduce the state size, we have cut the field of view from $360^\circ$ to $180^\circ$ as we are not interested in overtaken obstacles. In addition, we have further reduced the state size by grouping values together. In our experiments, the best results were obtained with 20 rays. As expected, a coarse-grained resolution is sufficient for racetracks. We used the exceeding rays...
to strengthen the measurements by grouping the rays together. We have tested three grouping methods: **averaging**, values are split in 20 groups and averaged; **sampling**, a value each $x$ is taken; **minimum**, the minimum of the group is taken. As the averaging method seems to be the most robust, it is the method used in the experiments. Values are also scaled between 0 and 1 (min-max normalization), with 1 corresponding approximately to the maximum value that can be sensed in the specific track. In the case of backpropagation, having input values in the range $[0, 1]$ improves learning [61].
Chapter 8

Results and Discussion

Thanks to the integration of soft and hard plans, the agent can reach its target by navigating without incidents and by choosing the proper path at the intersection. At the end of the experiment, the agent learned the three soft-plans necessary to pursue its goals. The improvement of the agent in the three tasks is made explicit in the reward plots. Results of training for each soft-plan are presented respectively in figures 8.1, 8.2, and 8.3. The plots show the average cumulative reward on 100 episodes in the learning phase. The trained models and Tensorboard logging of all experiments (intersection, real-car, NNs comparison), and a video showing the evolution of training are available in the project’s repository.

Figure 8.1: Average cumulative reward on 100 episodes in the training phase of the follow_street soft-plan.
8. Results and Discussion

Figure 8.2: Average cumulative reward on 100 episodes in the evaluation phase of the \texttt{go\_forward} soft-plan.

Figure 8.3: Average cumulative reward on 100 episodes in the evaluation phase of the \texttt{turn\_left} soft-plan.
8.1 Discussion

Agentspeak has both a declarative nature (the reasoning) and an imperative one (plans, i.e sequences of actions). We worked towards automating the development of the imperative side while maintaining the declarative one. In the developed framework, the concept of soft plan allows the agent to learn plans while preserving the reasoning capabilities of a BDI agent: the framework act on the body of the plan, retaining the declarative attitude derived from event triggering and plans’ context, as with traditional plans. As a result, it is not just about calling a policy learned through RL, but it concerns the inclusion of that kind of plan in the reasoning flow of the agent. This leads to the opportunity to manage and use learning in a declarative way with powerful abstractions, to support learned policies with the developer’s domain-knowledge, and to have multiple RL contexts coordinated inside the same agent to achieve complex and time-extended tasks.

The presented case study provides several insights on the BDI-RL integration. As future work, we will quantify the advantages of the approach by comparing the BDI-RL agent with an end-to-end RL agent. Nevertheless, we can draw some qualitative considerations. Mixing hard and soft plans have been fruitful as it allowed us to face a problem that requires both time-extended planning and learned policies. Long-term plans are achieved thanks to the BDI reasoning, which uses hard-coded plans and learned policies as building blocks. The reasoning takes into account the various situations, so, hard-plans do not only manage planning but also recovering from soft-plan failures. For example, when the agent takes the wrong direction, it is brought back to the previous point (in a realistic scenario, it will re-plan the path – the concept is still valid). As RL struggles in temporally-extended planning [15,16], we foresee that a plain RL agent will need more training time (episodes) to learn how to reach the two targets, or even it may not be able to learn such behavior at all. This is even more true if we consider broader scenarios with complex intersections and roundabout where, in the case of the BDI-RL agent, we can simply add a few soft-plans. Considering multiple RL contexts, while the BDI reasoning provides an effective way to achieve planning and coordination of different learned policies, the BDI abstractions allow to split – and enhance – the RL signals among the different contexts.

States: Observations are appropriately represented and selected by percepts and mental notes.

Actions: Even though only simple actions are used in the case study, using plans as action representation enables the options framework [13], a RL setting in which time-extended actions and sub-routines are considered.

Rewards: In the case examined, the agent has both self-
rewards and environmental rewards. In this way, the agent increases its self-awareness, with a reward signal (and thus goals) dependent on the desires that it is currently pursuing. Having both internal and external rewards allows to shape the rewards according to the specific agent goals, but also to take into account the suggestion from the environment (or from artifacts built for the purpose) that is viewed as a teacher. In some cases, besides splitting the problem in different RL contexts, it could be useful to use different RL methods – or different NNs – for different tasks. Since every soft-plan has its own RL context, multiple RL algorithms can coexist and be used by the same agent allowing to use the most appropriate algorithm for each sub-task. As the framework aims at modeling the three fundamental RL signals without any assumption on the RL algorithm, it is sufficient to plug the chosen RL component, without changing the whole interpreter architecture. In conclusion, the BDI reasoning as temporally-extended planning, the availability of multiple RL contexts for different sub-tasks, and the enhanced abstractions could be an effective set of tools to tackle complex – multi-agent system – problems.
Chapter 9

From Simulation to Reality

As a first step towards the use of the system in the real-world, we built a physical f1tenth and trained it to drive in a simple racetrack (as we were limited by the room dimension). The track is shown at the top left of fig. 9.2. The test aims to verify whether DQN could be used to train a robust controller in a real environment with noisy LIDAR data — a problem considered open [18]. In the future, we plan to bring the full system in the real f1tenth and perform also the intersection experiment in the real-world.

As explained in section 6.1, the f1tenth hardware is similar to full-scale solutions to conduct real-world experiments. The bottom chassis of the f1tenth comes from a 1/10 scale race car available from Traxxas. The Traxxas model has very realistic mechanisms, just like a real race car. It has a brush-less motor capable of reaching (depending on the model) over 90 km/h, and a servo motor for steering control. The top chassis is a custom laser-cut ABS plate that hosts all the electronic components. The power board is a PCB designed to provide stable voltage to the car and its peripherals, and it is connected to a Lithium Polymer battery. The VESC (Vedder Electronic Speed Controller) controls the speed of the motor and the direction of the servo. The mainboard that controls the car is a Jetson TX2 [63], a GPU module designed to enable embedded AI. Its GPU and memory capabilities make it possible to train NNs in real-time. The TX2 module is housed on a carrier board [64] characterized by a reduced form factor. Both the hardware and software stacks of the f1tenth are modular. Several sensors are available on the f1tenth, but only the LIDAR is present in our build. Fig. 9.1 shows our produced f1tenth. The 2D LIDAR used is a Hokuyo UST-10LX [65]. The sensor has a 270° field of view with an angular resolution of 0.25°, for a total of 1081 scan rays. It has a detection range of 10m, an accuracy of ±40mm, and a scan speed of 25ms. According to the datasheet, a specific number is
Fig. 9.2 displays visual representations of data produced by LIDAR scans, depicting the sensor precision in different conditions.

Moving to the real car required four adjustments: addressing LIDAR faults [18], facing continuous time [66], providing a reset mechanism [67], and specific hyper-parameter tuning. As explained in section 5.3, LIDAR faults could be tedious for correct control. Since we already achieved resilience to noise with the grouping method, at this stage we needed only to filter out the bad readings (the ones with the error value specified by the manufacturer) from the groups. This was sufficient to train a robust controller. Videogames are a popular testbed for RL, but in videogames and in several simulators one has complete control on time. In those setting time is discrete as the agent-environment interaction is synchronous. In other words, the agent can not “miss” frames, the observations obtained from the environment are the same regardless of the time used to choose the next action to be performed. This is not true in continuous time settings where the clock is ticking independently of the agent behavior. As a result, in a real-time system, the agent cycle should have the right timing or it will not learn a robust policy. If the cycle is too fast, the agent will not be able to see the changes in states and to relate the consequences of its actions. If the cycle is too slow, the agent will not be able to correlate states as changes would be too substantial. This required to review the code to speed up the agent cycle and fine-tuning some parameters. The cycle speed is a problem also for the reward signal. The faster
Figure 9.2: The circuit used in the experiment (top). An example of LIDAR data in an outdoor scenario with far away obstacles (middle). An example of LIDAR data in the presence of thin obstacles like a chair’s legs (bottom).
the cycle, the more the reward received; vice-versa, the slower the cycle, the fewer the rewards received. In the real car, the reward had to be scaled according to the cycle timing. Regarding the reset mechanism, when an episode ends because of emergency braking activation, the car goes backward for a fixed time before starting a new episode. This is feasible in both simulation and real-world. When we will perform the intersection experiment in the real world, a new reset mechanism will have to be conceived instead.

We used the 1D CNN also in the real car as it is the best option (see appendix A). The plots of the average cumulative reward for training and evaluation are shown in fig. 9.3 and fig. 9.4. The physical f1tenth successfully learned a robust control policy to drive in a simple track in three hours. A demonstrative video about the evolution of the car’s behavior is accessible in the project’s repository. The results are evident in the plot of rewards (it should be noted that the rewards obtained in the simulator and in the real environment have different magnitudes as the cycle time is different. The average cumulative reward of 40, obtained in the real car, is quite good compared to the one of the random policy which is 5). The training has been done at 1/8 of the maximum car speed. We have verified that the policy can scale to higher velocities without re-training. In our space, the higher velocity reached has been 1/4 of the maximum car speed.
Figure 9.3: Average cumulative reward on 100 episodes in the training phase of the real car experiment.

Figure 9.4: Average cumulative reward on 100 episodes in the evaluation phase of the real car experiment.
Chapter 10

Conclusions and Future Works

In this work, we have shown the effectiveness of the BDI-RL blending in an interesting case study and discussed its implications and advantages. The agent was able to follow hard-coded directions while the challenging task of navigation has been learned autonomously. This sheds light on the usefulness of machine learning tools to support (agent) developers instead of replacing them with end-to-end solutions, possibly taking the best of both worlds.

Considering the case study, we have shown that it is possible to train a robust controller using DQN directly in the real world in a very realistic testbed and in the presence of LIDAR faults. A problem previously considered not solved. Pre-processing steps that led to a robust controller are described, and some alternatives are compared. 1D CNNs have been applied for the first time in the context of LIDAR data, and comparison experiments have shown that 1D CNNs are particularly effective in LIDAR data processing.

We aim at continuing our investigation in several directions on both the BDI-RL integration and the case study. In the first case, we intend to further explore and develop this perspective in its many facets. In the latter case, we seek to understand how close to real urban scenarios it is possible to push this approach without sacrificing safety. Specifically, many interesting aspects – from our point of view – are worth to be investigated in future work:

**Sim2real.** Performing the intersection experiment with the real f1 tenth using Bluetooth beacons to retrieve the car position.

**BDI-RL vs plain RL.** *Quantifying* the expected benefits of BDI-RL integration compared to plain RL by reproducing the intersection experiment with an agent that uses only RL so as to verify whether it could actually learn how to handle the intersection and, in that case, checking the differences in terms of learning speed and quality of the final behavior.
Options. In this case study, hard-plans use soft-plans and soft-plans, in turn, uses only simple actions. In some scenarios, it could be useful to have soft-plans that use hard-plans like compound actions. Extended actions are called options in the RL setting [13]. Hard plans in this case can be framed as the predefined practical knowledge that the agent could exploit, without the need of learning everything necessarily from scratch. We believe that this may have a positive impact on both the time required to learn and of the quality of the learned plans itself. To effectively explore this point, we need to identify and implement a case study where options could be useful.

Hierarchical RL and Reward Shaping. Further extending the set of RL concepts covered, eventually doing a rigorous analysis of the computational complexity and properties of the computations performed by the extended reasoning cycle. Among the large spectrum of RL-based approaches, two are particularly interesting with respect to the objective of our research line. The first is about Hierarchical Reinforcement Learning, extending the reinforcement learning paradigm by allowing the learning agent to aggregate actions into reusable subroutines or skills [68]. In the BDI case, reusable subroutines or skills are modeled as plans triggered by subgoals. The second one is about reward shaping in reinforcement learning [69]. There, “education” is realized through the creation of a proper learning environment and, in particular, through demonstration.

Education Process. Exploring further the development/education process life-cycle, analysing how the different stages – development/training, validation/assessment, deployment/monitoring – are related.

New Generation of Tools and IDE. Designing and developing proper tools to be embedded in existing IDEs – or extending them – to support this process. Including simulators, which become an essential part of the picture.

Software Engineering. Exploring how software engineering aspects such as modularity, extensibility, reusability, composability can be framed when dealing with soft plans, aside from hard plans. Can we introduce a kind of incremental learning to extend existing soft plans?

Artifact-Based Environments. Exploring how environment first-class abstractions such as artifacts [62] could be useful to better structure, modularise and make the way in which
actions – and observations as well – are considered more dynamic.

**Beyond the Single Agent Perspective.** What does it mean for an education process for a multi-agent system? What does it mean an education process for an agent organisation?

**Methodologies.** What is the impact on Agent-Oriented Software Engineering (AOSE) methodologies? Can we exploit existing AOSE methodology to effectively support this process or do we need to extend them?

**Urban environment.** Moving to an urban scenario (e.g. by using a realistic simulator like Carla [71]) and make the agent follows general driving directions to reach a target (i.e. directions given by a maps service).

**Cooperative learning.** In a multi-agent system, exploring the possibility of cooperative learning through the exchange of experience between agent — with efficient communication[72].

**Meta-learning.** Experimenting with meta-learning [73] approaches as they could improve the learning stage (and verify if they could be useful in the context of self-driving).

**Continuous action space.** Implementing a deep RL technique for continuous action space like Asynchronous Advantage Actor-Critic (A3C) [74].

**Safe RL and RL with bounded risk.** Exploring safe Reinforcement Learning models [75] and Reinforcement Learning with bounded risk [76] (as they could be useful in the context of self-driving) and how they fit in the framework’s model.

**1/10 to full scale.** Attempt to transfer the experience acquired by 1/10 vehicles to actual vehicles in a controlled environment.
Appendix A

NNs Comparison for LIDAR Data Processing

We have conducted an experiment to compare the effectiveness of three NNs in the driving task. The NNs tested has been: 1D CNN, a fully connected network, and a 2D CNN. The comparison has been conducted in simulation with a complex track which is displayed in figure A.1. The track has no intersections as we want to test only the navigation capabilities of the NNs.

Figure A.1: The simulated racetrack used in the comparison experiment.
The 1D CNN has two convolution layers with respectively 16 filters with kernel size 4 and 32 filters with kernel size 2. It follows a flatten layer and a dense layer with 64 neurons. The fully connected network has two dense layers with 128 units each. The 2D CNN operates on black and white images generated from LIDAR data (grid maps) obtained by outlining the measured borders. The coordinates of the white pixel corresponding to one beam are calculated as follows (where the zoom factor helps to separate borders):

\[ x = value_i \times \text{zoom factor} \times \cos(\text{angle}_i) + \text{offset} \]

\[ y = value_i \times \text{zoom factor} \times \sin(\text{angle}_i) + \text{offset} \]

The network is composed by a convolution layer with 16 filters and kernel \((4, 4)\); a max-pooling layer with kernel \((2, 2)\); another convolution layer with 8 filters and kernel \((2, 2)\); another max-pooling layer with kernel \((2, 2)\); a flatten layer; a dense layer with 64 units. For all the networks, the learning rate is 0.00042; gamma is 0.98; epsilon goes from 1 to 0.1; the other hyperparameters can be consulted in the repository. It should be mentioned that using Huber loss \([77]\) had a greatly positive effect on learning.

The plot in fig. A.2 shows the average cumulative reward on 100 episodes of the three NNs during training stages. Fig. A.3 shows the cumulative reward during the evaluation phases, that alternated train stages. The 1D CNN learned a robust policy in almost 870 episodes with a total training time of three hours, and it reached a maximum of 430 average cumulative rewards in the evaluation stage. The dense network performed well with 1030 training episodes in three hours and a maximum cumulative reward of 230. The 2D CNN learned a decent control policy after 1870 episodes with a total training time of four hours, and a maximum cumulative reward of 98. We have not been able to make the 2D CNN learn a robust policy. Moreover, It should be noted that the 2D CNN is much more hardware demanding, and it could be hardly suitable in embedded systems like the f1tenth.

CNNs perform better on structured and spatially related data and they are typically used on inputs with local information (i.e. data structured as an array where position matters) such as images, audio, and text \([78]\). 1D CNNs have proven to be very effective in processing LIDAR data as they have been the best performer in our tests. The agent equipped with a 1D CNN also showed a behavior oriented to cut curves so as to minimize turning actions and maximize forward actions.
Figure A.2: Comparison of average cumulative reward on 100 episodes in the training phase of the NNs effectiveness experiment. 1D CNN: orange, dense net: blue, 2D CNN: red.

Figure A.3: Comparison of average cumulative reward on 100 episodes in the evaluation phase of the NNs effectiveness experiment. 1D CNN: orange, dense net: blue, 2D CNN: red.
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