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Abstract

Nella tesi presente si propone una trattazione esaustiva sui teoremi di Noether, cardine
delle pit moderne ed avanzate teorie di gauge. In particolare si tenta di fornirne una
misura matematica rigorosa senza allontanarsi dalla cruciale intuizione fisica che celano:
la ricerca di simmetrie nella natura e la volonta di descrivere le interazioni conosciute
con un singolo modello. Piu avanti, trovando i caratteri dominanti e l'ispirazione nelle
pubblicazioni di Noether, si affrontano i tratti generali della formulazione hamiltoniana
delle teorie di gauge, presentando la struttura dell’azione per una particella relativistica,
la teoria elettromagnetica e la teoria della relativita generale; si pongono infine alcuni
interrogativi sui valori di contorno che emergono dal formalismo adottato. Inoltre, per
ottenere un’esposizione piu efficace e meno oscura, si accompagna ogni risultato con
esempi opportuni.
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Chapter 1

Preamble

There must in fact be some
substance, one or more, from
which the rest is generated while
remaining unchanged.

Aristotle

1.1 Overview

In classical mechanics, field theory and in a certain way also in quantum mechanics we
appeal to an object which encodes all the information about the system we are facing:
the action integral. For the simple case of a particle, this is a functional depending on
the path of the particle, defined as [[]

Tlq(t) = / Liq(t), 4(), 1) dt. (L1)

We will deal with infinitesimal transformations that leave the action unchanged, which
means we will treat such transformations which make the variation of the action vanish
(at least up to a boundary term E[) We also recall the method from which we obtain the
equations of motion, namely the Euler-Lagrange equations

d (OL\ OL
— - | ——— = 0. 1.2
dt (8(1’) oq’ 0 (1.2)

L Since the very beginning, let us be clear with notation. Whenever a function is indicated as q(t)
we refer to all the set of its components ¢*(t), while when we write ¢*(t) we obviously indicate its single
component in tensorial formulation. Moreover we also point out that we use from now on the Einstein
convention for the summation on repeated index. Finally let us remind that, since ¢(¢) represents the set
of lagrangian generalized coordinates, each component of it stands for a different generalized coordinates
of a particle.

2 In this case of a single particle, the integral of a total time derivative.




It consists in performing a variation on the action with fixed end points at which the
variation does not occur, and requiring the action to be an extreme value (usually a
minimum, the “least action principle”).

Combining these particular infinitesimal transformations that does not change the
action and the conditions which lead to the equations of motion we deduce Noether’s
first theorem, which can be read quite naively as follow: to every such transformations
is associated a certain quantity that stands still on the path of motion.

Although we will later discuss and furnish a far better explanation of this result it
might be interesting wondering on the physical meaning of it. If in the description of
nature we find a conserved quantity, we might say that we have found a constant, some-
thing that we can follow as a lighthouse during our searching. This reminds to the very
first studying of the realm surrounding us, which took place in the ancient Greek world
when the first query was towards uncovering the common root of our manifold nature, a
feature that holds its own identity whether everything was swirling or not. Leaving these
fascinating and perhaps less physical interpretations aside, we cannot avoid to recognize
the powerful approach of lagrangian formalism and Noether’s theorems, which provide
us with an elegant weapon we can tackle our studying with. The deepest conquer of her
theorems lays in establishing a connection between symmetries and conservation laws
that elevates the latter beyond useful empirical regularities. The influence of this insight
is pervasive in physics, also because it contains the seeds of gauge theories. Indeed there
is another theorem established by the genius of Emmy Noether. This is the so called
second theorem and it has been abandoned for a long time or at least no one has been
given credits to Noehter for it or understood the great importance of her works. This
theorem allows a more complete vision of interactions in nature: it finds a connection
between equations that describe the same phenomena but looks mathematically com-
pletely different and, in a certain way, arbitrary. Indeed, under the correct conditions,
the Lagrangian produces equations that connect the dynamical fields and thus reduce
the degree of freedom of the system considered. Further this equations depend from
arbitrary functions, hence the different manner to obtain a correct interpretations of the
same phenomenon. This, as mentioned before, gives birth to gauge theories which may
be the most powerful instrument in physics.

The first chapter is dedicated to Noether’s theorems. We present the concept of
symmetries and on-shell variations, providing some examples to better understand them.
We then report Noether’s first theorem with an intuitive approach and then extend its
treatment to field theory. Once we have introduced all the necessary mathematical
tools, we present again Noether’s first theorem but with a more rigorous formalism. To
extend rigid symmetries to arbitrary ones, we focus for a while on Lie derivatives in
order to introduce the topic of the next section: Noether’s second theorem, reported
and demonstrated in the very original version. We then give some application of the
two theorems inspecting the energy momentum tensor and some action integrals. In the
second chapter we deal with gauge symmetries, cast them in hamiltonian form and then
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use this formalism to analyze three lagrangians: the one for special relativity, the one for
electromagnetism and the ADM method for general relativity. Finally in the last chapter
we give a brief overview on all the boundary terms we neglected in our computations.
We also add three appendix to give reason and better explain the mathematical models
adopted.

Before the very beginning of the topic, let us say a word on Emmy Noether.

1.2 Emmy Noether: a brief biography

Since it is passed little more than a century from the publication of Noether’s theorem,
we dedicate few lines to her biography. Amalie Emmy Noether was born on the 23rd of
March, 1882 in Erlangen, a University town a bit north of Niirnberg. She was called by
her middle name because both her mother and grandmother were also named Amalie.
Emmy’s father, Max Noether, was a professor of Mathematics of some distinction at the
university of Enlargen: he was a member of the Academies of Berlin, Gottingen, Munich,
Budapest, Copenaghen, Turin, Accademia dei Lincei, Institut de France and the London
Mathematical Society.

Emmy Noether attended a school which should provide a preparation for the life of a
lady in which, if you had a profession at all, it would be teaching English and French to
other young ladies. After completing her first cicle of studies, she could not be accepted
in the University of Erlangen, since ladies were not allowed. It was possible, however, to
apply for special permission to listen to lectures. She also took private lessons in Mathe-
matics, preparing for universities studies. In 1903 she passed the university qualification
but she could not be admitted to the University of Erlangen. The University of Gottin-
gen was a little bit more open-minded: she went there for a semester, during which she
heard lectures from Minkowski, Klein, Hilbert and Schwarzschild. After one semester,
Erlangen saw the error of its ways and began admitting women, precisely two out of a
class of about a thousand, and so she was able to enroll at the University of Erlangen
as a student of mathematics. She finally managed to obtain her Ph.D and it appears
that Noether was the second woman Ph.D in Europe, following Sofia Kovalevskaya who
received her Ph.D in Gottingen. During all her life she taught mathematics, especially
algebra, group theory and differential equation, in Gottingen helped by Klein and Hilbert
who tried to find her a position in the University, although could not make it to be reg-
ularly paid. She was surrounded by a group of brilliant students who found exciting
inspirations in her lectures.

When the Second World War was about to break out, she moved to Pennsylvania at
Bryn Mawr College where she was occasionally allowed to give lessons. During spring
semester, she had abdominal surgery which was expected to be routine; she seemed to
be recuperating well, but suffered complications and died within a few days.

Although we cannot report all the interesting discoveries in her life, we only point



out some quotations from the major scientists published in her honor at her death.

“ She was the most significant creative mathematical genius thus far produced since the
higher education of women was begun. In the realm of algebra, in which the most gifted
mathematicians have been busy for centuries, she discovered methods which have proved
of enormous importance in the development of the present-day younger gemeration of
mathematicians.”

Albert Finstein, letter of eulogy to the Times. New York Times, page 12, 4 May 1935.
https://nyti.ms/2GJcdol.

“ This entirely non-visual and noncalculative mind of hers was probably one of the main
reasons why her lectures were difficult to follow. She was without didactic talent, and
the touching efforts she made to clarify her statements, even before she had finished
pronouncing them, by rapidly adding explanations, tended to produce the opposite effect.
And yet, how profound the impact of her lecturing was. Her small, loyal audience,
usually consisting of a few advanced students and often of an equal number of professors
and guests, had to strain enormously in order to follow her. Yet those who succeeded
gained far more than they would have from the most polished lecture. She almost never
presented completed theories; usually they were in the process of being developed. Each of
her lectures was a program. And mo one was happier than she herself when this program
was carried out by her students. Entirely free of egotism and vanity she never asked
anything for herself but first of all fostered the work of her students. Ef’

Bartel van der Waerden. [

To honor the almost anniversary of the publication of her famous theorems, we reported
the first page of her outstanding masterpiece in Fig|l.1]

3Van der Waerden has written elsewhere that when they went walking in Gottingen, as she did with
her students at Bryn Mawr, Emmy Noether would talk so rapidly and with such excitement as to be
utterly incomprehensible. It came to him that if he led her on several laps around the city, she became,
by the third lap, slightly short of breath and spoke slowly enough that he could understand her.
4Reprinted in Auguste Dick’s Emmy Noether, 1882-1935, pp. 100-111.



Invariante Variationsprobleme.

(F. Klein zum fiinfzigjihrigen Doktorjubilium.)
Vonr
Emmy Noether in Gottingen.
Vorgelegt-von F. Klein in der Sitzung vom 26. Tuli 1918%),

Es handelt sich um Variationsprobleme, die eine kontinuier-
liche Gruppe (im Lieschen Sinne) gestatten; die daraus sich er-
gebenden Folgerungen fiir die zugehdrigen Differentialgleichungen
finden ihren allgemeinsten Ausdruck in den in § 1 formulierten,
in den folgenden Paragraphen bewiesenen Sitzen. Uber diese aus
Variationsproblemen entspringenden Differentialgleichungen lassen
sich wiel prézisere Aussagen machen als iiber beliebige, eine Gruppe
gestattende Differentialgleichungen, die den Gegenstand der Lieschen
Untersuchungen bilden. Das folgende beruht also auf einer Verbin-
dung der Methoden der formalen Variationsrechnung mit denen der
Lieschen Gruppentheorie. Fiir spezielle Gruppen und Variations-
probleme ist diese Verbindung der Methoden nicht nem; ich er-
wiihne Hamel und -Herglotz fiir spemielle endliche, Loremtz und
#oing Schiiler (z. B.-Fokker), Weyl und Klein flir spezielle unend-
liche Gruppen?®). Insbesondere sind die zweite Kleinsche Note und
die vorliegemden Ansfiihrungen gegenseitig durch einander beein-

1) Die endgiltige Fassung des Manuskriptes wurde erst Ende September
eingereicht. 2

2) Hamel: Math. Ann. Bd. 59 und Zeitschrift f. Math. u. Phys. Bd. 50.
Herglotz: Ann. d. Phys. (4) Bd. 36, bes. § 9, 8. 511. Fokker, Verslag d. Amster-
damer Akad., 27./1. 1917. Fur die weitere Litteratur vergl. die zweite Note von
Klein: Gottinger Nachrichten 19. Juli 1918.

In einer eben erschienenen Arbeit von Kneser (Math. Zeitschrift Bd. 2) handelt
es sich um Aufstellung von Invarianten nach #hnlicher Methode.

Fgl. Ges. d. Wiss. Nachrichten, Math.-phys. Klasso.. 1918. Heft 2. 17

Figure 1.1: First page of Emmy Noether’s masterpiece on symmetries and groups.



Chapter 2

Noether’s theorems

We will have to abandon the
philosophy of Democritus and
the concept of elementary
particles. We should accept
instead the concept of
elementary symmetries.

Werner Heisenberg

2.1 Noether’s first theorem

2.1.1 Noether’s symmetries

We now focus on the theorems mentioned earlier. We remind that one of their aims is
to associate a conserved charge to every given symmetry.

Since we are about to deal with them, let us introduce the concept of symmetry for
the action integral. Let ¢ be a set of generalized coordinates; then a transformation of the
coordinates ¢(t) to new coordinates ¢'(t) is a symmetry if the action functional does not
change when we evaluate it in these two different sets of coordinates, i.e. I[q’(t)] = I[q(t)].
We will denote this change of coordinates as q(t) — ¢’(t). Above all, we will be interested
in a Lie group of symmetries, i.e. symmetries that depend on continuous parameters, so
that one can consider infinitesimal symmetries which are sufficiently close to the identity
q'(t) = q(t) + 05q(t), and we can assume that the action integral behaves in the same
way as to when we deal with symmetries, namely we have that I[q(t) + d,q(t)] = I[q(t)].
Thus, symmetries are directions spanned by the ¢’s on which the action does not change.
However, the function d,¢(t) could have a very complicated expression, depending on ¢(t)
and its derivatives as well. Noether’s theorems will characterize Lie groups of symmetries.



We actually defined only a strong version of a symmetry, requiring that the action
is strictly invariant. Noether’s theorems extend to weaker variations, namely those ones
that leave the action invariant up to a boundary term. Therefore we define a (infinitesi-
mal) symmetry as a (infinitesimal) function dsq(¢) such that, for any q(t), the action is
invariant up to boundary terms:

5.11q(t)] = Ia(t) + 6.a(t)] — Ilq(t)] = / o 2.1)

where we denote the boundary term with K. We remark that the variation 6,/ is the
variation of the action under the symmetry and so a function of both the configuration
q(t) and the symmetry dq(t).

Any function d,q(t) that satisfies belongs to a symmetry; hence a symmetry is
defined as a variation that changes the action integral by the integral of a total time
derivative: this is of great importance, since the action obtained taking account of this
type of variations furnishes the same structure for the equations of motion. Therefore
symmetries identify coordinate systems in which the equation of motion look in the
same way and thus frames of reference that are equivalent in this view. Eq.
can be understood as an equation for d,q(t). If, for a given action I[g(t)], we find all
the variations dsq(t) satisfying , then we have found all possible symmetries of the
problem, which help in solving the equations of motion (we will provide two examples
below). We underline, once again, that the notion of symmetry is defined through
variations linked to arbitrary ¢(t).

2.1.2 Examples

We now provide a couple of examples in order to acquire a better understand of this
theorem.
The first one is the invariance under rotations of a system involving a central potential,

namel
' Hdmzi/ﬁ(%??—V@O, (2.2)

7 — 7'(t) = R(t) (2.3)

and R is a constant orthogonal matrix, i.e. RT = R~!. To present this transformation
as an infinitesimal Noether’s symmetry we consider small angles «, for which one has
R7 =17+ a x 7 and therefore

() = 7(t) + @ x 7(t) = 8,7 (t) = @ x 7{t). (2.4)

where the symmetry is

Due to the orthogonality between @ x 7(t) and 7(¢) and the smallness of the angle « this

—

transformation turns out to be a symmetry, that is I[r(t) + & x 7(t)] = I[7(t)]. We note
that for this symmetry the boundary value K = 0.



q(t)

Figure 2.1: The paths ¢(t), ¢’(¢) related by a time translation ¢ 4+ €. At any given time,
their difference yields the variation dg(t).

Another example we provide is the invariance of the same action (2.2)) under a different
symmetry: )
ds7(t) = —er(t), (2.5)

where € is constant. By direct calculation,
8,17, 6,7 = / dt (mﬁ- 047 — vvw)

_ / dte(—mi- 7+ YV - ) (2.6)

d m-

We see that the action integral is therefore invariant up to the boundary term
K = —¢ %F 2 —V(7) ). Physically, we can relate this symmetry to time translations.

Indeed consider two function ¢(t) , ¢'(¢) representing the coordinate which are linked by
a time translation of magnitude e.
As shown in Fig{2.1} we find that the values of ¢'(t) are related to those of ¢(t) via:

q¢'(t+e)=q(t). (2.7)
If € is seen as an infinitesimal quantity, this equation can be cast as
q'(t) +ed(t) = q(t) = 0,q(t) = —€4(t) (2.8)
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where we obviously expand in Taylor’s series ¢'(t+€) around ¢t. Here d5q(t) = q’(t)—q(t) is
the difference of the two functions evaluated at the same argument t. Before proceeding,
we should say something about the symmetry d5q(¢) :

e The symmetry is represented by the function d,q(t) = —eq(t) which involves only
one time. We have transmuted the time translation into a deformation of the
function ¢(t).

e Since the symmetry is simply the difference of two functions evaluated at the same

time ¢, it follows directly that d, (dtq( )) L(65q(1)).

e We stress a fundamental interpretation of the transformations adopted: symmetries
will always be deformations of the fields, not the coordinates.

2.1.3 On shell variations

We now focus on another type of variation of the action: the on-shell variation. This
kind of variations is in a certain way the opposite to a symmetry. Indeed for symmetries,
the variations d,q(t) are forced to satisfy an equation, i.e. (2.1)), while the fields ¢(t) are
totally arbitrary; on the other hand for on shell variations, the fields ¢(t) are forced to
satisfy their Euler-Lagrange equations (as it is well known from Analytical Mechanics)
while the variations dq(t) are arbitrary and not obliged to be symmetries (i.e. to satisfy
).

Let dg(t) be an arbitrary inﬁnitesimal deformation of the variable ¢(¢)[] Then, for an
action of the form I{q(t)] = [ dtL(q(t), ¢(t)) the variation 61[q(t)] = I[q(t)+dq(t)]—1[g(t)]
can be written as

STq(t), Sq(t)] = / dt(ge 54 + ng 5 >

<o ) o [ (i)

'We aim to indicate precisely what we mean with a deformation, i.e. we specify what we indicate as
a variation. Given a path ¢(x) depending on the coordinates = x* in use (where y runs over the range
desired, i.e. the space on which our functions are defined can be any space), we consider the family of
curves ¢(z, «) labeled by the Greek later «. The initial path is then g(x,0) obviously. If we select any
function n(x), a possible varied path could be:

(2.9)

Q($7 a) = Q(xa 0) + 0477(1‘),

where we define the arbitrary function n(z) as the variation of our initial path. The functions n(z), as
well as the family of curves ¢(z, «), are assumed to be as regular as required. The variations is thus
defined as dg(z) = L ¢(z, a)‘ = n(z).

a=0

11



where we have suppressed the dependence from t of the fields ¢(t) in order to lighten the
notation and we have performed an integration by parts in the second line. We realize
that if the fields satisfy the Euler-Lagrange equations of motion associated to it (namely,
for each index i), the bulk contribution vanishes and the variation reduces to a
total time derivative:

Su1l0)] = 1a(t) + 0a(0)] - 1la0)] = [ a (500" ) (2.10)
q
The bar under ¢ indicates that this is the variation evaluated on a solution of the Euler-
Lagrange equations of motion and the variation computed in this way are denoted by
the symbol §, (where the subscript o stands for on-shell). We enlighten once again that
(2.10) is valid for any fields dg. This variation is taken for a particular chosen solution
q and for arbitrary variations dq.

2.1.4 First theorem

Combining on-shell variation with symmetries we are ready to develop Noether’s first
theorem. We have now build two different equations that contain the variation of the
action:

symmetries J, : 0 L[q(t)] = I[q(t) + d5q(t)] — I[q(t)] = [ dtdd_[f

on shell variations 0, : 6ol [q(t)] = I[q(t) +dq(t)] — I[q(t)] = fdt%(gqﬁ@i)

Both terms are boundary terms but each one for very different reason. In the first term
d5q(t) satisfies a particular equation, while ¢(t) is completely arbitrary; on the other
hand, in the second term ¢(t) satisfies a particular equation, while d¢g(t) is completely
arbitrary. -

Putting ¢(t) = ¢(t) into the symmetry equation and d¢(t) = d5q(t) into the on shell
equation we note that the left sides of these equations is exactly the same. Subtracting
the second equation from the first one, the left hand sides cancel out and from the right
hand sides we obtain a conservation law:

d oL . .
_ : K- 2 g 2.11
dtQ 0  with Q 8(1’5 q (2.11)

Here we are: this is Noether’s first theorem: given a symmetry of the action d5q(t), the

combination () showed in 1s conserved on the paths of the equations of motion.
It is customary to refer to the conserved quantity @) as charge. Due to the elegance of

this equation, someone might suppose to fully understand its meaning, captured by the
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sharp intuition of it. Anyway it is necessary to see some examples to definitely master
the complete power of Noether’s first theorem.

In the beginning, we could refer to the first two examples of actions reported. The
action for the central force potential is invariant under rotation with K = 0. Our
conserved quantity is therefore, by Noether’s theorem:

Qo = —mF - 6,F
— —mi’- (@ x 7) (2.12)

= —a- (M7 % 7),

where we recall that « is a constant angle. Hence we can conclude that the angular
momentum defined as the vector L = mf x 7 is conserved along the trajectories of
motion determined by the action . In this way we have put the conservation of this
quantity in a more theoretical setting: it is not a matter of coincidence, but it is due
to the symmetry under rotations that the angular momentum happens to be conserved.
We found a constant through which we can probe nature.

The same action is invariant again under a different symmetry, namely time transla-

tions 1’ we found that the boundary is K = —¢ %772 —V(¥) |= —€L, where L s the

Lagrangian of the action considered. Using Noether’s theorem we immediately find that
the charge is:

Q. = —e(%f"— V) +emi'? = ¢E, (2.13)

where E = %F 2 + V() is the total energy. Once again we have related the empirical
conservation of a quantity to a theoretical explanation hiding under our vision of nature:
energy is conserved due the symmetry of the action under time translations.

The four conserved charges £ and L for the central field action allow for simplification
in the search of solutions to the equation of motion m7 = VV. But we can go a little
further, with the so called example of the conformal particle, in order to see how we can
completely solve the equation of motion using only conserved charges, if we have enough
of them. We solve the problem in one dimension, since it is straightforward to extend
the treatment in more dimensions.

We focus our attention on the action

I[z] = /dt(%mfc? - %) (2.14)

and show how we can completely integrate the dynamics only looking at symmetries.
The Euler-Lagrange equation of motion is

. 2a

mi = (2.15)

x3
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We know from the previous example that this action is invariant under time translations
and that this implies the conservation of energy, namely

E=-mi*+ —. (2.16)
i

This equation states an algebraic relation between z(t) and z(t).
Further we notice that the potential V(x) = £ is a homogeneous function of the co-
ordinates (i.e. it satisfies V (yx) = v*V(z)). So we have that through the transformation

r—x'(t)=~zx(t) t—t' =0t (2.17)

where 3 = y'~2, the action is changed only by an overall multiplying factor o*. Since
the degree of homogenelty of the potential is —2 we find the Weyl symmetry

z— o' (t) =Vax(t)  t—t =\, (2.18)

where, actually, we have consider an overall factor v = /ui. Indeed, under this transfor-
mation, dz/dt — d(v/\z)/d(\x) = \%\d:c /dt, and the action remains unchanged

I—>/>\dt< m——W):I. (2.19)

To make use of Noether’s theorem we should put the transformation (2.18) in a
suitable form, an infinitesimal variation acting on z(t) at some time t. Let A\ = 1 + ¢
with € < 1 and expand the transformation for x(¢) in (2.18]) to first order in € :

2 (14 e)t) ~ (1 + %)x(t) = 2/(t) + i (t)et ~ z(t) + %x(t) (2.20)
by which we extract
Sa(t) = 2'(t) — a(t) = —eti(t) + %x(t). (2.21)

We notice that this transformation act only on z(¢) and is a symmetry for the action:
5.1[a] /dtld('z) 5( 2
sz = —mo(T ") —ad| —
2 x 2
dt|—m| o ° +tzd |+«
2 v (2.22)
- / il ta? Lo '
— ¢ dt 2 x?
d
dt— |—tL
[ ] ,

14




where we see that the boundary term is K = —tL. Hence the Weyl symmetry imposes
the conservation of the quantity

1 ) 1 .5, ot
Q= gmat — (ﬁmtx + ﬁ) (2.23)
up to a sign and an e factor which are both constants and so can be considered irrelevant.
Equations (2.16) and (2.23) are two algebraic equations P|for x(t) and @(t). Solving them
we obtain z(t) as a function of time and two integration constants @) and E, as it should
be for a second order differential equation; indeed the solution obtained in this way solves
completely the equation of motion ([2.15]).
We can explicitly check the conservation of the charge:

dQ 1 ., 1,
%_im(l’ + x) ém(x +2txx)+oz(

x?— thi)

4

(2.24)

|
= (z — 2ti) [imi - %]: 0

due to the equation of motion ([2.15)).

2.1.5 Hamiltonian mechanics and Lie algebras

Noether’s theorem can be used on any functional, not only the action integral in la-
grangian form. Indeed, when we use a general action in the hamiltonian formalism (i.e.
in phase-space)

Ip(t),q(t)] = / dt(pig" — H(p,q)) (2.25)

we find an extra structure in it.
Consider the Poisson bracket defined in phase space

OF 0G  0F 0G

F = : — -
{56} O0q' Op;  Op; 0q

(2.26)

where F(p, q,t), G(p, q,t) are functions of the whole set of coordinates and their conjugate
momenta and could have an explicit time dependence; its associated equations of motion
are

. OH
¢ =7 ={¢" . H}
Di
O (2.27)
= ——— = {pi, H}.
p’L an {p }

2 Note that, in general, at least one of the conserved charges must be an explicit function of time,
otherwise there would be no dynamics.
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Recall that the total time derivative of a function of the same variables of F' or G can

be expressed as
dF(p,q,t) or

7 ={F H}+ T (2.28)
Whenever the function F' considered has vanishing total time derivative, it turns into a
conservation quantity along the paths of the equations of motion. In many situations the
function F' has no explicit time dependence, so that, in order to be a conserved charge,
requires it has zero Poisson bracket with the Hamiltonian.
We now provide two important results:

1. Noether’s inverse theorem: If () is a conserved charge, then the following transfor-

mations 90 90
6sqi = {qza GQ} - D ) 6spz = {pw €Q} = _657

where € is a constant infinitesimal parameter, are symmetries of the action. This
is called inverse theorem since we first assume the existence of the charge and then
verify it give rise to a symmetry.

(2.29)

2. The Lie algebra of symmetries: The set of all conserved charges Q,(a = 1,2,--- N)
satisfies a closed Lie algebra:

{Qa, Qo} = fa"Qe. (2.30)

The proof of these theorems is as follow.
Taking a conserved charge for which ([2.28]) vanishes and varying the action ([2.25) we
find:

i d. ., OH 0H _
6s11q(t), p(t)] = /dt(éspiq +sz58q a—pi5spz W@Q)

- 0Q d o . 0Q 0HOQ 0HOQ
_/dt( 8zq+dt(Pz5SQ) Lo " op; Og Oq"@p)

:/dt(e(—%Jr@HQ H]) Z(pzésq ))

d 7
/dt% (—662 + pidsq ) ,

which indeed is a total time derivative as required for a symmetry. We notice that we
took (2.28) to vanish in the last line. We also stress that we never made use of the
equations of motion. In order to obtain a charge, we have to compute the boundary

(2.31)
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term for the on-shell variation:

y ., OH OH
5, 1]a(t), p(t)] = / dt(apiq + ot = 90 %m)

. OH ; OH d, .
:/dt(épi(q — (9p»>_6q (mea—qZ)) /dtdt(pidq),

where we performed an integration by parts in the last line. Due to the fact that we are
varying the action on the solutions of the equations of motion (2.27)), the first integral in
the last line vanishes and we are left with a total time derivative i.e. a boundary term.

Noether’s theorem applied to (2.25) with (2.29) as symmetry yields:

Q=K —pidsq’ = €Q + pidsq" — pidsq' = €Q, (2.33)

(2.32)

a conserved charge up to an irrelevant infinitesimal constant e.

To prove the second statement suppose we have two conserved charges ()1 and
Q- (i.e. (2.28)) vanishes for both of them). Then we can show that also the Poisson
brackets of them is a conserved charge:

3@1 Q2

0L = {2 QL0+, SR 4 (O =0, (239
where we used the Jacobi’s identityﬂ for the Poisson brackets. Being a conserved charge,
the commutator {Qq, @2} generates another symmetry. For instance it can be zero, it
may be a new charge, it may be an old one or at least a combination of the charges
involved. In any case, the conclusion is that a complete set of conserved charge @), =
Q1,Q9, - - - must satisfies a Lie algebra . For further inspections on Lie algebras
and Poisson brackets, see Appendix B.

We should now give a brief overview of the conformal particle, studied in the above
examples, in hamiltonian formulation. The action integral has two charges that
completely solves the equations of motion; in hamiltonian form it is embedded with an
extra structure. Performing a Legendre transformation E| of the Lagrangian in ([2.14) we
obtain the action integral in hamiltonian formalism, namely

a0 = [an(pi— (24 2)), (2.59

We obtain, applying Noether’s theorem as explained before in (2.33]), three conserved

3 Namely: {h,{f,g}} + {f,{g,h}} + {g9,{h, f}} = 0, where f,g,h are arbitrary functions of the
phase-space.
4 We mean the Legendre transformation of L(q, ¢, t) with respect to ¢.
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charges:

2

p a
=2,
2m - q?’
1
om -t 1 220

K =t2H +2tQ — %q?
Anyway, this system cannot have more than two integration constants. Indeed the
following relation can be found among the three charges above

2KH +2Q? + ma = 0. (2.37)
Bl

2.1.6 Noether’s first theorem in field theory

Noehter’s theorem is perhaps more useful when applied to field theory, which is the
formalism used in describing the fundamental forces of Nature. So we aim to briefly
introduce the concepts that allow to extend lagrangian and hamiltonian formalism to
continuous systems and fields.

We focus on the most common fields, that is fields depending on the three independent
position coordinates (x,y, z) and time t. Our goal is to translate from the notation ¢; to
the different one ¢(z,y, z), where just as every subscript i stands to indicate a different
generalized coordinate of the system, the same happens to every value of the position
coordinates (z,y,z) that stands for a different generalized coordinate. The difference
lays in the continuous nature of the index labeled with the position coordinate and the
discrete feature of the subscripts. We stress for the last time that the position coordi-
nates (x,y,z) are not lagrangian generalized coordinate: as we indicate a generalized
discrete coordinate with ¢;(t) = ¢;(t), we indicate a continuous generalized coordinate
with ¢(x,y, z,t). The continuous nature arise when we consider a system made of a large
number of particles [f| that closely fills our space, so that we deal no more with a discrete
set but with a continuous one. The following classical example will clarify all our words.

5 Another interesting aspect, although it may seem not to be very appropriate for our topic of interest,
is that H, Q, K satisfy the SL(2,R) Lie algebra:

{Q.H} =H,
(Q.K} = —K, (2.38)
(H,K} = 20Q.

6 In field theory we let better tend this number to infinite.
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Consider an infinitely long elastic rod that can undergo small oscillatory displace-
ments along the z-axis of the particles it is made of. A system composed of discrete
particles that can approximate the continuous rod is an infinite chain of equal mass
points spaced a distance a apart and connected by uniform massless springs having force
constant k. Assume further that the mass points can move only along the length of the
chain. Its Lagrangian is

(o9}
L=T-V=35 > mé? — k(i — ) %), (2.39)
i=1
where ¢ denotes the displacement of the ith particle from its equilibrium position. Rela-
tion shows clearly that, when we take a number of particles that grows to infinite,
the integer index 7 identifying the particular mass point becomes the continuous position
coordinate z: instead of the variable ¢; we have ¢(z) and we should better perform an
integration over our continuous generalized coordinates instead of a summation.

We aim to obtain a suitable lagrangian formulation for continuous systems. We have
just seen that in dealing with non discrete set of point masses, our Lagrangian looks
more like an integral over an object to which we could give the name of lagrangian
density since it gives the Lagrangian when we perform its integration over the position
coordinates. In order to extend our treatment to a three dimensional space we make the
following assumptions: a Latin letter index refers only to the three coordinates of the
physical space, a Greek letter index refers to all four coordinates, where the first three
are the space ones and the fourth is the time variable; a derivative of the field quantities
with respect to any one of the four coordinates x* will be denoted by the relative index
of the variable we are taking the derivative with respect to, separated from the index
that stands from the component of the field by a comma, or with the symbol 9,; namely

do
¢p,u = u¢p = da:’f

We also denote the field component with the subscript p, assuming it is a tensor of
any order and that the Greek letter could then stands for a multiple index. We further
notice that in the hamiltonian principle of least action the time variable plays the same
role of the three position coordinates and that all these four variables are to be treated
as completely independent. So we are tempted to write the action as the integral in
4-dimensions of the lagrangian density:

16(x)) = / Ldt

- [(f et ot = [ et

We notice that in general the lagrangian density depends also from the derivative of the
field ¢ with respect to the position coordinates and not only to the time coordinate;

(2.40)

(2.41)
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that is we allow also this dependence of the lagrangian density in order to treat all four
coordinates equally. To derive the equations of motion in field theory from Hamilton
principle we take the variation of the action and make it vanish. Recall that the variation
of the field vanishes at the bounding surface S of the region of integration, similar to
the case of integration along time variable only previously treated. We also point out
that the functions that should be varied are the ones from which the lagrangian density
depends on, namely ¢, and ¢,,; that is we have to take the variation with respect to
the field and its partial derivatives. This could be written as

sriow) = [ (55000 + 00, ) 2.0

integration by parts yields

- (28 oaeo [a(E e

When the variation of the Lagrangian vanishes on the surface & the second term makes
no contribution. Since the variation of the fields are totally independent and arbitrary
we obtain the equations of motion in field theory:

oL L
-0, = )=0, 2.44
7~ (7a) 240

which holds for each component of the field labeled with p as explained above. Comparing
it with the discrete case, since we deal with continuous spatial index z¢, each of
corresponds to an entire set of discrete equations of motion. In discrete systems the
Lagrangian is uncertain up to a total time derivative of an arbitrary function of the
generalized coordinates and time; with continuous systems the lagrangian density £ is
uncertain up to a term of the form

0, F, (¢, x) (2.45)

where F', as indicated, is any four differentiable functions of the field quantities and the
coordinates. Indeed its variation is zero, so that it does not change the equations of
motion:

) / 0, F,(¢,x)(d*z) =6 / F,(¢,x)do” =0 (2.46)

where do” represents the components of an element of surface oriented along the direction
of the outward normal; we specify that this variation vanishes since we assumed that on
the surface § the variations of the fields are zero.
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The transition from discrete to field theory notation can be summarize as follow:

L— L
t— ot
q@'%%
G — Gpu

(2.47)

We are now ready to derive Noether’s theorem in field theory. Clearly the on-shell varia-
tion, i.e. the variation of the action integral along the path described by the equations of
motion for arbitrary variation of the field and its partial derivative, are to be computed
as

5,110()] = Io(x) + 56(2)] — I[o(x)] = / o, (%5@,) i (2.48)

where, as before, with the underlying bar ¢ we indicate that we are taking the variations
on the trajectories of motion. B

The set of symmetries for the field theory action is defined as the set of all infinitesimal
functions ds¢(z) such that, for arbitrary ¢(x) :

5u1(0(0)) = 1iple) + 6.6(0)] ~ 116(0)] = [ 8, K"d's, (2:49)

That is: symmetries are variations of the fields such that the variation of the action
integral vanishes up to a 4-divergence of a boundary term K”. As in the discrete case,
symmetries identify sets of coordinates in which the structure of the equation of motions
remain unchanged. Let us stress out the following details:

e (2.49) is an equation for the function d5¢, not for ¢: d;¢ is a symmetry provided
that (2.49)) holds for all ¢.

e The variations act directly on the fields: coordinates play no role, following the
tensorial formalism adopted.

Since (2.44]) is valid for all variations d¢ (and in particular for 65¢) and (2.49)) is valid
for all fields ¢ (and for ¢, too), thus, inserting d,¢ into (2.44)) and ¢ into (2.49)), we notice

that the left hands sides are equal; subtracting both equations we obtain the conserved
current equation

9" with  J*= 5,4, — K" (2.50)

Thus, infinitesimal symmetries enjoyed by a lagrangian density £ give rise to conserved
charges, which can be used to drive our understanding of the model described by the
lagrangian density L.
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2.1.7 Noether’s first theorem: a more precise formalism

Although we have already introduced Noether’s first theorem, we would like to put it in a
more precise form in order to shape it in a better formalism which suit a comparison with
Noether’s second theorem, which we will report in the next chapter once we will have
provided some necessary mathematical tools. We also leave the proof of this theorem
to the section dedicated to Noether’s second theorem. We will deal with the original
versions of these theorems, namely the ones introduced by Emmy Noether in her article,
even though they detach a little from the ones we can find in today literature as well as
the one we introduced earlier for the first theorem.

We will apply Noether’s theorems to lagrangian densities depending on an arbitrary
number of fields ¢,, where p = 1,..., N. We will assume our space to depend on four
coordinates, three space-like z° and one time-like ¢, and we indicate them with the
compressed notation z# (recall that the Greek index run from 0 to 3). Further we let
the lagrangian density depends from the fields and their first derivatives and also the
coordinates, that is £ = L(¢, ¢, 2"). Both theorems are derived from the variational
problem of the action integral [ d*zL. We finally remind the reader to the definition of
symmetry: it is a transformation rule on the fields that makes the action invariant up
to boundary terms.

Theorem: Noether’s first theorem. Let G, be a finite continuous group of transfor-
mations 05¢, depending in a differentiable manner on n constant parameters w, (o =
1,...,m). If the action integral is invariant under G,, then the following relations hold:

N

0(6:8,) :
o br = K 2.51
- [ ]Pa(Awa> 1o ( 5 )
p=1
where v
, 0(6xH) 0L 0(05¢ )}
b= L+ P 2.52
/ [ O(Bwa) = 06, () (2:52)
Let us clarify our notation:
e [®], is an expression associated to the field ¢, and defined as:
oL oL
Q,=-——-0,7/—, 2.53
[, 26, %a, (2.53)

so that in this compact notation the Euler-Lagrange equations for the p-th field
are written as [®], = 0.

e With Aw, we indicate an infinitesimal displacement from w,; we are allowed to
do so since the group G, considered is continuous. Further, since the group of
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transformations depends in a differentiable manner from the constant parameters
We, the infinitesimal variations dx*, d,1; depend from the infinitesimal parameters
Aw, in the same way and we can write them as:

& (ot & 9(0i)
5$H_;a(Awa)Aw“ 5S¢i_;a(Awa)A%" (2.54)

as we have highlighted in (2.52)).

e The minus sign in the expression for the current j# is somehow strange; however
this fact will be clearer when we will deal with Noether’s second theorem. Further,
when we assume that we are on the paths of motion, i.e. when the Euler-Lagrange
equations of motion are satisfied ([®], = 0), this current turns out to vanish and
we recover the important result of having 1 conserved quantities. These indeed
are:

Qo = /d%jg(xi,t) (2.55)

2.1.8 Hamiltonian formulation

We should dig further in Noehter’s first theorem in field theory formalism, but first
we would like to introduce the hamiltonian formulation of it, since it will be of great
usefulness later. We define the canonical momentum densities as

oL
09,
where as usual the superposed dot stands for partial derivation with respect to time
variable. The quantities ¢,(z,t), 7°(z",t) together define the infinite-dimensional phase
space describing the field and its development. As in the discrete case, it is straightfor-

ward to see that when the Lagrangian has some cyclic generalized coordinate ¢* (i.e. it
does not contain ¢ explicitly) we find a conserved quantity, namely

oL drm? oL
— )= — 4+ az _
¢p,,u ) dt (pr,i

Thus it follows that if ¢” is cyclic, there is an integral conserved quantity

(z) (2.56)

O, ) = 0. (2.57)
I = /wp(xi,t)d%. (2.58)

We can perform a Legendre transformation on the lagrangian density £(¢,, ¢,., =)
with respect to ¢,, obtaining the hamiltonian density

H(¢7 ¢7i7 , :E) = Wpép — L. (259)
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From this definition we can easily obtain the first equation of motion by

oH

oH 0¢,  OL 09,
onr

or0 " oG, om0 (260

ép—i—ﬂ“

Unfortunately, the equation for 7” requires a bit more calculation. To this purpose we
notice that H in terms of the canonical variables is a function of ¢, through the explicit
dependence of £, and through ¢,. Therefore we have:

O _ 00, 004, oL _ o 261
8¢5p T 8¢p aéu 8¢p 8¢p 8¢p- ( . )

With the help of Euler-Lagrange equations ([2.44]), this can be cast as

OH oL oL
— = = |=—-7"—-0;| =— |. 2.62
99, 8 (8(;5/)7“) " <a¢fhi> ( )

Since we still have the presence of £, this is not a useful form. However, by an exactly
parallel derivation, we find

oM 00, OL 0,  OL oL

=T - = — = . 2.63
Db " 00ps 00,000 Ddps Dby (2.63)
Inserting the above equation into ([2.62)) we obtain the second canonical equation:
oH ( OH ) )
o =0l 5 — )= 7" 2.64
56, "\ 00, (264)

Canonical equations (2.60]) and ([2.64]) can be written in a notation more closely approach-
ing Hamilton’s equations for a discrete system by introducing the notion of a functional

derivative, defining it as:
) 0 0
— = — — 9 —). 2.65

‘Mp (92/1,, <a¢p,i) ( )

The functional derivative is clearly linear, obeys Leibniz rule and chain rule.
Due to the independence of H from 7”;, the equations of motion can be written as

- OH oH
ks P = 2.66
¢p (571'/)’ ™ 5¢p ( )
With this symbolism the equations of motion (2.44]) take the form
i<%>_ﬂ _o. (2.67)
dt \ ¢,/ 09,
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Anyway, although it sketches an elegant parallelism with discrete system, the functional
derivative suppressed the parallel treatment of time and space variables and here is the
reason why it is used carefully. We notice that the variational problem can be put in
a more precise and formal structure in the following way. The problem of finding an
extreme value for the action integral can be computed via the functional derivative as:

_ TS YA
5T = [ d*aré¢, = 0. (2.68)

Assuming the variations being arbitrary and vanishing at the borders, we find the extreme
value is given by the equations of motion above, namely Euler-Lagrange equations for
field theory .

Finally, we briefly introduce the notion of Poisson brackets in field theory, as we will
make use of them later. We aim to derive them as a natural generalization from the
discrete case we are at ease with. The subtle difference to grasp is, once again, the
continuous nature of generalized coordinates in field theory. Indeed we can associate to
every point of coordinates z* a value of the generalized coordinates ¢,(z*), in analogy
to the example of the infinite elastic rod tackled at the beginning. Hence we should have
a relation of the form (at fixed time):

(By(2). 70 (y)} = { Lif z=y

0 elsewhere
(2.69)

{¢pa ¢V} =0,

where in the last equation we suppressed the dependence of the field from the position
coordinates since the result is unaffected by them. We are temped to express this relation
in distributional sense, since it fits its formalism quite neatly; that is

{¢o(x), m,(y)} = 0(z — y)0,., (2.70)

which corresponds to the well known equation {g;(¢), p;(t)} = d;; |Z| Regarding the similar
equation for the associated momenta and the relation that holds between them and the
generalized coordinates, we have:

{¢p(5’7>77ﬂ/(y)} = (5(1’ - y)(spzx
(2.71)
{qu ¢V} - {7Tp, 7Ty} =0.

We can now furnish a definition of the Poisson brackets for continuous systems, based
on the previous relations.

T §(z,y) is the delta Dirac distribution, d;; is the Kronecker delta.
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Poisson brackets for fields. Given two quantities obtained by their respective densities

A= [A6. 601 7. 70 ' )
(2.72)

B=/Bw¢wmﬂwﬂﬁfﬂ

where ¢ stands for the set of generalized coordinates adopted and m for their associated
momenta, their Poisson brackets are defined as:

B SASB 6B A\ 4
wom= [E(55 s 0
6

where 37 is the functional derwative (2.65). We notice that this definition states that
the Poisson brackets for the fields considered has to be taken at a given time, at which
each field is evaluated.

We notice that this definition reduces to (2.71]), as expected. Indeed, we immedi-
ately realize that the functional derivative depends on the point indicated with position
coordinates x*; that is the functional derivative

0F(z) [0F(z) [ 0F(x) .
S0,0) {pr(y) a’(awp,xy))]‘“ v) (274)

is actually a distribution due to its behavior under integration through space coordinates.
We recall the definition of a distribution: given a space of functions {2 a distribution is
a linear functional on this space which is also continuous [f|

Once we have developed this formalism we can easily show that

dF (x)
dt

B OF(x)
—{F,H}—l-T. (2.75)

Therefore we have recovered the fundamental results obtained for the discrete case,
namely the two theorems tackled in (2.29) and (2.30]), with the relative transitions in
notation for field theory.

8 Actually we should be more precise than this. Indeed, as it is well known, we should give a topology
on the space 2 in order to define continuity. Further, the space in use identifies the type of distributions.
We will deal with spaces of functions which have compact support or with the so called distribution with
compact support. We could just only ask the space 2 to be the Schwartz’s one and deal with temperate
distributions (as the Fourier’s transform).
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2.2 Noether’s second theorem

2.2.1 Lie derivatives and background fields

In Noether’s theorem it is of high importance to see variations as transformations acting
on fields instead of a change of coordinates: therefore we see transformations as active
operations instead of passive ones. As we have emphasized, this is the natural inter-
pretation of a symmetry. Indeed the form of the action may change if the coordinates
are changed, but not its value. Moreover we would like to tackle every kind of trans-
formations, not only those ones performed through constant parameters. These are the
leading ideas that drive the notion of Lie derivative, that is a derivation along congru-
ences on a manifold. We try to extend the variation used in Noether’s first theorem,
namely transformations that depends on a constant parameter, to transformations that
depends on a variable which can varies instead. Indeed, Noether’s second theorem copes
with this transformations and being able to deal with them is fundamental in order to
understand the meaning of the theorem. We stress for the last time that for Noether’s
theorems one never need to change the coordinates; only the fields transform.

We should be more precise about this topic; however we assume as well known the
notion of manifold and coordinates (namely, charts) on it. The idea is to find a set of
curves that behave as what we intuitively individuate as coordinates: when we follow
one of this line all the parameters that build the other coordinate lines do not change.
A congruence is, roughly speaking, a foliation of the manifold we deal with through
parametric lines. For instance, let us consider a two-dimensional manifold M, a curve
Yo and a vector field U= % . We recall that a vector field in an open set A C M is
an application which maps each point P € A into a vector @ belonging to the tangent
space Ty of A. Indeed a vector « is a linear operator defined at a point on the manifold
M acting on scalar functions [ and which gives the derivative of the function evaluated
at the particular point considered.

We call a congruence of the vector field U the family of integral curves of U that start
from the curve ¥y (along which A = )g), covering the manifold M and which have the
vectors defined by the vector fields as derivatives at each point. By covering, we here
mean that there is one (and only one) integral curve of U on the manifold M. Moving
a point P()\g) from ¥, along the corresponding congruence to the point P(A\g + AN)
is called push forward or Lie dragging. This is the active interpretation of a change of
coordinates.

Spacetime translations z# — x ' = x* 4 €/ are seen as transformations of the field
as follow: given ¢(x) one builds a new field, namely the Lie dragged field ¢'(z), whose

9 Tt turns out that, in order to perform the Lie derivative along this curves, the vector field U need
to be at least of class C*.
10°A scalar function f is a function defined from the manifold M to R.
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Manifold

Figure 2.2: Lie dragging on a congruence. The vector field is denoted by U and generates
the integral curves depending on the parameter A\. The curve from which all of the
parametric lines depart is X, along which the parameter A takes the constant value .
We also try to depict the Lie dragging of the point P from X, by a displacement A\
along the congruence.
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values are

¢'(x) = ¢z —€)
= 925(1:) - €”8ugb(:1}),

where we retained first order in €*. The variation of the field which is associated to a
translation of coordinates is then

dp(z) = ¢'(x) — d(x) = —€"d,0(x). (2.77)

There is a formal way to obtain the Lie derivative of a vector field U. This is based on the
concept of Lie dragging and on the existence of coordinate lines. However, these topics
better fit the field of differential geometry; therefore we aim to introduce the notion of
Lie derivative in a more intuitive way, namely through infinitesimal displacements.

First of all we must recall that Lie derivative is defined on tensorial quantities and
that tensors transform according to precise law under a change of coordinates, which is
understood to be seen as an active operation. Moreover we stress that Lie derivative
obeys the Leibniz rule:

(2.76)

£5(@(W)) = (£50)(W) +@(£,W), (2.78)

where with £y we indicate the Lie derivative along the congruence build on the vector

field V and with @ a one-form (i.e. a covariant tensor with components w,). To compute
the correct formulae for tensors of any order we only miss the correct active transfor-
mation of the jacobian that individuates the change of coordinates of tensors. We stress
once again that transformations are to be considered as active operations. Hence we
have:

't =2k + (M(x) (2.79)
Ox'H Oxt
= K — fH K 4
= 5 oF + 0,¢H(x) e oF —0,¢"(z"). (2.80)

We have provided all the tools to furnish the Lie derivative of tensors of any order. We
have always considered only transformations encoded in constant parameters; we aim to
extend our possibilities to any kind of traformations: Lie derivative is the operator that
allows us to do so. We recall that we are interested in infinitesimal transformations.

e Scalar fields —
These are tensors of order zero, for which the transformation law for a change of
coordinates yields

¢'(z') = ¢(x). (2.81)
Expanding ¢'(x 4+ ) = ¢(x) to linear order in ¢ we have
0p(z) = ¢'(z) — ¢(x) = =" (2)d,0(x) = £¢]. (2.82)

This looks like the one we derive earlier but now the displacement (*(z) is arbitrary.
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o Vector fields —
These are contravariant tensors of order (1,0), for which the transformation law for
a change of coordinates implies

Vi(p') = 86’; "), (2.83)
Expanding right and left side to first order we find:
V' x) + (2)0,VH(x) = VH(z) + (0,¢H(2)) V" (), (2.84)
from which we obtain
VH(x) = V'*(x) = V¥(x) = (6,¢" (2))V" (z) = ("(2)0,V"(x) = £V]  (2.85)
In the usual formalism this is written:
£V] = 6 V] = (gig; _ ui%>ej, (2.86)

where the square brackets do not stand for the Poisson ones but for the commutator
of the two vectors [1]

e One-forms — These are covariant tensors of order (0,1), for which the transforma-
tion law for a change of coordinates implies

AN
Expanding both sides we obtain:
A;L(x) + ("(2)0,Au(x) = Au(x) — Ay(2)0,C" (), (2.88)

hence it follows

54, (x) = AL(w) = Au(r) = ~¢" (@)D, A,(x) — A(2)0,0"(x) = £JA.  (2.89)

i

This can be expressed in a more traditional notation by means of ([2.78]), namely

™ .
-~ A , J

i) (0242
oxl ox?

11 Lie brackets (i.e. the commutator) are defined on two operators and the space the operators belong
to is closed under their action. Indeed, as known from differential geometry, vectors are to be considered
as (linear) operators acting on fields (scalar functions defined from the manifold to R) of the manifold,
which give the derivative of them along the integral curve they define at the point considered. This is
the reason why we expanded them on the vectors e;, since they form a vectorial space and we picked
the canonical basis. In fact, as Lie brackets “remain” in the space they act on, the commutator of two
vectors is itself a vector.

12° Again, the same concepts are endorsed. In particular the Lie derivative of a one-form is itself a
one-form and the set of all one-forms (linear functional acting on vector spaces) is a linear space.

(2.90)
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Inspecting the transformation laws for tensors of higher order or exploiting the Leibniz
rule for Lie derivative, it is possible to obtain the variation of any tensors with the same
technique used above.

2.2.2 Second theorem

We can now deal with variations depending not only from constant parameters H, which
was the case for Noether’s first theorem, but also from arbitrary functions. This is the
case treated in Noether’s second theorem, which endorses a deeper insight in symmetries
in physics. Noether’s second theorem did not receive enough attention, although it is of
great importance. Gauge theories find their roots in it, but literature does not give much
credit to this theorem. As for the first one, we report a formulation which is as close
as possible to the original version and we also provide a proof of the results obtained.
We still deal with the variation of integral action and we keep the same notation as for
Noether’s first theorem (see section (2.1.7))).

Theorem: Noether’s second theorem. Let G, be an infinite continuous group of
transformations 0,4, depending in a differentiable manner from n arbitrary functions
Pal(zt), (a =1,...,n) and their first derivatives. If the action integral is invariant under
Goon, then the following relations hold:

S (@, = du{[@],bh,} (2.91)

where aq_,(2", ¢, 0,0) e bl,_, = b,_,(2",¢,0,0) are arbitrary functions whose explicit
form depends from the particular transformations used.

We now give the proof of these results. We split it in two parts: in the first one,
which provides a proof also for Noether’s first theorem, we furnish the solution for the
variational problem of the action integral; in the second one, assuming that we are dealing
with a group Gy, we demonstrate the results of Noether’s second theorem. To make it
simpler, we focus only with a single field ¢, since it is easier to extend the treatment to
more fields.

Proof. Step 1. As we did in the above sections, we consider an infinitesimal transforma-
tion of the coordinates and we write it as a transformation of the fields, namely:

ot — x'H =t 4 St
¢ — ¢'(x'") = ¢p(a") + 09

13 Literature usually refers to them as rigid transformations.

(2.92)
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Recalling that we have:

0 = ¢' (") — d(x) = ¢'(x + dx) — ¢(w)
=¢'(x) — ¢(x) + 021 0,0" = 6 + 0210, 0,

where we put d.¢ = ¢'(z) — ¢(x) and we exploit the relation d,¢'(x) = 0,¢(z) at first

order. Thus we can formally write § = 0. + d2#0,, and for symmetries 6 = d5 + dx*9,
Let now I be the action integral in field theory formalism associated to the lagrangian

density £. Varying it and considering variations that are symmetries, we obtain:

(2.93)

61 = /d4x5£+ /5(d4x)£ =0 (2.94)

Let us focus on the first term. We compute the variation of the lagrangian density.

oL by oL oL
oL = 875:5 ¢5¢+ 95, 5(0,0)
= %5.@“ + a—g( 5@ + 0210,0) + aqf (6s + 0270,)(0,0)
g (2.95)
oL EM oL oL oL
= dz” [ % V¢+a¢u (Vcb)} [ ¢s¢+a% (8@)}
oL oL
= 621(0,L) + {a—d) — aﬂwu} 5o + 0, {8%5 qzﬁ]

We then focus on the second term of . We have to compute the variation of the
infinitesimal volume element of the four coordinates d*x. For an arbitrary transformation
we have d'z’ = |J(x*)|d*z, where with the symbol |J(z*)| we mean the absolute value
of the determinant of the jacobian of the transformation, i.e. J(z#) = det(ag;lf). The
transformation we are using is z’* = z* + dx*; therefore:

J(z") = ", + 0, 0x". (2.96)

We then define the matrix M*, = §*, + 0,0z". Exploiting the Levi-Civita symbol e***7,
we can write
detM = """ M°, M',M?,M?,,. (2.97)
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Computing this determinant we find:

detM = """ M°, M",M?,M?,

P (80, + 0,02°)(8", + 9,02") (8%, + 0,62%) (8%, + 0,02°)

e123(6% + 9p02°) ("1 + 0162")(8%2 + 0e02%) (833 + 0362%) + o((6x)?)
(14 0p62°) (1 + 0102 (1 4 0y622) (1 + O302°)

(14 062" + 010" + 0p02°0102") (1 4 Dpb2® + D302 + 02022 0302°)
= [1+ 0p02° + 0162 + o((02))][1 + 0p02” + D362° + o((dz)?)]

=1+ 062" + 0162 + 0n62® + 0362° + o((67)?)

~1+0,0x"

Q

(2.98)

Therefore §(d*z) = (9,02")d*z. We see that in the third equality, putting u,v,p,o
different from 0, 1,2, 3 respectively, we obtain a product of infinitesimal quantities we
assume we can neglect, since it is higher than first order. We can finally write the
variation of the action integral in the following form:

5,1 — / d%;{ 1536 + 0, [%554 LS (0,L) + E@u(h”}
2

= /d4x{ [@]65¢ + Oy, [551’“ + %5@} }: 0.

M

(2.99)

Since this equality must be true for every arbitrary function p, and all quantities used
depends in a differentiable manner from these arbitrary functions, we obtain E

)6, = 0, B", (2.101)

where we put —B* = LixH + %5@. This is the solution to the variational problem for
the action integral. We can see that when we can recover the results of Noether’s first
theorem. Indeed in Noether’s first theorem instead of arbitrary functions p,(z) we have
constant parameters w, that we can extract from every derivations in x*. Therefore if
we insert the equations (2.54) in (2.101)) we obtain the result of Noether’s first
theorem. We also find the answer to the minus sign that shook our curiosity before.
Step 2. We now prove the second result of the theorem. We assume that the transfor-
mations of the group G, depend in a differentiable manner not only from the functions

14 Recall that the dependence of the quantities of the theorem can be put as follow:

N~ O Y
= ;{B(Apa)Apa T

) Ou(Apa)}, (2.100)

where 1 is either the coordinate = or the function ¢. Further we explicitly dropped dependence of any
quantity from the second derivative of the functions p, () since they are second order terms.
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Po(z) but also from their first derivatives. Therefore the variation d;¢ and the term B*
are linear in the infinitesimal variations Ap,(z). Thus we can write:

n
06 =Y {aalpa + Vi0,[Apa]}, (2.102)
a=1
where
¢
T 9 Apa)
00 (2.103)
“ 8(Apcw)

We then exploit the following identity:
[)6£0,(Ap) = 0, (B Apa) — (D)) Apa = 0, A" — O, (B0 Ap,,  (2104)

where we put A* = ([®]b“Ap,) and we use the Einstein convention for summation on
repeated index. Therefore we have:

Z{aa [@]b4)}Ap,, = 8, (B* — A*). (2.105)

Now we aim to exploit the arbitrariness of the infinitesimal variations of the variables:
e We choose dz* so that they vanish at the bound of the domain.

e We choose Ap, so that they vanish at the bound of the domain as well as their
derivatives.

We then perform an integral over the whole space, obtaining:
Z / {ao[®] — 0,([®]0")} Apadtz = / O, (B" — AMYd x. (2.106)
We also write A* taking account of:
Al = Lo + == Z{aaApa + V(0" Apy)} (2.107)

in order to understand the role the hypothesis assumed play. Indeed:

1. Since we assume the variations vanish at the bound of the domain, we can exploit
Green’s theorem in (2.106) and evaluate the integrand at the borders, where it

vanishes.
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2. We are thus left with

Z/{% — 0u([@J03) } Apad'z = 0 (2.108)

We recall that the quantities Ap, are arbitrary functions. Therefore E the term
in braces identically vanishes. In other words, we found the 7 relations we were
looking for:

[®]aq = 0, {[P]bh} = Z[@]paa—p = Zau{[q)]pbgfp} (2.109)

where in the last equation we wrote the result for an arbitrary number N of fields.
Therefore to every parameter a of the group Goo,, we can extract a conserved quantity
without requiring equations of motion to be satisfied. O

2.2.3 Energy-momentum tensor

Noether’s theorems provide also an analogous equation for field theory to the Jacobi’s
integral for discrete systems. Inspecting this conservation equation we can extract a
Noether’s conserved current.

To begin with, let us take the total derivative of £ with respect to x* instead of the
total time derivative of L with respect to ¢; we have [l

% = %Qz}p,u j@ Ppun + gﬁu (2.110)
Using the equations of motion , this can be expressed as
% = ( oL )¢pu gbp p + %
dut 0. 0o o (2.111)

oL oL
- ay al +_7
0¢p, ) Ozt
where we assumed that we can change the order of derivation in the second derivative
of the field. This can be written as:

oL oL
0, {WW%’“ - za,w] = (2.112)

15This is the so called Du Bois-Reymond Lemma.

2
16 As it could be guessed, ¢, ,,, stands for %.
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Whenever the lagrangian density does not depend explicitly upon z*, the quantity in
square brackets is conserved. Indeed, as we are about to show, it is a Noether’s current.
First we should notice that this quantity is a tensor, called energy-momentum tensor:

oL
Y00,

In particular, since we deal with conservation in time when we refer to Noether’s currents,
we should write the conservation equation as a continuity equation, which, after
splitting its space and time components and if we assume that the lagrangian density
does not depend explicitly upon z*, can be written as:

v Do — L, (2.113)

o1, 9T, o1 .
T, = n e v ) 2.114
W= Yom e T (2114)

So that in this way we can find charges P, (the well known energy and momentum four
vector) conserved in time [

P, = / T°,.d*z. (2.115)

Since it represents the conservation of four independent currents, the energy-momentum
tensor must be associated to some symmetry in Noether’s theorem. Indeed, it can
be defined as the conserved current under constant spacetime translations ﬁ, which
actually forces the Lagrangian to be invariant under this transformations. In other
words, constant space-time translations must be a symmetry for the action considered.
Since we are dealing with constant translations, the current derived must be linear with
respect to them and thus can be written as

JH = €T, (2.116)

17 We stress that what is actually yielded by the continuity equation (2.114)) is the conservation of
the density of a physical property.

18 Energy-momentum tensor is better defined as T = 05

1
ﬁ 69;41/ 9
considered. However this is not our topic and for our purpose the definition given above produces the

same results; in fact the different definition is only used when the Noether’s current associated with
the space-time translation symmetry is not symmetric, and this happens only in the presence of a spin
source. This issue is recovered by introducing the Belinfante’s tensor (we will used this result in the next
chapter inspecting Einstein-Hilbert action). Just to be as clear as possible, we recall that the physical
meaning of the energy-momentum tensor is the following: TH" represents the flux of the p component
of the four-momentum in special relativity frame across a surface of constant x”. Therefore:

where g,,,, is the metric of the manifold

700 energy density

T%  energy flur across x' surface

T  § momentum density

T  flur of i momentum across z’ surface
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where the coefficient T%, of the current are the components of the energy momentum
tensor, conserved since the current J* is. We now aim to examine two cases in particular
and to derive the relative energy-momentum tensor.

Scalar fields
If the Lagrangian does not depend on z* explicitly, then it is invariant under spacetime
constant translations, namely

Isp(x) = —e"0,0(x), (2.117)

which, as shown earlier, is its Lie derivative under constant translations. Computing the
variations, we obtain:

oL oL
=5,
09, On F 0o, p

a {aﬁbu Pur 8gz§u p ¢# py}

which is actually a boundary term. We note that we exploit the independence of the
lagrangian density from x* explicitly. Here we are: the conserved Noether’s current is

5sj[¢(x)] - —0 gbup
(2.118)

(€V£)7

JH = P — 5“,4 = ' TH,, (2.119)

Lo

from which we derive the same energy-momentum tensor (2.113)) computed above.

Mazwell’s electromagnetism
The action in electromagnetism is:

I[Au(2)] = —i / F, F"d', (2.120)
where F),, = 0,A, — 0,A,. This theory is invariant under spacetime translations z* —
" + € with constant €” from which we can compute its associated energy-momentum
tensor. Furthermore it is also invariant under gauge transformations 64, = 0,A(z);
hence we can compute an improved energy-momentum tensor, called Belinfante tensor,
which looks pretty nice: it is symmetric and gauge invariant. This property suggests
that this action is invariant under a larger group.

The variation of a one-form under constant translation is computed through its Lie
derivative, namely d,, 4, = —€"0, A,,, where we use the subscript in d;, because we are
about to improve it with the additional invariance of Maxwell’s theory (the subscript
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should mean “initial”). This variation is a symmetry, since
Sinl[A,] = / SinF2d
— / 2FM§,, d 'z (2.121)
= /2F“”e“(8H8VAa —0,0,A,)d 'z

is a boundary term due to the sufficient continuity requirements on the second derivatives
of A, we can impose without any difficulty. However we immediately notice that this
variation is not gauge invariant under Lorentz transformations; therefore the current we
could obtain does not behave nicely under Lorentz transformations as it is not gauge
invariant. Hence we exploit the extended symmetry of the action to write a better
variation which is a combination of a constant spacetime translation together with a
particular gauge transformation:

0sA, = —€%0, A, + 0,(e"An) = Flae”, (2.122)

where € is constant. This variation is invariant under Lorentz transformations since the
derivatives of A, are involved only through the tensor F),,.

In order to find the energy-momentum tensor we compute the variation of the action
under this variation [ :

5, F? = 2FM 5, F,, = 2F* ¢ (0, F o — 0,F ) = 2F" €(8,Fyo + 0, Fay)

2.123
= —2F" €0 Fy, = On(—€“F?) = 0,(—€*L), ( )

which is a boundary term. Hence the variation (2.122)) is a symmetry for the action. We
stress that we used Bianchi’s identity for the third equivalence, namely 0, F,x + OxF),, +

0, F\, = 0.
Therefore the conserved Noether’s current is
oL
Jl = ——0A,— K!'=—F"e"F,, + 'L
Apy
] (2.124)
= € [P Fpy + 8" L] = —€7 | F* Fpy + 20" P Fio
from which we derive the electromagnetic energy-momentum tensor
1
T#, = —F"F,, + Z&a,F@ﬂFaﬁ. (2.125)

Since F),, is Lorentz covariant, this tensor also is. Moreover it has zero trace, as it can
be showed by direct computation or by the argument we are about to provide below.

19 Recall that §1[A,] =6 [ F2d'z = [0F?d*x.

38



2.2.4 Further inspections

We aim to inspect two particular actions in order to underline some interesting applica-
tions provided by Noether’s theorems.

Mazwell’s theory, once again
We now focus once again on the action of Maxwell’s electrodynamics. Exploiting its
wider group of invariance we would like to try to extend the variation from
constant €” to arbitrary (#(x), i.e. we combine the transformation x’'# — z# + (*(z)
with a particular gauge transformation. Thus we compute the Lie derivative 04, (z) and
then add to it a gauge parameter to cast it in a similar form to , that is

0sA, =6A, =—C"0,A, —0,0"A, +0,(C"A))

— F,¢"

This choice could be argued since adding an extra term may vary the value of the
current which should be conserved. However, as we will see in the next chapter, gauge
transformations are better related to constraints and the charges associated to them are
always zero. Therefore in adding a gauge transformation we do not alter the conserved
current.

However, Maxwell’s theory is not invariant under an arbitrary ¢*(z) m, but only to
vector fields satisfying the equation

(2.126)

1
C}L,l/ + Cy,p - §nuuc’f;7 (2127)

where 7, is the (3 + 1) Minkowski’s metric. These infinitesimal vector fields represent a
particular group of transformations called the conformal group. Any vector fields (*(x)
that belong to it is a symmetry of the action. We derive this result and its associated
currents computing them directly.

Our aim is to write the variation of the Lagrangian as £ = 9,K* + f((), for some
function f which depends on ¢ but does not depend on the field A,, since we do not
want to change the dynamical fields but only to impose some restriction over the kind
of transformations of coordinates involved (namely, that they satisfy ) Hence we

20 We add that invariance under a general (*(z) is the symmetry of general relativity.

39



have:

.= 0. F)
= F"0,(CPF,)
= FWE,0,° + FP(P0,F,,
1

= F"FE,/0,(, + §FWC"(8MFW + 0 F,u)

= —F"F?,0,(, — %ngpapFW (2.128)
= —F"F?,0,(, — i(?p(F””FW)(p

= G+ 006) + (P FudnG” = G0,

=3P (0,64 0,6, = pn0uc? ) -0,(0),

where we exploited Bianchi’s identity in manipuLating the tensor d)F), and the anti-
symmetry of the tensor F),,. Therefore, when the vector field ¢* solves , (2.126)
is a symmetry of Maxwell’s action, since —d,(¢”L) is a boundary term. We then find
the Noether’s current associated to it, by only applying Noether’s procedure:

oL
JP = ( >5SA ~ K"
aAHvP !

1
— PO, + ZCPFQ (2.129)
1
= gﬁ (Fpapaﬁ + Z5PBF2)7
with 0,J” = 0 and ¢* satisfying (2.127)).

Finally, to provide a brief overview, we list the possible vector fields that solves
(2.127)):

e Constant translations (4 generators). This is the simplest solution, namely
¢"(z) = G- (2.130)
e Lorentz transformations (6 generators).
CH(x) = e a”, (2.131)

where €/, are constant parameters such that e’ = —e#”.
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e Dilatations (1 generators). A constant rescaling by A, namely

¢H(x) = Azt (2.132)

e Special conformal transformations (4 generators).
M(z) = 22"by 2t — V'a"x,, (2.133)
where b* are constant parameters.

is an equation whose solutions belong to the four group listed above. It is called
conformal Killing’s equation and its solutions conformal Killing’s vector fields. Physi-
cally, they represent curves along which the Lie derivative of the quantities involved in
the action combine as to keep the variation of the action equal to zero.

Schréodinger’s equation
We now aim to focus on Schrodinger’s equation inspecting the action it is derived from,
and see what physical meaning we could attribute to the conserved charge Noether’s
theorem provides.

The action we are looking for can be found in field theory and written as

11 /dt/d3 (zhw b — —w VY — V(x )w*w). (2.134)

Taking the extreme value of the action we find the equations of motion. Before going
through direct computations we notice that since v is complex, ¥ and 1* can be thought
as independent and are to be considered so. Varying with respect to ¥* we obtain:

SIY(x), v* (2)] = / dt / B [m&p U — h—2v5¢ LV — Vo ¢]

/ dt / dPxo* [zhzwr — V2 — V¢] (2.135)

__m/dt/8Qd3x(6¢*(V¢'ﬁ))7

where we exploit the first Green’s identity on the function Véy* - Vi, and 0f) is the
surface that bounds the volume of integration with normal outward direction 7. If we
assume that the function ¢ evaluated at spacial infinite on the bound of the whole 4-space
vanishes, for arbitrary variations of ¢* we have

ihyp = —h—2v2¢ + Vi = Hip, (2.136)
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that is: the Schrodinger’s equation. Proceeding in the same way for the variations of
() we obtain the conjugate of the Schrédinger’s equation (2.136)). (2.134) is clearly
invariant under phase transformation for constant a:

) — ape’®. (2.137)

Let us find the associated Noether’s charge. First we need to write it as a suitable
infinitesimal transformation up to leading order in «:

5s¢ = 20”:0
0" = —ian)™.

It is straightforward to see that Schrodinger’s action is strictly invariant under these
transformations (i.e. its boundary term vanishes). Hence Noether’s charge follows only
from the on-shell variation, by replacing the variation with the symmetry, namely ]

5,0 T[(x), 0" (2)] = / dt / d%%ésw,“
= / dt / dPiha)* 644
(2.139)

/dt/d%;a R
—T/dt—/d?’ (W),

where with d5, we mean that we are taking a symmetry variation for the action on the
equations of motion. The associated Noether’s charge is thus

h h
Q= —/d% FVv = —/d% 2P (2.140)

Q= /d?’ww = /d3x|w|2 = /d%p, (2.141)

that is the total probability of finding the particle in space. This is of great importance:
since this quantity is conserved, we can fix its value to be equal to 1 as we normally
does in quantum mechanics and thus refer to it as a probability. We stress that here we
considered only those functions v which vanish sufficiently rapidly at infinity; the same
argument can be carried out with non vanishing functions on a finite border obtaining
an analogous equation of conservation of a certain charge, turning out in defining a

21 Recall that <4 (")) = ¢ o + ¢*h = 2Re[1p*¢)].

(2.138)

or
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probability and a current of probability. Indeed in computing the on shell variation we
are left with a boundary term that we do not neglect this time:

/dt/m 4’z (V- 1T)]; (2.142)

using the symmetry provided above and via Gauss theorem, it can be cast in the form

ih? / dt / BV - [ (V). (2.143)

We can thus interpret the quantity j = %z/;*(vw) as a probability current; the coefficient
adopted will find an explanation in the following operation. Indeed Noether’s theorem
thus implies, using (2.139)) and ([2.140)):

dp

144
8t+v — 0, (2.144)

that is: an equation for the conservation of probability density in a finite volume along
the time evolution of the system. We finally notice that, since p is a real quantity
and Noether’s theorem is proved to be true, the probability current is better defined as

j = LIm[y*(V)).
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Chapter 3

Gauge theories in hamiltonian
formulation

Symmetry, as wide or as narrow
as you may define its meaning,
is one idea by which man
through the ages has tried to
comprehend and create order,
beauty and perfection.

Hermann Weyl

3.1 Introduction

All three fundamental interactions (electroweak theory, strong interaction and the theory
of gravity) are described by Lagrangian possessing a gauge invariance. Therefore it is
clear how the idea of gauge invariance is fundamental in developing physical models.
Moreover gauge theories provide a fulfilling theoretical interpretations of nature: all
is ruled by symmetries; that is: symmetries furnish a way to unveil the underground
correspondences and find the fundamental laws of interactions. Further all gauge theories
can be understood within the general hamiltonian structure we provide in this chapter.
This stands as a leading flag in the developing of a theory of great conceptual clarity
that is able to trace common features in nature.

Gauge theories share common aspects. First, they involve a gauge symmetry, namely
a transformation containing arbitrary functions of spacetime that leaves the variation of
the action integral equal to zero, at least up to a boundary term. Therefore it follows
readily that the equations of motion must be related among each other in a certain way;
thus the equations of motion do not empty all degrees of freedom of the action integral.
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Hence (at least in a Hamiltonian description) a gauge theory has constraints which act as
the generators of the corresponding gauge symmetries. We are about to be more precise
and meticulous in the following sections. The key is that we are dealing with theories
that seem to miss something, since their Lagrangians furnish less equations that unkowns
but that connect their dynamical fields someway. This strange behavior suggests that
we should exploit this particular attitude and find an elegant way to tune the physical
reality in a suitable mathematical model.

At first sight, these theories may look a bit presumptuous and not so useful, since the-
ories whose equations of motion do not fully determine the evolution of their variables do
not sound very physical and are intuitively perceived as pathological. However, digging
deeper, the great discovery of gauge symmetries uncovered the concept of equivalent class
of configurations: fields that may differ in their mathematical presentation but represent
the same physical reality. For instance Maxwell’s equations, which fully described the
behavior of electromagnetic field, are invariant by adding the derivative of an arbitrary
scalar function. Therefore, although mathematically they are two distinct and different
functions, physically they furnish the same fields and model the same physical reality.
Historically, Maxwell’s theory has been the first gauge theory discovered.

3.1.1 A quick insight

We should first provide the rigorous definition and description of gauge theories. Some-
times this turns out to not to be the more intuitive approach. Indeed, gauge theories tend
to be too much linked to a mathematical trick than to physical considerations. They are
built first by looking at the mathematics beyond Lagrangians and then through inter-
preting the results in a physical manner. Therefore we aim to underline gauge features
with a simple standard action integral, waiting for the next section to provide their
complete description.
We then begin with the following action:

IAoft), 0] = 5 [ de(i — Ao (3.1)

Looking at this simple mechanical model, we find all the main characteristics of a gauge
theory.

1. Gauge symmetry: the action is invariant under the transformations
=1 +et)  and  Ag — Ag + €(t), (3.2)

where €(t) is an arbitrary function of time. We should call it gauge symmetry, in
order to distinguish it from global or Noether’s symmetries. This gauge symmetry
imposes the following properties.
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2. Non independence of the equations of motion: when computing the variation with
respect to these transformations we obtain the equations of motion, namely:

d 8L oL
—— A
dt 5’A0 (9140 (w 0) 0
(3.3)
d oL 0L .
dtog, o dw_ 0) =0,

hence we can see that the equation for the field Ag already contains the equation
for ¢). Therefore the equations are not all independent: there is only one equation,
not two. Hence the solution contains arbitrary functions. We stress once again
that we have less equations than unknowns.

3. The general solution contains arbitrary functions: the solution of the equations of
motion is _
P(t) = f(t),  Aolt) = f(1), (3.4)
and contains an arbitrary function of time. Given any initial condition, one can
always modify the evolution of the system at later times.

4. The Hamiltonian obeys constraints: we shall ﬁrst write the Hamiltonian. Once
computed the momenta py, = ;—i) =0 and py = w Ap, we can write it as

w
H(py (), (1), Ao(t)) = pytp — L 55
1 .
= épi, + A0p¢.
The corresponding action in hamiltonian form is
.1
a0 060, A0(0] = [ (o = 522 A ). (36)

The equations of motion (Hamilton’s equations in this formalism) for the v, p,
variables are:

b= =put Ao
Py (3.7)
OH

while for the Ay variable looks a bit different. Indeed this variable appears as a
Lagrange’s multiplier in the Hamiltonian and its associated equation is an example

of constraint
OH

o4,

that is an equation involving no time derivatives.

=0, (3.8)

46



There is one last thing to underline, linked to gauge fixing in the arbitrariness of the

function of time contained in the solution of the equations of motion. We said that the

equation of motion of 1 is already contained in the equation for Ay, but not the other way

round. This means that one can dispose of ¥ (¢) and no information will be lost because

its equation is already there. Conversely, one cannot dispose of Ay(t). To understand the

reason why a parallel treatment is not possible let us consider the following argument.
If we fix the gauge () = 0 in the action we have:

Lo A(t)] = / dt A2 = Ao(t) = 0, (3.9)

where on the right hand side of the arrow we reported the equation of motion which
the action considered lead to. We uniquely fixed Ay(t), and showed that the pure-gauge
action (3.1)) in fact has no degrees of freedom at all. On the other hand, let us now fix
Ap(t) = 0 instead; we find an action of the form

Lagmolth(8)] = / dt? = ) = 0, (3.10)

which represent a free field 1(¢) carrying one degree of freedom. This problem is quite
subtle and the answer could be find in whether a variable is involved in the hamiltonian’s
action as a true variable or as a lagrangian’s multiplier. Let us be precise in next sections.

3.1.2 Gauge theories and Noether’s theorems

Although we only aim to deal with a particular formalism of gauge theories (the hamilto-
nian form), we would like to underline the relations between gauge theories and Noether’s
theorems. We remind to sections (2.1.7)) and (2.2.2)) for the notation we will use.

Let us assume that the local group G, has a non trivial global subgroup G,,. Further
let us assume that there exists a certain subgroup of the local group for which we have

Apy () = Aw, [|; therefore we can write equation (2.102]) for d,¢ as:

n n
0ud =Y {aalw + i0u(Awa)} = aalw, (3.11)
a=1 a=1

If we put this expression for ;¢ in the equation for Noether’s first theorem (2.51)), we

obtain:
> [ @]pa—, = it (3.12)

p

I That is: a subgroup of infinitesimal arbitrary functions p, that equals the infinitesimal constant
parameters w, of the group.
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Here we are: if Euler-Lagrange equations are satisfied for all fields, ( namely if [®], =
0, Vp ) we immediately obtain an equation for the conservation of the quantities j*.
However, if instead we assume that for some p or all of them we have [®], # 0, it is
possible to find a conserved quantity as well. Indeed for Noether’s second theorem we

have
> [ ®lpta—p =) Fu{[®],05,} (3.13)

p

from which it follows that:

0udts = 0[], bh_,} = T8 =0, (3.14)
p

where

re= it -, (3.15)
p

This brief treatment shows that, when a local group of transformations has a non trivial
global subgroup, it is possible to find some conserved quantities without requiring Fuler-
Lagrange equations of motion to be satisfied and where arbitrary functions are involved.
This conservation laws are called improper laws of conservation and we can see the seeds
of gauge theories hiding in them. On the other hand, when Euler-Lagrange equations
of motions are satisfied we immediately find some conserved quantities which are called
proper conservation laws.

Since we are about to focus on gauge theories and improper transformations, we
would like first to introduce a brief example of a proper transformation. We provide the
easiest one, namely we focus on the so called Galileo’s group. This is a Lie group of ten
parameters (which means that the arbitrary functions of Noether’s second theorem are
ten constants) to which we expect we can extract ten conserved quantities. The action

'zt
5

integral from which we start is the one for a free particle [ dt m

Galileo’s proper group

Space translations (3 parameters): we choose the transformation of the group to be

dx'(t) = a'(t) (3.16)
where a(t) is an arbitrary function. An explicit calculation gives
6S[x] = / dt ma'a’ (3.17)

The term that multiplies the arbitrary function is the conserved quantity, namely the i-th
component of the momentum p° = ma*. To prove it we only have to consider the variation
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of the action on the paths of motion (i.e. we assume that the Euler-Lagrange equations
of motion are satisfied). Indeed the variation now vanishes and after an integration by
parts we obtain:

0 =26,5[2'(t)] = /dtpi(t)ai(t) = —/dtpi(t)ai(t) = p'(t) = 0. (3.18)

That is: due to invariance of the action under space translations, momentum is conserved.
Further we notice that if we consider a’(t) to be constant we obtain a symmetry of the
action. Time translation (1 parameter): we now consider an arbitrary translation in the
time coordinate

t—t' =t —et) (3.19)
Computing the variation of the functions z?(t) we find a result obtained earlier, namely:
Sx'(t) = e(t)i'(t) (3.20)

The variation of the action integral assumes the following form:

5S[x] = / dt mi' 9y (ex’) = / dt {@(?xm)—i—e%xw}: / dté(%fci:‘ci) (3.21)

where we neglect total time derivatives, assuming the boundary terms involved vanish.
The term E = <%:c’:c’) is the energy of the free particle. Here we are: if we evaluate

the variation of the action integral on the equations of motion 6,5 = 0, we obtain a
conserved quantity, that is the energy. Further we notice that if we consider €(t) to
be constant we obtain a symmetry of the action. Space rotations (3 parameters): the

variations of the functions z*(¢) under arbitrary space rotations w'(t) are:
57 (t) = Rl ()" (t), (3.22)

where we used the Levi-Civita symbol €%, The variation of the action integral reads
6S[z] = / dt &' I i (3.23)

Again, if we consider the functions w'(t) to be constant we obtain a symmetry, while if we
evaluate the variation of the action integral on the equations of motion we obtain three
conserved quantities, namely the component of the angular momentum L! = e7*zip¥,
Proper Galilean transformations (8 parameters): with proper Galilean transformations
we mean transformations between two inertial frames of reference in relative constant
motion with constant relative velocity v*. The transformations of the dynamical variables
for arbitrary time dependent velocities v'(t) are:

Sz (t) = v'(t)t (3.24)
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Computing the variation of the action integral we find:
§S[x] = / dt o' (ma't — ma") (3.25)

from which we can see that when the functions v are constant we obtain a symmetrys;
on the other hand when we evaluate the variation on the equations of motion (4,5 = 0)
we find three conserved quantities, i.e. G* = ma't — mi’.

3.2 Gauge theories in hamiltonian form: general struc-
ture

Here we should present some of the most important gauge theories. We stress that we deal
only with the hamiltonian form and unfortunately we do not provide a straightforward
method of finding them. The general method is called the Dirac’s procedure and its
hard treatment is left to better manuals of a wide literature. However we include these
treatments in hamiltonian form in these pages since they arise from Noether’s second
theorem.

The most important gauge theory actions (i.e. the ones which belong to the funda-
mental interactions) in hamiltonian formalism assume the following form:

Tlps(), (), X4(8)] = / dtpid’ — Ho(ps, ') + N0 (pr, ¢')] | (3.26)

Let us analyze it in detail. The functions p;(t), ¢'(t), \%(t) are independent fields varied
in the action. The total Hamiltonian is composed of two terms: H,, which denotes
the part of the Hamiltonian that is not a constraint; —A®0,, which instead includes the
contributions from the constraints 6,. Further it is important to notice that this action
contains no derivatives of the A’ s. To compute the equations of motion we have to take
arbitrary variations with respect to all three fields the action depends from, finding:

oy 00
= Op; api’
, OH, 00, (3.27)
=0\l
Pi=—Zq TG0

Oa(piaqz> = 0.

This system of equations reveals its gauge nature in the presence of the Lagrange’s
multipliers A\%(¢) and the constraints 0,(p;, ¢*).

The first two equations determine the evolution of p, ¢ given initial conditions p(0),
q(0). However, these initial conditions cannot be totally arbitrary since they must sat-
isfy the equation for 6, which can be clearly interpreted as constraints; they define an
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hypersurface in the phase space on which the variables of motion p, ¢ must lie along
the evolution of the system. Further, to actually integrate the equations of motion, the
expressions of the Lagrange’s multipliers A\%(¢) have to be found.

Therefore there must be some indication to follow in order to find out a way to chose
the functions A*(t); moreover we have to check that, given initial conditions, the solutions
P, q keep satisfying the equation for the constraints 6,,.

These issues can be handled looking at the constraints, which exactly contain the
meaning of gauge theories. Using Poisson brackets to compute time derivatives, we
obtain:

d )
%ea(pm q') = {0, Ho} — {0, 0, } ", (3.28)

The equation for the constraints #, must always hold, which means that the evolution
of the system has to follow a path that keep its time derivative equal to zero, i.e.

{0,, Hy} — {0,,0,})\" ~ 0. (3.29)

The symbol ~ (weakly zero) implies that we do not require 0, to be strictly zero every-
where, but it is enough if it vanishes on the surface defined by the constraints, namely
when 6, = 0. Equation (3.29) is a consistency condition for the time evolution of the
system. Calling Gu, = {0,, 6y}, the following situations may occur:

1. Non-gauge theories. When the matrix G is invertible, (3.29)) fixes completely
the functions A%(t) to the following value

(1) = G0, Hy}. (3.30)

Therefore the functions A*(t) plays the role of preserving the third equation of
(3.27), that is it defines the dynamic variables p(t), ¢(¢) in order to keep them on
the surface 6, = 0 along the time evolution of the system.

2. Gauge theories. If the matrix G, is zero, or at least if it is weakly zero (i.e. if
it vanishes on the surface 6, = 0 : Gy, =~ 0 ), then imposes no restrictions
on the functions A\*(¢) (as before, on the surface 6, = 0) which therefore remained
undetermined by the equations of motion. Here lies the first sign of a gauge theory:
the equations of motion contain arbitrary functions of time. We are interested in
the so called first class constraints, namely a set of constraints such that

{gaa HO} = Gabgb ) {gaa eb} = Gabceca (331)

which are both weakly zero since the conditions required on Gg. Indeed, if 6, ~ 0,
also {0,,6,} ~ 0 and {6,, Hy} ~ 0.
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The reason why we pick such conditions is remarkably: if the Hamiltonian and the
constraints satisfy (3.31), then the action ([3.26) is invariant under the following

variations:

0cq" = {q", 0o} (t)
6api = {pi, Oa e () (3.32)
5o A = (1) + € (1)Go" — A% (1) Ga',

where €%(t) are arbitrary functions of time and with the symbol §, we highlight
the particular type of variations considered. Here we are: these transformations
are the gauge symmetries of the action. Therefore all actions of the form ([3.26]),
where the Hamiltonian and the constraints satisfy have a gauge symmetry
(namely (3.32)). This is the reason why we write this variation as d,: they are
symmetries but of a particular type.

3. Mixed case. Although we completely avoid its treatment, we mention it for the
sake of completeness. This case endorses sets of constraints such that some of
them satisfy , thus related to gauge symmetries, and some other different
conditions related to the non-gauge symmetries as in the first case showed above.

A

We should now demonstrate the invariance of the action (|3.26)) under gauge symmetries

(3-32). We begin with the variations of the canonical variables:

00, .90,

i o (3.33)

0aqi = € deDi = —€

Hence the variation of the action is:

ScIpi(t), q' (1), \“(t)] = ¢ / dt(psq' — Ho — \*0,)
/ [ 00, . . .90, OH, ,00, 0H, 00,
= [ dt|—e €

dp; O ‘ Opi * Op; ‘ 0q;

. (00, ,00, 00, ,00— / d )
(5(;)\ ea A (aqjﬁ apj apjﬁ 8qj >:|+ dtdt (pz5cq)

dt
(3.34)

= /dt [—EQ%QG — €“[Hy, 0a) — 6c\"0y — \*€"[0,, Ob]} +/dti(piécqi).

2 Tt is worth to underline that there is a much more mathematical and precise manner to determine
gauge theories, that is the one highlighted by Dirac’s procedure. However this procedure sometimes turns
out to be difficult and tricky and we preferred to focus only on the type of gauge theories mentioned,
since they cover almost all fundamental examples. Further, starting with the Hamiltonian we avoided
all the tedious computations of the standard method in order to derive them.
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If 0, are all first class constraints (i.e. they satisfy (3.31]) ), the variation above reduces
to:

bl = [ et + Gty — 6N €Gu0) + [ dtnied — €0,

d .
= /dt(éC + €9Go¢ — 0N — A€G )0, + /dt%(plﬁcq’ —€%0,) (3.35)

d .
— /dta(pi&gql —€0,).

where we collect in the second integral all the boundary values rising from integration
by parts. Some comments regarding this kind of variation are worth to be addressed:

e No charge: since the gauge symmetry is a symmetry of the action we can compute
its associated Noether’s charge, namely:

Q=K —pibeq’ = piboq’ — €0s — pidaq’ = —€"0, = 0, (3.36)
since the constraints obey 6, = 0 at any time H

e Degrees of freedom: a gauge theory contains 2/N canonical variables corresponding
to the phase space for N degrees of freedom (namely p, g corresponding to % X 2
degrees of freedom) plus the additional constraints 6,. Suppose that subscripts of
6, runs in the range a =, ..., g. The equations that the dynamical variables must
satisfy 6,(ps,q") = 0 subtract g of them. Therefore there are g gauge symmetries
which implies that not all of the canonical variables p, ¢ are physically meaningful
by themselves, since there are some combinations of them that produce some others.
Gauge symmetries subtract g physically meaningful variables and the total number
of degrees of freedom is (2N — 2g).

e Time evolution: in gauge theories the time evolution of the canonical variables
is the usual one ¢ = 0,Hy, p = —9J,H, plus an additional term A*0,0,, A*0,0,,
respectively, which is a gauge transformation with the gauge parameters being the
Lagrange’s multipliers.

In the next sections we provide some fundamental examples and applications of gauge
theories, trying to underline their common features. Our procedure will always be the
same: introduce lagrangian form, derive its hamiltonian action, and finally show how
the constraints generate the gauge symmetry.

3This topic is actually subtler than this, since it turns out that whenever the field considered is a
complex function, a gauge charge does exist and is different from zero. Anyway we will deal only with
real fields.
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3.2.1 Special relativity: point particle

The action for a spinless relativistic point particle parameterized as x*(7) is

xh dzv
I[z"(7)] = —m/ds- —m/dﬂ/—ﬁ T (3.37)

where 7 indicates any parameter describing the curve in a Minkowski’s space with its
well known related metric 7n,,. We immediately find a transformation that leaves the
action unchanged, that is: a symmetry. This transformation is a bit nonphysical and
actually is a reparameterization:

'=7(1t) , x""(7") =2H(7). (3.38)

In order to apply Noether’s theorem, we aim to express it in term of an infinitesimal
transformation of the field x* rather than of the parameter (coordinate) 7. Taking
7' = 7 4+ €(7), we can write this transformation as dz# (1) = —e(7)2". It is a gauge
symmetry as the infinitesimal parameter €(7) is an arbitrary function of 7. Computing
explicitly its variation we obtain:

5.1 (1) = —m [ dr —20n
/ (=a2)? (3.39)

— (em(—aﬂﬁ),

where with the superposed dot we indicate a derivative with respect to the parameter
7 and we use 0zt = 4 (6z") = —¢(7)i" — €(7)i*. We also stress in the notation that
the function €(7) is not constant. The transformation considered is a symmetry, since

the variation of the action is the boundary term K = €(7) (—($2)é): e(t)L. Then
Noether’s conserved charge is:
oL T,

Q=K-— %531'“ =K — m(_ﬁ);e(ﬂjc“ =K —e¢e(r)L=0. (3.40)

As expected for a gauge theory, the Noether’s charge associated to this transformation
vanishes. We recognize again that we are dealing with a gauge symmetry. To relate
to the hamiltonian formulation of our treatment we must find the hamiltonian action.
Further we aim to find it in the form (3.26)). However we obtain a momentum
ma,
= —— 3.41

and we are incapable of solving @ in terms of p,. This issue could be imputed to
a random occurrence, but instead is another sign of a gauge theory: (3.41) seem to
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represent four independent equations although there are only three. Indeed there is a
constraint, rising when contracting (3.41)):

0 =p,p’ +m*=0, (3.42)

satisfied without the equations of motion. To find a formulation which suits our general
structure we exploit a particular action called the Polyakov action. This action is derived
introducing an auxiliary variable, the einbein e(7) which is treated as a dynamical field.
The Polyakov action is defined as

Iplat(7),e(7)] = E / (lm"%u - em2) dr. (3.43)

2 e

This action is precisely of the form (3.1)), taken as an introductory example. Notice that
its fundamental property is that it does not contain any derivatives of the einbein, so
that we can use its equation of motion as a constant:

O o = ey =Ly (3.44)

Oe m
and replace it in the Polyakov action, which gives back the relativistic action .
Therefore these two actions are completely equivalent and generate the same equations
of motion but the Polyakov’s one possesses a useful advantage: it is quadratic in the field
x#. Since they are equivalent, the Polyakov action must be invariant under the same
reparameterization used above under which the einbein becomes e’(7') = e(7)4Z. The
infinitesimal version of this transformation is:

e'(t+e)=e(r)(1—¢€(1)) = de(r)= —5(6(7)6(7')). (3.45)

The variation of the Polyakov action is thus:

./»‘L . _ -2
Il e(r) = 5 [ d7<2w O #0c m2(5€>

2
°, (3.46)
1 / d T 9
=—— [dr—|€el ——m7e] ),
2 dr e
that is, a boundary term K = —Z¢(7) (% —m?e |= —e(7)L.
The Hamiltonian for the Polyakov action is easily found to be
1
H(p,,a" e) = Ee(pup“ +m?), (3.47)
therefore the corresponding action in hamiltonian formalism reads as:
. 1
Ip[pu (1), 2" (1), e(T)] = /dT [pux“ — §e(pup“ +m?) (3.48)

This action has precisely the form underlined in the general structure:
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e Free Hamiltonian: Hy = 0; this fact is due to the gauge invariance: the Hamiltonian
is not conjugate to any physical time, because we are using the arbitrary parameter
7 to describe the evolution of the system.

e Lagrangian multiplier: e, the einbein.

e Constraint: 0 = %(p2 + m?), which represents the Einstein’s equation for conser-
vation of energy-momentum in natural units. This set of constraints, since it is
composed by only one equation, is trivially first class, namely [0, 6] = 0.

We can demonstrate that the constraint 6 defines the gauge transformation dsa#, dgp,,
through Poisson brackets by direct calculations, and d;e by the formula given in the last

line of (3.32). We obtain:

S = {at e(r) 5 (0 + )} = e(r)p

1
ey = {pus (r) 307 +m*)} =0 (849
The variation of the Polyakov action under this symmetries is therefore:
dalplpy, x €] = /dT [puéaa: — —dge(p +m2)}
(3.50)

that is: the variation of the action under this transformation vanishes up to the boundary
term K = %E(T)(p2 —m?). Tts associated Noether’s charge, as expected, vanishes once
again on the surface described by the constraint ¢ = 0:

p2 m2

Q=K —puber" = e(T) (5 -5+ m2): e(T)0. (3.51)

3.2.2 Electromagnetism

Let us focus on the Lagrangian of electromagnetism, namely (2.120]). Since we aim to
define an action of the form ([3.26)) and put it in a canonical structure, we first need to
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split it into its space and time components:

1
Iem[Au(2)] = - / d*zxF"F,,

1 o R
:/d4$|:—§FO FOZ_ZFJEJ:|

(3.52)

1. .. . 1 . 1 -
= /d4$<§A1A’L — Aic‘?ZAo + 581‘14081140 — ZEjFZ])7

where we exploited the antisymmetry of the tensor E| F* . Further we recall that the
Latin index run over the three numbers 1,2, 3 and stand for the space variables, while
the Greek ones run over all the numbers that represent the dimension of the spacetime
variety, including the first one for the time coordinate, namely 0, 1,2, 3. We then define
the conjugate momenta. We stress that in hamiltonian formalism they are defined only
for those variables that appear with time derivatives. Therefore we have:

0L . .

0A;
We see that the canonical momenta m; are the components of the electric field. The
Hamiltonian is thus, using :

. . 1 ) ) . 1 . 1 .
= 7Ti(71'2 + 81140) — 5(71’, + 8iA0)(7TZ + 8’140) — (71'1' + @AO)@’AO + E(ZAOGZAO — ZF’ijF”

1 | iy .
= §7TZ'7TZ + Z.FZ'J‘F” + WiaZAo.
(3.54)

When we integrate the Hamiltonian in order to find the expression of the action we can
cast the last term in a different form exploiting integration by parts, namely:

/ i3 (md Ag) / 43 (— Agdi) + (Aor) (3.55)

o0

4 Just to be clear, we recall that this tensor reads, as it is well known:

0 FE By, I,
~E, 0 Bs; —-DB
“E, -B; 0 B
“Es By, -B, 0
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and we assume that the term evaluated at the border of the variety vanishes.
Hence the action in hamiltonian formalism for electromagnetism is:

Tear[Ai(x), mi(2), Ao(x)] = / i [mi - (%mw }lﬂjFiﬂ‘)MOaﬂi}. (3.56)

Here we are: this action has already the form ((3.26]). Indeed:

o Free Hamiltonian: Hy = imz’ + 1F;F9 = 1(E? + B?), which represents the

dynamical contribution to the Hamiltonian.
e Lagrange’s multiplier: Ajg.
e Constraint: § = din' = V- E = 0, that is: Gauss’ law, simply.

Here we must answer the same question: given initial condition for 7; and A; that satisfy
0 = 0, do their time evolution keep on respecting this condition? We know that this
is so, since Gauss’ law is never violated. However we aim to compute it directly in
gauge theories frame, using the formalism we provided in the sections above. We notice
that now we are dealing with what we called continuous generalized coordinates and
momenta, i.e. we are dealing with the field theory formalism. Hence we recall all the
mathematical notation introduced in section , and in particular the definition of
Poisson brackets. Let us impose the conservation of the constraint § = 9;7*. Since we
have only one constraint, the Poisson brackets {6,0} = 0 and we are left with:

do ) »
T = 10a), Hz"))

— {0 @), S ) + S Fy ) - A 0@ (5
= 20,0, {m(z"), Aj(z" ")} F (x'+)
— 200/ (e — ) P () =0,

where in the last equivalence we exploited the symmetry of the first tensor (due to the
definition of a distribution and its derivatives E[) and the antisymmetry of the latter.
Therefore the constraint € is conserved along the equations of motion and must generate
the gauge symmetry through Poisson brackets. We note that in field theory, as defined

5 Indeed, providing the correct space of functions for the function ¢, the derivative of a distribution
T is defined as

(T, ¢(x)) = —(T,¢"). (3.58)
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in previous chapters, the Poisson brackets are a functional. Hence they can act on an
arbitrary function A(x); we obtain:

ScAj(x)N(z,t) = {A;, 0 }A(z, t)
i kﬂ-k J ’
/ §:<w15@ —5f&)§i)ﬂx—$)M%®

o SA, 6n%  onk A, ,
_}/dx6k22<5Ai&n——5Ai&n)505—x)A@;ﬂ
= /dw’dikajd(a: —z"YA(z,t)

——/ﬁf@Mfﬁﬁ@—xﬁ
= _ajA<x7 t)v

(3.59)

where we used the definition of derivative of a distribution and dropped the subscripts
in ' due to practical needs. Here the function A has any degree of regularity desired.
Similarly we have:

Sami(m, t)A(x,t) = {m;, "} A(z, 1)
57Tj (57Tk 67Tk 57Tj , )
/ Z<57Ti 5A;  OA; 57Ti)5(x — @AY (3.60)

which shows how the momenta 7; are gauge invariant, as they should be since they
represent the electric field. To compute the variation for the Lagrange multiplier Ag
we see from the third equation of that it consists only in the time derivative of
the arbitrary function €?, since G,,° = 0 due the unique constraint 6. Therefore we
determine the variation of this quantity by requiring that it provides a gauge symmetry
for the action. We obtain:

5GIEM [AZ, T, AQ] = /d4$[7TZ(SGAl + 5GA09]
:/ﬁ%}m&%A+%&@ﬂ]
(3.61)
:/&ﬂ@@ﬁ%m+@ﬁ%A+@%@ﬂ
= /d4I[8MKM + 87;7Ti(5GA0 + 80/\)],

where K* = (0, —m'9y/\) is a four vector, according to our notation. It is worth to notice
that we used the fact that m;, 8, Hy are all gauge invariant i.e. their variations vanish.
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Further let us stress that the prefactor of doAg + 0yA does not vanish since we varied
the action for certain particular variations of the variables but for completely arbitrary
functions, namely we are not on the equations of motion (therefore neither on the surface
of constraints), as we explained in Thatcher . Hence we need 6,49 = —0pA in order
for 6¢Igar to be a boundary term (namely, K*).

We then conclude that the gauge transformation of the field A, generated by the
constraint 9;7* = 0 is indeed the expected one, i.e. d5A, = —9,A. Moreover we could
also check that the conserved charge implied by Noether’s theorem vanishes. Indeed
applying Noether’s theorem, we find:

JH = KF — 1,6, A°
. (3.62)
= 7TZ[—80A + 80/\] = 0

3.2.3 Generalisation in curved spaces: background fields and
general relativity

To see how the theory of general relativity can be read as a gauge theory we need to take
our treatment one step further. Indeed we realized that we dealt only with flat spaces,
that is with spaces that has a constant metric. The theory of general relativity finds its
roots just in the possibility to imagine a curved space-time with a metric as a function
of the coordinates of the manifold considered. As we could guess, the only difference is
that we have to take account the variation of the metric too, since it is is not constant
anymore. The subtle point is that we should define a sort of derivative in spaces that
are no more flat. To this aim we need to introduce the so called covariant derivative and
develop a formalism which is not straightforward at all. We remind the reader to the
Appendix C, where we briefly give an overview of the most important results, especially
in writing the Lagrange and Hamilton equations in covariant form.

We provide the derivation of the gauge features of general relativity exploiting the
ADM method. This method starts from the Lagrangian that provides Einstein’s equa-
tions, neglecting its term related to matter contributions. To be as clear as possible we
briefly introduce this Lagrangian. It enters the so-called Einstein-Hilbert action, which
reads as

Tg (), T(2), Lar ()] = / BR + L‘M} J=gd's (3.63)

where the range of the index is {0, 1,2, 3}, g, is the metric tensor, g its determinant E]
R the Ricci scalar, I' the connection (say, the Christoffel’s symbols of the second kind
since we are considering a metric) and £); stands for the Lagrangian of matter fields
appearing in the theory. Further, we notice we used the natural units system. We want

6 We exploited the Minkowski’s metric with signature (1, -1, -1, -1) so that we must put a minus
sign in order to compute the square root.
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to prove that the choice made for the action integral is appropriate by showing that it
leads to the correct equations of motion for the gravitational field, namely the Einstein’s
one. Finding the paths of motion means finding the paths that make the variation of the
action integral vanish, so that we are computing an on-shell variation and we thus use
the symbol 6,/ to point the variation, in order to emphasize that we are computing a
variation on paths that solve the Euler-Lagrange equations of motion. So that performing
the variation of the action we find:

0ol [g" (), R(x), Las ()] = /[%5(5& . 5(\2—3”51\4)]59“”@
B ) s

=0
(3.64)

Since this equation holds for arbitrary variations of the metric dg,,, the integrand van-

ishes: SR R 6y=g 1 6(v=9Lw)
S g dgv g ogw
These are the equations of motion. To show that they coincide with the Einstein one
we only have to compute explicitly the variations of each terms. First we notice that
the right hand side is just the energy-momentum tensor (since the usual Lagrangian is
L = \/—gLy and the energy-momentum tensor is given by \/Lﬂg%)' The computation
of the other two variations is much more laborious, but only a matter of calculus.
In order to find the expression of the variation of the Ricci’s scalar variation we
initially seek to obtain the variation of the Riemann’s tensor and then of the Ricci’s
tensor. Recall that these quantities are defined as

— A A
Rg'p,l/ - aMFleo - al/]'—‘;puf + FZ}\FVO' - Fl/i/\r,uo
R= QUVRUV )

(3.65)

(3.66)

respectively, where R,, comes from the contraction R,, = ng.
The variation of the Riemann’s tensor is computed by noticing that although the
Christoffel’s symbol does not transform as a tensor, the difference I'), —I'7, does instead

[l Thus we are allowed to compute its covariant derivative:

Vu(0T%,) = ,(5TL,) + T4\0T%, — T,81%, — T, 0%, (3.68)

7 Recall that the law of transformation for the connections are:
re, =17 XXX+ X, _XF (3.67)

where with Latin index we refer to a certain system of coordinates and with Greek ones a different system
of coordinates; further X", = 522 Thus the quantity Cf,(z) = I (z) — T'}2(z) = 6%, (x)
transforms as a tensor.
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We clearly see that the variation of the Riemann’s tensor is exactly the difference of
covariant derivatives of connections, that is:

SR, = V,(0T%,) = V,(0T%,). (3.69)

o uY
To obtain the variation of the Ricci’s tensor, we only have to contract two index of (3.69)):

6Ry, = 0RE,, = V,(017,) — V,(0T%,). (3.70)
This is called Pal.atini’s identity.
The Ricci’s scalar is defined as R = g R,,,; hence its variation yields:

SR = Ryu0g™ + ¢""0 R,

3.71
= Rauégay + vp(goy(srzp/a - go-pdl—‘Za)? ( )

where in the second line we exploited the so called compatibility of the metric with the
connection, that is the requirement V,g°” = 0, which allows us to transport the metric
inside the covariant derivative ﬂ Since the quantity (g°”oI', — g°Pdl,) = B” is a
vector field, we can cast the covariant derivative in a different form. Indeed /—¢B?” is a
contravariant vector density EL and we obtain:

v, (vap) = I8, (3.73)

Finally, when we integrate this quantity in the variation of the action, applying Stokes’
theorem E we can write it as a boundary term and thus neglect it, at least if we push the

8 We recall that the requirement of compatibility of the metric forces the manifold to acquire a
common and intuitive feature: taken two vector transported in parallel, it makes the angle between
them remain constant during the parallel transportation. For further details see Appendix C.

9 Recall that if T™ is a relative vector of weight W, then

0 _
v, 1" = g™ ”%[\@“ Win, (3.72)

See [I0] chapter VII, sections 7.1,7.2.
10 Recall that Stokes’s theorem yields:

Feykg
/ Tkl"'kl\l—lyklvldT(k[\l/[) o :/ Tkl'“qudT(M_f;/[ Y (3'74)
R]u RM—l

where Rj; is a space of dimension M with the space Rp;_; as boundary, with the comma, as
usual, we indicate the partial derivative with respect to the index that stands on its right, and with
dTﬁ}"'kM,TJ]f/};ikM’l we denote the M-cell, M — 1-cell of the space Rys, Rys—1 respectively (the concept
of the M-cell is the one due to Grassmann, 1842). We also stress that this theorem holds since, al-
though the left hand side is not a tensor quantity, when contracted with the skew symmetry cell yields

a tensor. Further, this theorem is valid in non metrical spaces too, and, upon introducing a metric @,
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boundary to infinite. We should pay attention when asking whether this term vanishes
at the boundary or not, since the integrand depends also on the derivative of the metric;
we will furnish a quick inspection on this topic in the next chapter.

However, when there is no boundary or the variation of the metric vanishes in a
neighborhood of the boundary, this term does not contribute to the variation of the
action. We therefore obtain

R _p (3.76)

dgHv v

We are only left with the variation of the determinant. This is quite easy if we exploit
Jacobi’s formula for differentiating a determinant, namely dg = 0(det(g,.)) = 99" 63,
We thus have:

VG = = =8 = V) o
3.77

1 v
= =5V =9(9u09")
where we use the rule for varying the inverse of a matrix 6g"¥ = —g"°(dg,»)g™. Hence,

we conclude that: L s .
-9
I (3.78)
/_g (Sg.“f 2
Combing all variations computed above, i.e. putting (3.71)), (3.78) in (3.65) we obtain
Einstein’s equation:

Ruw — 300 =T, (3.79)
This proves the correctness of the Einstein-Hilbert action.

We now focus on the ADM method, which begins with the Einstein-Hilbert action
just introduced above and cast its terms in a different way, in order to obtain an action in
hamiltonian form as the one of gauge theories. Just as in electrodynamics we separated
the field into Ag, A;, here we shall work with goo, gio, ¢gij. Everything else is completely
equivalent. This is called the ADM method. The purpose is the following: as we obtained
directly the correct formulation of the action in electromagnetism using this procedure,
we expect to reach the same conclusions also in general relativity.

In general relativity we work with a smooth but non trivial manifold M, which we
think as being composed by the set of 3-dimensional surfaces 3 one for each constant

it becomes a generalization of Green’s theorem, namely:

0
R al’r

[ﬁT”]\/ﬁva = / Trnrde,l, (375)

RN-1

where a is the determinant of the metric, n, is the unit normal to V3;_;, and with dvy = \/a|dzsz¥|
we denote the volume element of the cell; the quantity |dz,z*| is the determinant of the matrix that

defines the cell. See [10], chapter VII, sections 7.3-7.6.
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X x+dx

Figure 3.1: Elements used in the ADM method, defined on a manifold.

time ¢, with a metric that we denote by g¢;;(Z,t). In order to relate foliations at infinites-
imally close times, we define N(Z,t), the “lapse” function, such that starting from 7
at t, if we advance a distance N(Z,t)dt in the (hyper)direction normal to X3 at ¥, we
would reach exactly the surface X7, ;. We must also define N*(Z,t) such that N*(Z,t)dt
measures the “shift” produced, at constant time, between & 4 dZ and the point that will
eventually hit (Z+ dZ, t + dt) by projecting with Nd¢ (see Fig[3.1)). The relation between
the metric components and the lapse and shift function N and N is obtained by simply
writing the space-time interval between the point A and C' in Fig[3.1]in both forms, and
a short calculation shows [

goo = —N?+ N;N* , go; = N; (3.80)

where spatial index are raised/lowered using the spatial metric g;; and its inverse g*.
Exchanging goo, go; in favor of N, N*, which is after all only a matter of computation,
the Einstein-Hilbert action takes the following form:

IEH[N, Ni, gij] = /d4$N\/ —(3)9((3)R - K2 —+ KUKU) + B, (381)
where B is a boundary term we assume we are allowed to neglect, and

1 )
Kij = 537 1=gi + Nij + Nl

K= ginij

(3.82)

1 See [16] section 3.2.
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where with V;; we denote the covariant derivative of N; with respect to 2’ along the
surface 2§3), and with ®) ¢, ® R indicates the determinant and the Ricci’s scalar with
respect to the three dimensional metric g;;, respectively. Thus, and this is important
to keep in mind since here lies all the effort of ADM method, ® R contains no time
derivative; the only term with time derivatives is g;; contained in K,;;. Therefore, as it
will be clear in the hamiltonian form of the action, the true dynamical field is g;;, while
N, N are lagrangian multipliers. Indeed ggo, go; are not fixed and their combinations
N, N? play the role of lagrangian multipliers.

In order to put the action in hamiltonian form we need to explicitly obtain the
Hamiltonian from the Einstein-Hilbert Lagrangian; that is we need to find the conjugate
momenta. Actually we also seek a sort of definition of them. We define them with
respect to the only field appearing with time derivatives in the action (2.27)):

I = (3.83)

09i; '

We can compute them from the variation of the action with respect to g;;; thus, recalling
the definition (3.82)), we find:

61 = / d*z\/|g|[-2K6K + 2K § K4
(3.84)
— [ @aV/IdliKg" - K6,

so that: B B
ILi; = Vlgl[Kg” — KY]. (3.85)
Since we want the Hamiltonian only in terms of generalized coordinates and conjugate

momenta, we must invert this relation and solve for the terms containing ¢;; (namely
K;;) and write them as functions of IT¥, g;;. Taking the trace of last equation we find:

IT
9
where IT = [1¥g;;. Hence we can cast K;; as
KY = \/ﬁ (-H” + 59”) . (387)
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Then, from (3.82)), we solve for ¢;; and write the Hamiltonian:

/3:1:( "9 = L)
=/ [ ( (291] Hij)+Ni|j+Nj|i)—N

B )

/d3 {N[H 11 —\/ER] 2H”N] + B

\/EQ\/—

/ { (——H”H”>+2H”NJ NJglR + NIV

lg|(R — K* +

4lg]

+

K" Kj)

(3.88)

where with Hﬁ we always denote the covariant derivative of I along x? on ¥} and with
B a boundary term. Therefore we obtained the Hamiltonian in terms of hamiltonian

densities; indeed we can write it as:
H= /d%(NH + N/HY,
where

1 g 112
)

M= 2117,

l7°

(3.89)

(3.90)

Here we are: the hamiltonian formulation of the Einstein-Hilbert action I = [ pg— Hy +

A, reads as follow

Tonapnlgs (2), T09(2), N(z), Na(z)] = / 217G, — NH — NyH

We readily recognize the elements of a gauge theory:

(3.91)

e Free Hamiltonian: Hy = 0; this is typical of theories which are invariant under
generalized coordinate transformations (similarly to the Polyakov action).

e Lagrange’s multipliers: there are four of them, namely N and N;.

e Constraints: also, we have four constraints, namely H = 0, H' = 0.
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We should stress some comments. The degrees of freedom in principle would have 6 + 6
integration constants coming from I and g;; (these are in fact symmetric matrices);
however we also have 4 constraints and 4 gauge symmetries that reduce the number of
degrees of freedom. Indeed we are left with 12 — 4 — 4 = 4 degrees of freedom, the same
as in the Einstein-Hilbert action formulation.

We aim to determine the gauge symmetries directly computing the Poisson brackets
of the field and the constraints. Recall that the Poisson brackets in field theory is a
distribution. Taking an arbitrary function ((z), we thus find:

S (@)0() = {g(x), H()}G(2)
= —2{g;;, I[]}G(x)
= —2({gy, HE )15 () + 2{ 94515 17}
= 2{gs;, 11 }¢3);(2) (3.92)

= 2/dx'%(5f5é~ + 8,088 (x — )¢5 (x)
= Gl () + Gu(2) = £clgys),

where we used the compatibility of the connection with the metric and Green’s theorem
as explained in the above footnotes (see Appendix C for further details). We notice
that corresponds exactly to the Lie derivative of the field g;; along the three-
dimensional surface ¥3. In order to recover this result we proceed as follow. Since
gijv'w! = Q(V, W) is a scalar, its Lie derivative and its covariant derivative coincide
and are a simple derivative with respect to the parameter that indicates the curve along
which we are moving. Therefore we can write:

£019(4, B)] = V[3(4, B)]. (3.93)

where we refer to the metric as a 2-form acting on two vectors ff, B of the manifold and
denote it with a superposed tilde (with a slight abuse of notation, we still denote it as
a covariant tensor of the second rank when we use its components). Applying Leibniz
rule on both sides of this equation and recalling the compatibility of the metric with the
connection, we find

— — — —

£5[9)(A, B) + §(£4[4), B) + §(A, £4[B]) = §(Vy A, B) + §(4, V;; B). (3.94)
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Using this relation onto the basis vectors €;, €; we obtain H:

(£5[9)i; = £p19](€, €5)
= (0:V"qr; + V*Tlgiy) + 0,V  gi + VTl q0) (3.95)
= Vi + Vi,

as we wanted to show. When we ask this derivative to be zero we obtain the so called
Killing’s equation, that is an isometry of the metric g;;; in other words we have an
equation that gives the vectors of the integral curves along which the Lie derivative of
the metric vanishes.

Similarly, as in (3.92), we can obtain the gauge transformations of 611, N, SN?,
exploiting the method introduced for a general gauge theory.

12 Recall that
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Chapter 4

Comments on boundary terms

The principle of least action is able to describe nature in an elegant formalism that
provides the keys to find the equations of motion for a system and inspect its deep
symmetries. A huge amount of phenomena is mastered by just one statement: the action
must be stationary under arbitrary variations of the dynamical variables. Since physical
interactions are described by fields, this powerful formulation is the core foundation
of classical and quantum mechanics. However, this principle requires that the initial
and final condition must be held fixed; this issue needs to be inspected with a careful
treatment of boundary condition at infinity. In this brief chapter, we do not aim to find a
solution to this problem, but only to show the reasonable questions from which it arises.

To appreciate this difficulty, let us first focus on non-gauge theory. Take the simplest
case of a single real scalar field on some manifold M (which, after all, we consider to be
non-compact) and that possesses a set of four coordinates divided in a time coordinate
and the usual three space coordinates:

I[p(x)] = /M L(¢, ¢, x)d'x. (4.1)

Its variation is:

s116(] = [ (56, + po—béys )i
a¢p a¢p,V (4 2)
ol oo Jaeto [0 e )e
M L9, "\ 0¢p ’ 0bp "
Via Green’s theorem we can cast the boundary term as
oL oL
B= [ 0, 56, |d*z ——6¢,d%,. 4.3
[ ogasto)ae= [ g0 )

The principle of least action requires that this term vanishes. However, consider a
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Figure 4.1: In order to depict the manifold, we reduced it to three dimensions, although
it actually possesses four coordinates.

manifold as in Fig[d.T| The boundary of M has three pieces: the two covers at constant
times ¢; and ¢y, where d3, = d*z pointing upwards and downwards in time respectively;
and the cylinder at r — oo where dX,, = r2dQdtr (d stands for the solid angle). The

boundary term is thus:
¢ / S, dSdt
ad)p 0 /‘// 5’(15,)7 o

The first term, evaluated at ¢; and to, vanishes because d¢(t;) = d¢(ta) = 0, i.e. the
initial and final states are fixed. This is in full consistency with the equations of motion
that require initial and final conditions for a unique problem; this corresponds to fix the
two constants of integration in the equations of motion. The last term is evaluated for
large r and one cannot assume that ¢ is also fixed there. If one fixes the field for large
r, the equations of motion may have no solution at all.

In non-gauge field theories one normally deals with fields with compact support where
¢(r) — 0 fast enough for large r; indeed a massive field typically exhibits an exponential
decay. This means that ;7= falls fast enough at infinity (it suppresses the growth of r 2)
making the boundary term vanlshes, so this does not become an issue and it is safe to
omit the discussion.

For a gauge theory the situation is quite different. First we could deal with non
massive fields, which means long range interactions and that we cannot assume a compact
support neither a fast decay. Further, and this turns out to be subtler, even if fields do
vanish fast enough asymptotically, the presence of Lagrange’s multipliers makes this
analysis delicate, since there are no dynamical equations restricting them.

B= d3

(4.4)

700
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For instance, let us consider first Maxwell’s electrodynamics on a similar manifold
with time and three space coordinates. To derive Maxwell’s equations, we compute the
variation of I[A,(z)] = -1 [ F*

T

ST[As(z)] = — /M B Fa,5A,
(4.5)
= / d*z(9,F"™)8 A, — / d*z0,(F"5A,).
M M

The second term is the boundary term we are interested in. Via Green’s theorem we can
cast is as:

B= / FM§A,dY,
0.

M
t
— / PrFO5A] + / dtdX; FY 6 Ag + / dtdS;F96 A,;.
M t M M

As before, the first term vanishes due to fixed initial and final time condition, d A4;(t1,t2) =
0. However the second and third terms need to be considered in a different way. The
second one further involves Ay, a Lagrange’s multiplier as we saw in the previous chapter.
Since this field does not satisfy any equation of motion it can in principle take any value.
That is, it could be zero, finite or even infinity. One may be tempted to declare simply
that Ay must be such that this term vanish. Actually, a large literature on this topic
shows that this is not a wise choice.

Anyway, boundary terms problem can be solved in order to recover all the results
and formalism adopted in previous chapters. Our aim is not to show all the procedure,
but to underline how this issue is not straightforward and need to be studied carefully.

(4.6)
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Appendix A

Calculus of variations

We aim to specify what we mean with the variation of a functional, namely an operator
that acts on functions and gives back a real number. Formally a functional is defined as
follow.

Functional. A functional is a map I : F — R that associates a real number to every
element of a set of functions.

We tackle the issue in a way that is more physical and useful for our purposes.
The problem of calculus of variations arises from the study of optimizing paths, that is
finding the function that take the extreme value of a particular integral. To put it in a
mathematical form, the integral we refer to is

Tf(x,y.y")] = / dzf (e, 9,9"), (A1)

where f is the functions that stands for the quantity we need to vary, y = y(z) is a
function of the x variable and y’ = y’(x) its derivative. Our treatment will deal with
function of a single variable, since extending it to vectorial functions of many variables is
straightforward (if we pay attention to perform independent variations for each variables,
as it will be clear in the following lines). The unknown element to be obtained for the
purpose, is the form of y as a function of the variable . We try to compute the value
of the integral on functions that differ a little from y, which we denote by y + dy. This
naif measure of the smallness of the difference could be put in a more definite form:

0y = ev (A.2)

where € is an arbitrary constant so small in magnitude that any positive integral power
of I is unimportant relative to every lower positive integral power. Also, v is any regular
uniform function of x within the range of the integral and all its derivatives also are
regular uniform functions of x within that range. Further, v is an arbitrary function and
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we moreover assume that v is independent from e. We will denote the quantity (A.2))
with dy and call it variation of the function y. We stress that is nothing but a function.
Writing the value of the functional on y and on y + dy with I and J, respectively, we
have

J—I:/d:c[f(x,y—i—ev,y’—i—ev')—f(:c,y,y’) (A.3)

the integration extending between the fixed constant limits. We further assume that the
function f is of such a form that f(x,y + ev,y’ + ev’) can be expanded in a uniformly
converging series, which proceeds in powers of €. Thus we have, after this expansion,

1
J—[:Gfl+§€2[2+R3; (A4)

_ of . of
Il—/(vay—i-v ayl)dx,
2 2 2
]2:/(2)2%—}—2@@’ of +U’2af)dx,

where

(A.5)

ayZ ayay/ ay/2

with the same range of integration as for I and where R3 denotes the aggregate of terms
that involve third and higher powers of €. It is clear that the quantity el; (called the
first variation) when non vanishing, dominates the value of the right-hand side and that
R3 is the term of lower interest, since it gives the smallest contribute with respect to the
others.

We know provide a way to determine the function that takes the extreme value of
the functional considered under some important conditions, namely that the variation
of the function f vanishes at the end points of the range of integration. This is quite
natural to assume, since we recall that we deal with a problem of optimizing paths and
we must fix a common feature of these paths, that is they have to begin and end at the
same points. Therefore we can cast the first variation in a different form. Indeed we can

write: o7 o7 i/ of
/da: Ulay/ = [Uay/] — /da: U%<ay/>, (A.6)

where the quantity in square brackets is to be taken at the end points of the range of
integration. Since we assumed that no variation occurs there, the function v vanishes
when evaluated at the end points as well as the term in square brackets. Hence we can
write the first variation in the following form:

e faeof 2 (2] o

Since the quantity €/; (when non vanishing) dominates the value of J — I, a change of
sign for € changes the sing of el;, that is, changes the sign of the value of J — I: in
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other words, one variation lead to an increase, and another variation to a decrease. As a
maximum needs to be characterized by a decrease for all variations, and a minimum by
an increase for all variations, the preceding possibility must be excluded: consequently
the quantity el;, and therefore the integral I; must vanish. Further, since the function

v is completely arbitrary, the only way to make I; vanish is that the term g—; — % %
vanishes itself. Here we are: we have obtained an equation for the function f that makes
the value of the functional a maximum or a minimum. We note that this treatment is
equivalent as dealing with a Lagrangian f and an action I. We thus provided a method
for computing the equations of motions that happens to represent the paths that take
the extreme value (namely, a maximum or a minimum) of the action integral.

Modern literature provides a standard formal way to treat variations. Indeed the

variation of a functional can be written in a formal way as

o1
ol = / dx Of(x A8
0@ (A8)
where f(z) = f(x,y(z),y (x)), and %@) is the functional derivative. Therefore the
problem of the variation of the action integral reads:
oI
dx 0f(z)=0 A9
[ drspesira (A9

Note that the functional derivative introduced before when dealing with field theory
reduces exactly to this one.
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Appendix B

Symplectic group

We now provide an overview on the symplectic manifolds in order to give a formal
meaning to the Poisson brackets. We begin with some definitions and results.

Let M?" be an even-dimensional manifold. A symplectic structure is a closed nonde-
generate differential 2-form w? on M?":

dw?*=0 and V(#0, 3n: w?(¢,n)#0 (B.1)

where (,n € TM,, and T M, is the tangent vector space of the manifold in the point x
and dw? is the exterior derivative of the 2-form. The pair (M?", w?) is called a symplectic
manifold.

Symplectic structures arise naturally from the Lagrangian function of a system. Con-
sider then a Lagrangian with configuration space V. The set of generalized velocities ¢ is
easily considered as a tangent vector space to the configuration manifold V'; the general-
ized momentum p = g—g, thus, could be considered as cotangent vectors, that is one-forms
that act on the tangent vector space to the manifold. We define the one-form w! = pdg
and the 2-form taking its exterior derivative dw' = w? = dp Adq = Y, dp; A dg;, which
is therefore non degenerate and closed. That is: we have defined a symplectic structure
[

Another definition is to be mentioned. Indeed a symplectic structure established an
isomorphism between the space of tangent vectors and its associated one-forms. In order
to define such isomorphism, to each vector ¢ tangent to a symplectic manifold (M?, w?)
at the point z, we associate a 1-form wé on T'M,, by the formula E|:

wl(n) = w’(n.C) Wy eTM, (B.2)

I This property is somewhat more general, since it is a result carried from a general theorem involving
tangent bundle and cotangent bundle.

2 This is the so called Fischer-Riesz theorem, we are allowed to consider if we assume that the
one-form w! is continuous as a functional.
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The vectorial space of the 1-forms defined on a tangent space T'M, to a manifold M
represent the dual space of that tangent space and is denoted by T'M. We denote by J
the isomorphism J : T*M, — T'M, constructed above. Recall that given a function H
on the manifold, its differential dH is a 1-form on M so that the isomorphism considered
could produce a vector field JdH on M.

We only miss the last concept, namely the phase flow gi,(z) of a function H : M?" —
R. It is defined as the one parameter group of diffeomorphism ¢* : M?* — M?" provided
by the vector field JdH:

d

&7 9@ = JaH ) (B.3)

Let us be more explicit. Consider the symplectic manifold M?* = R?*" = {(p,q)} where
q and p are the generalized coordinates and associated momenta of a certain hamiltonian
function H. Let ¢, p; be the canonical coordinates evaluated at the instant ¢ and ¢ .,
pe+r be their values evaluated at the instant ¢t + 7. These latter are functions of the first
ones and the time interval 7 taken as a parameter:

Gi+r = Q(qtapt7 7—)7 Ptyr = Q(thta T)' (B4)

If we consider these formulae as transformations from the variables ¢;, p; to the variables
Qt+rs Dirr, this transformation is canonical. This is a map of the trajectories of the
solutions of the system depending continuously to the parameter 7. The generating
function E|that encodes this transformation is the action integral (upon a minus sign)
viewed as depending only on ¢, and ¢;, namely S(q;, g;+-); indeed the differential of
the action integral in hamiltonian formalism S = ftzl pdq — Hdt is exact ['| and when
evaluated at the extreme values reads (along the equations of motion):

dS = (pi(t+7)q(t +7) — H(t+7)d(t +7) — pi(t)ai(t) + H(t)dt)

; B.6
_ Z(pi(t+7)qi(t+7) —pi(t)a(t)) Y

Therefore the generating function F' = —S(qy, ¢1+-) produces the one parameter group
diffeomorphism in (B.3)) and maps the points ¢, p; in the points ¢., pir, along the

3 We are dealing with a transformation of the first kind: given some canonical coordinates g, p,

aiming to find different coordinates @, P that verify Q = 8553/, P= —% where H' is the Hamiltonian

in these different coordinates (that is: aiming to define some other canonical coordinates), a generating
function of the first kind is defined as a function F'(q, @, t) that gives:

_OF _9F ;. OF
plfaiqiv Pz* 8@1, H 7H+ 8t- (B5)

4 Indeed, from the definition of the action integral we have S = JdtL.
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equations of motion on the manifold:

S7(p(t), q(t)) = (p(t + 7). q(t + 7)), (B.7)
Indeed, using the notation of (B.3]), we obtain:
d .
2| ST),qt) = (b,¢) = JdH, (B.8)
Tlr=o0

clearly in canonical basis, since in this case J = [

and dH = (51,91,

We now focus on Poisson brackets. We have just showed that to any function H
on the symplectic manifold we can define a one parameter group gy : M?*" — M?*"
of canonical transformations of M?". We called it the phase flow of the hamiltonian
function equal to H. Let F' be another given function on the symplectic manifold. We

define their Poisson brackets as

I _OI} where [ is the identity matrix

(FHY@) = 3| Floh(o) (B.9)

where obviously = = (p, q) E| Therefore the Poisson brackets of two functions is again
a function. In other words, we see that the Poisson brackets of two functions F, H
is the derivative of F' along the direction of the phase flow with hamiltonian function
H. Hence, we can give the Poisson brackets of two fields F', H on a manifold M a
deeper meaning: they are the Lie derivative of the function F along the phase flow with
hamiltonian function H [

In order to the deduce the standard form of the Poisson brackets we use the isomor-
phism J between 1-forms and vector fields on a symplectic manifold (M?*, w?). This
isomorphism is defined, exploiting , by the relation

w?(n, Jw') = wj,(n) (B.10)

where Jw! is a vector of the manifold. Exploiting the definition (B.3]), we can cast the
Poisson brackets as:

{F,H} = dF(JdH) (B.11)
that is, the Poisson brackets of the functions F' and H is equal to the value of the 1-form
dF" on the vector fields IdH of the phase flow with hamiltonian function H. Further,

exploiting (B.10)), we obtain:

{F, H} = w*(JdH, JdF), (B.12)
> As it should be clear, in the whole treatment of this section when we write (p,q) we mean
(P15 sDPns Q1,5 qn), as well as when we write (%—Ij, %—I;) we mean (g—g, s gTIZL’ g—g, s C,?T}i).

6 We see that g7 (z) is the push-forward of the point  on the manifold along the congruence spanned
by the integral curves of the equations of motion furnished by the Hamiltonian H.
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namely, the Poisson brackets of the functions F' and H is equal to the skew scalar product
of the vector field of the phase flows with hamiltonian functions H and F'.

We have now reached the results we were looking for: the Poisson brackets of the
functions F and H is a skew-symmetric bilinear function of F and H, that is

{F,H} = —{H, F}

B.13
{H\MF + B} = M{H, P} + MW{H B} (M €R). (B.13)

For instance, let us compute the Poisson brackets of two functions F' and H in the
canonical coordinate space R?" = (p, q)

w?(¢,m) = < J¢n >= (I, (B.14)

By (B.12)) we have:

n

OHOF OHOF
F H) = — B.1
{ ’ } 21: Op; 0g; 0q; apf ( 5)

1=
since the matrix J is the canonical one used above. We thus recovered the usual standard
formula of Poisson brackets.

Moreover it is easily checked that the Poisson brackets verifies the following proper-
ties:

Skew-symmetry: {F,H} = —{H, F'};

Jacobi identity: {F.{G,H}} +{H {F,G}} +{G,{H,F}} =0;
Bilinearity: {H, \\F) + A\Fo} = M {H, B} + \o{H, F);
Closure: {F, H} is another function defined on the manifold.

Hence they define a Lie algebra. When dealing with first integral, namely with conserved
charges as explained in above sections, we notice that the corresponding functions con-
stitute a subalgebra, that is the subalgebra of the conserved charges (see [2.29)).
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Appendix C

Tensors

We present here a subtle problem, that is the problem of independence of the equations
from the set of coordinates used. Actually this issue have been studied deeply and the
answer lies in using tensors. Indeed, tensorial equations, due to their transformations
laws among different sets of coordinates, keep their form in all coordinate systems: if
an equation involves some physical quantities in one coordinate system, when evaluated
in other coordinate systems it still involves the same quantities in the same manner,
obviously evaluated in the different coordinate systems. However, before facing this
problem, we should have defined what a coordinate system is. This is of great importance
and not so easy; the whole tools of differential geometry have been built to cope with
this problem. Although we cannot provide all the results, we only would like to bring
up some of them in order to introduce the concepts of background fields and show their
features.

The hardest part in dealing with tensors is defining a derivative, since the usual one
breaks their transformation laws. One type of derivative that could be provided is the
Lie ones, but we shall focus on another one, that is the so called covariant or absolute
derivative. This derivative turns out to be useful since it gives a law for the parallel
transport also in spaces (manifolds) in which it is puzzling to do so. For instance, it is
clear when two lines are parallel in a flat euclidean space, but it is not along the surface
of a sphere; further, if we do not have the possibilities to immerse the sphere in a higher
dimensional space, it is much more difficult to define what is parallel or not at first sight.
All this treatment is tied tightly to Lagrangian systems since the principle of least action
can be put in a geometrical form; indeed the equations of motion turn out to be the
paths that minimize the distance between two points in the configuration space, namely
the geodesics (actually, when energy is conserved).

The covariant derivative is defined as follow. Let M be a manifold and ¢™(u) the
coordinates of a curve parameterized by u. Given a (contravariant) tensor 7", where 7 is
an index running in a specific range 1, - - - r,,, consider the tensor evaluated on the curve
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8T
ou

5T,  dT { . }deL

cSu:dujL du

oT" T dqn
(Oxn + {m”} ) du

where the symbol {n:n} is the Christoffel’s symbol (of the second kind), also indicated

T"(q(u)), then the covariant derivative %= of this tensor is defined as:

mn

(C.1)

as I'7 . and defined as:
r 1(0a Oa da
— rs — rs sm sn . mn .2
{mn} a”mn,s] = a 5 ( " + o o ), (C.2)

where a,,, 1s the metric tensor of the manifold ﬂ We note that we decomposed the
expression of the covariant derivative in two parts: the one in round brackets are the
components of the tensor obtained, the other is the basis namely the vector field with
parameter u. When the covariant derivative of a tensor vanishes, we say that it is
propagated in parallel along the curve ¢™(u). The covariant derivative of a covariant
tensor S, can be obtained exploiting its contraction with the tensor above. In fact the
covariant derivative of a scalar is the usual one and vanishes since it is a constant. When
we contract the tensor S, with a tensor 7" propagated in parallel we obtain an equation
that yields the covariant derivative of the tensor S,. Iterating this process we can obtain
the covariant derivative of a tensor of any rank ﬂ

We can now provide the Euler-Lagrange equations of motion in the so called covariant
form, namely in a form that it is invariant under change of coordinate system. When
the Lagrangian contains only the kinetic element, namely L = %amn(q)q'mqn, we can vary
the action [ dtL(q,q) with fixed limit of integration obtaining the equations of motion:

d2qr N dqm dqn
——— = 0. C.3
du? * {mn} du du (C3)

Since the tensor % represents the tangent vector field of the curve ¢”, we have obtained

an equation that yields that the tangent vector to the curve is propagated in parallel

I The covariant derivative is also denoted by VyT" = % where V = % is the vector fields with
parameter u; its components are also denoted by V,T" = ‘gTT: + W:n .

2 There is a more general way to introduce this topic. Indeed covariant derivative is defined also in
spaces that do not carry a metric tensor. It is defined methodically, requiring that it satisfies certain
properties. Upon introducing a metric tensor, we require that the covariant derivative of the tensor
vanishes; this is assumed in order to let the scalar product (induced by the metric) of two tensors
propagated in parallel remain unchanged under parallel propagation. This requirement leads to have the
affine connection coefficients equal to the Christoffel’s symbols computed above. Further the expression
of the covariant derivative also reduces to the one given above. See [10], chapter VIIL.
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along the curve itself: we have thus obtained a geodesic, namely a “straight” line in
our curved space. We can also derive the hamiltonian form of them, by inspecting the
Hamiltonian deduce from the Lagrange of a free particle

1 i
L = gmai(g)d'q’- (C.4)
The conjugate momenta are
oL y
pi = oG mai;q’, (C.5)
hence the Hamiltonian reads
y . 1
H(p,q) = pid’ — L(a,4) = 5 ~a"()pip;- (C.6)
m
Therefore the equations of motion are:
i i L i
¢ ={d",H} = —a"(q)p;
m (C.7)

1
;= {p;, HY = ——(9;a™ .
pi = {pi, H} 2m(@a )PEDL

We aim now to show directly that the free Lagrangian L = amn(q)q'mqn is invariant
under a change of coordinates in a curved space, that is that the motion of the free
particle is independent from the coordinate system. Recall that we are dealing with a
transformation of the form:

k dq'
aq/k

aq* o¢'
aij —» a’z](q )= akl(q)f)q’iﬁq’j

)

¢ = ¢(9)=gq

(C.8)

where we used the transformation laws for tensors. In order to find the variation of this
terms, we need to compute their Lie derivatives. For a dragging along the congruence
defined by the integral curve (’(q) on the manifold, exploiting the results in section

, we find:
6¢'=q" —¢' = ~C(@aq' = ~C(@)8] = ~('(q) =
£el(a)]
dai; = a;;(q) — ay — CkOpay; — aix(q)6;¢* — ar;(q)9;¢*
= £5[(az'j)]
Performing the variation of the action 61 = [ dtdL, and substituting the variations using

(C.9), we obtain:

(C.9)

6L(q,q) = ma;;04'¢’ + — (5q Opai;)q'q’ + —5an @ =0 (C.10)
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This symmetry, technically speaking, is different from the others, since we transformed
not only the dynamical variables but also the metric which describes the action of external
forces. To see how this is possible we have to adjust the principle of least action including
the potential in the metric. Let us show this procedure.

The Lagrangian of a mechanical system composed by a single particle of unit mass is
defined in general as the sum of two terms, the kinetic energy T' = %amn(q)qmq” and the
potential U(q). If the total energy E = T + U is conserved (a case that in theoretical
physics occurs most of the time, at least under suitable approximations) we can find the
so called abbreviate action. Indeed the principle of least action reads

M@&%=/&m@—ﬁHﬁ:é/mM=5/m¢ﬁ, (C.11)

since the Hamiltonian H is a constant function when the total energy is conserved. We
can write the generalized momenta as

oL y
pi = 8_qZ = a;;¢’, (C.12)
and the constant energy as
r ..
E = -a;;q'q" + U(q). (C.13)

2

B a;;dg;dq;
it =\ (C.14)

When we insert this result in (C.12), (C.11)) yields:

From last equation we find:

S1(0.0) = [ /2B = U@l (a)dada (C.15)

If we use the arc-length ds* = a;;(¢)dgdg; and redefine the do? = 2[E — U(q)]ds?, we
can cast the principle of least action as

0l (p,q) = 5/d0 =0, (C.16)

that is: to find the equations of motion we need to find the path that minimize the action;
this path is the shortest one, namely the geodesic of the metric do? = 2[E — U(q)]ds?
which is deformed along the manifold by the potential U(q).
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To recover the equations of motion for a free particle found in (C.3)) we readily see

that
1 1/ds\>
T = — 74T = — _—
2amn(Q)q q Q(dt)

I(%Q)Z/Tdt:/%:%/ﬁds (C.17)
:%/mds:/dg,

therefore this two ways of finding the correct paths of motion are completely equivalent.
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