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Abstract

Quantum entangled networks represent essential tools for Quantum Communication, i.e.
the exchange of Quantum Information between parties. This work consists in the theo-
retical study of continuous variables (CV) entangled networks - which can be determin-
istically generated via multimode squeezed light - with complex topology. In particular
we investigate CV complex quantum networks properties for quantum communication
protocols. We focused on the role played by the topology in the implementation and
the optimization of given characteristics of our entangled resource that are useful for a
specific quantum communication task, i.e. the creation of an entanglement link between
two arbitrary nodes of the resource we are provided with. We implemented an analytical
procedure for the generation of entangled complex networks, their optimization and their
manipulation via global linear optics operations. We also developed a numerical proce-
dure, based on an evolutionary algorithm, for manipulating entanglement connections
via local linear optics operations. Finally, we analyzed the re-shaping of our entangled
resource via homodyne measurements.
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Introduction

At the beginning of the 20th century the discovery of the wave-particle duality of weak
light fields and microscopic particles, such as electrons, laid the foundation for what has
been called the first quantum revolution. During this period we were merely observers:
nature taught us about quantization, superposition, uncertainty and other remarkable
peculiarities of the quantum world, such as entanglement. This latter quantum feature
has been at the core of the debate on the completeness of quantum mechanics with
the EPR paper [1] and of its non-locality with Bell’s article [2]. Nowadays it is also
at the heart of a second quantum revolution, that enabled us to switch our role in the
quantum world: from spectators we became actors. The second revolution promises the
development of quantum technology, i.e. the engineering of tools and devices with better
performances than classical ones. With the aim of reaching these goals, recent years
have seen the parallel development of various fields concerning the quantum world. We
will concentrate on Quantum Information theory, which explores the ways we can exploit
quantum properties to process and transmit information [3, 4].

Nowadays, we follow mostly two different approaches for the encoding of quantum
information: one exploits discrete variables (DV), mainly belonging to a two dimensional
space (qubits), while the other is a continuous variables (CV) approach that employs
variables with a continuous spectrum of values (qumodes). The two approaches have
been used in quantum cryptography and quantum computing with different realizations
and experimental techniques, with the aim of reaching intrinsically secure protocols in
quantum cryptography and computationally efficient protocols in quantum computing [5,
6].

Here we focus on the implementation of CV entanglement networks, based on a pho-
tonic setup, which can be exploited both as a resource for measurement based (“one
way”) quantum computing and for multiparty quantum communication protocols. CV
entanglement networks have the advantage that, differently from the DV counterpart,
they can be deterministically generated via multimode squeezed light [7, 8]. One-way
quantum computing is implemented by the means of a series of measurements and feed-
forward operations done at the price of destroying the entanglement of the resource,
a particular type of entanglement networks named cluster states. It is important to
mention, however, that in CV such a resource is always imperfect, as opposed to a DV
resource, due to the impossibility of reaching an infinite amount of squeezing to create
our CV resource out of squeezed modes of light [9, 10].

Quantum communication concerns the exchange of quantum information by employ-
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Introduction 2

ing both a quantum channel (i.e. entanglement) and a classical channel. Quantum
networks are essential tools for allowing long-distance quantum communication between
parties and for implementing multiparty delegated quantum computing or a quantum
internet [11, 12]. It is known that classical world-wide communication networks have
complex topology (neither regular nor simply random). Thus, if we wish to implement
quantum communication networks, it is important to investigate the role played by the
topology for various quantum communication tasks, in order to search for the existence
of resilient structures, as in the classical domain [13].

Classically, complex networks are used to describe a huge variety of situations that
we may find in science, arts, social sciences or, in general, in everyday life. Some of the
most intuitive examples are the World Wide Web, a social network made of people who
know each other, a biological neural network. Various models of complex networks have
been proposed with different network topology in order to better describe their statistical
properties [14]. It is natural to ask ourselves what happens when we cross the border
between the classical world and the quantum world. In other words: what happens when
our classical complex network becomes a quantum complex network? Does the topology
play any role in quantum communication tasks? Which topologies are the most resilient
to error and failure? Which topologies are the best for entanglement percolation, the
ability to establish entanglement between two particular nodes?

Here we consider the implementation of quantum networks via parametric processes,
which generate multimode squeezed resources, and the equivalent of linear optical manip-
ulations, which can be experimentally implemented via mode-dependent measurements,
as done at the Laboratoire Kastler Brossel [15]. The main advantage of this implemen-
tation is that we can easily build the networks and reconfigure their shape, according to
the task we want to perform. During this dissertation, we focused on the role played by
the topology in the implementation and the optimization of given characteristic of our
resource for a specific quantum communication task, i.e. the creation of an entanglement
link between two given nodes of the graph we are provided with. At first, we will study
the implementation of entanglement networks with complex shapes in a realistic sce-
nario: we will see how we can generate them with a finite amount of squeezing, how we
can optimize them and what are their peculiar features. In addition, we will investigate
network manipulation: we will allow global linear optical operations to be performed
after the generation of the resource, via an analytic procedure, and local linear optical
operations to be performed after its distribution to two parties, using a numerical proce-
dure based on an evolutionary algorithm for experimental quantum control [16]. In this
work, the evolutionary algorithm was adapted accordingly to search, over a continuous
landscape, optimized parameters for the construction of suitable unitaries subjected to
certain constraints, with the aim of creating an entanglement link between the two par-
ties. Finally, the re-shaping of cluster states via homodyne measurements will be studied
and analyzed in our framework for a paradigmatic case.

The results of this work reveal general theoretical features of quantum complex net-
works and, at the same time, they involve protocols which are close to the possible
experimental realisations.



Chapter 1

Quantum Light

The study of light began more than 2500 years ago in ancient Greece, in strict connec-
tion with the study of visual perception. From that moment on many philosophers and
scientists have tried to unravel the mysteries of its properties, through many theories and
experiments of optics, and after centuries of brilliant intuitions and missteps, with the
publication of Maxwell’s paper Electricity and Magnetism, the classical electromagnetic
theory is finally fully described: classical light is an electromagnetic radiation obeying
Maxwell equations.

1.1 From classical to quantum light
Maxwell equations are thus the starting point for the quantization of the electromag-

netic field [17, 18]. We consider an electromagnetic field in a region of space with volume
V , expanding it over its modes, i.e. normalized solutions of the Maxwell equations. We
may for example assume the plane wave ansatz and impose periodic boundary condition
to obtain the expansion

E(r, t) =
∑
k

√
~ωk

2ε0V
εk
[
ake

i(k·r−ωkt) + c.c.
]

(1.1)

B(r, t) =
∑
k

√
~ωk

2ε0V

k× εk
ωk

[
ake

i(k·r−ωkt) + c.c.
]

where εk is the unit polarization vector, ε0 is the vacuum permittivity, ωk = c|k| and
the summation is over the discrete values of k = (kx, ky, kz) satisfying ki = 2πni/L, with
ni ∈ N, as imposed by the boundary conditions. The classical Hamiltonian for a free
field in a region of space V is1

H =
1

2

∫
V

dV (ε0E
2 + µ−1

0 B2) = ~
∑
k

ωk|ake−iωkt|2 (1.2)

1To carry out the second equality we must note that ak = a∗−k is a necessary condition for the fields
to be real and that

∫
d3reik·re−ik

′·r = V δk′,k

3



Chapter 1. Quantum Light 4

and by defining
qk = 4Re

[
ake

−iωkt
]

pk = 4Im
[
ake

−iωkt
]

or, equivalently,

Qk =

√
~

mωk

qk (1.3)

Pk =
√
m~ωkpk (1.4)

and substituting them in the Hamiltonian (1.2) we can re-express the Hamiltonian of
the free field as

H =
1

4

∑
k

~ωk(p2
k + q2

k) =
∑
k

P 2
k

2m
+
mω2

2
Q2

k (1.5)

This Hamiltonian enlightens the fact that the electromagnetic field can be regarded as
a collection of quantum harmonic oscillators, corresponding to the different modes of
the field, which are independent of one another. This allows us to quantize each mode
separately, promoting the position and momentum coordinates to operators obeying the
well-known commutation relations [Q̂k, P̂k′ ] = i~δk,k′ . The position and momentum
operator Q̂k and P̂k can be expressed in terms of the creation and annihilation operators
as

Q̂k =

√
~

2mωk

(â†k + âk) (1.6)

P̂k = i

√
~mωk

2
(â†k − âk) (1.7)

where the canonical commutation relation [âk, â
†
k] = 1 holds.

Given the relations (1.3), (1.4), (1.6) and (1.7), the quadrature operators q̂k and p̂k
can be expressed as

q̂k = â†k + âk (1.8)

p̂k = i(â†k − âk) (1.9)

with the inverse relation

âk =
1

2
(q̂k + ip̂k)

â†k =
1

2
(q̂k − ip̂k)

The canonical commutation relations of the creation and annihilation operators lead to

[q̂k, p̂k′ ] = 2iδk,k′ (1.10)
[q̂k, q̂k′ ] = [p̂k, p̂k′ ] = 0 (1.11)



5 1.2. Common states in quantum optics

This notation, which will be used throughout the whole dissertation, is not unique:
many authors may adopt the convention with normalized commutation relations such
that [q̂k, p̂k′ ] = iδk,k′ and many others will prefer to have unity vacuum expectation
values with the convention [q̂k, p̂k′ ] = i/2δk,k′ [19].

From the generalization of Heisenberg uncertainty principle for two arbitrary observ-
ables [20, 21] we see that for the quadrature operators the relation

∆2qi∆
2pi −∆2qpi ≥ 1 (1.12)

where ∆2qi and ∆2pi denote respectively the variance2 of the momentum quadrature and
of the position quadrature of the mode labeled by i and ∆2qpi denotes the covariance of
the two, holds. States characterized by a vanishing covariance ∆2qpi and that minimize
the relation (1.12) are called minimum uncertainty states and we will analyze some of
them, namely the vacuum state, coherent states and squeezed states, in the next section.

1.2 Common states in quantum optics
To get familiar with the most common states encountered in quantum optics, it is

useful to confine for the moment the discussion to the single-mode field. An extensive
dissertation of the subject can be found in most books of quantum optics, such as [17,
18, 22, 23].

1.2.1 Fock states

Using the relations (1.6) and (1.7), the Hamiltonian (1.5) may be rewritten, in the
single-mode case, as

Ĥ = ~ω
(
â†â+

1

2

)
and we define n̂ = â†â as the number operator. As the Hamiltonian commutes with
n̂, there exists an orthonormal basis formed by common set of eigenstates of the two
operators, namely the Fock states {|n〉}n∈N, that have thus a defined energy En and
a defined number of photons n. The action of the creation and annihilation operators
consists respectively in adding and removing a photon from the Fock state, resulting in
the relations

â |n〉 =
√
n |n− 1〉

â† |n〉 =
√
n+ 1 |n+ 1〉

If we identify as |0〉 the vacuum state, defined by â |0〉 = 0, we can express a Fock state
as

|n〉 =
(â†)n√
n!
|0〉 (1.13)

2Recall that the variance of an operator Â is defined as ∆2A = 〈A2〉 − 〈A〉2
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Considering the quadrature operators defined in (1.8) and (1.9) it is straightforward to
obtain the variances

∆2q = ∆2p = 2n+ 1

from which we see that for n = 0, the vacuum state, the uncertainty relation is minimized.
It is interesting to evaluate the mean value and the variance of the electric field for

a Fock state |n〉. Let’s consider for simplicity the single-mode version of the electric
field (1.1), promoted to an operator, propagating in the z direction

Ê(z, t) = E0âe
i(kz−ωt) + c.c. (1.14)

where E0 =
√

~ω/2ε0V is a constant3. We can calculate the mean field and the field
variance, obtaining

〈E〉 = 0

∆2E = E2
0(2n+ 1)

From these relations it is evident that Fock states exhibit properties that are far away
from the classical regime. In fact we see that even for the vacuum state |0〉 the electric
field undergoes zero-point oscillations. Moreover, regardless of the number of photons
of the Fock state |n〉, the mean electric field vanishes and a measurement performed at
any time t may lead to any outcome in the range determined by ∆E, which depends on
n. This reflects the fact that a Fock state lacks any information about the phase of the
electric field, which takes random values, leading to a behavior of the electric field that
is different from the the oscillating behavior we are familiar with.

1.2.2 Coherent states

To recover a classical oscillation behavior we may want to introduce coherent states
or Glauber states [24], also considered the “most classical states of light”. Considering
that the electric field is a linear combination of the creation and annihilation operators,
if we want to keep the oscillating exponential of Eq. (1.14) from vanishing we need to
search for eigenstates of â or â†. In particular, coherent states are defined as eigenstates
of â, such that

â |α〉 = α |α〉 (1.15)

It is to keep in mind that since â is not Hermitian its eigenvalues α are complex
numbers and we can identify them by α = |α|eiθ. The expectation value for the single-
mode electric field (1.1) propagating in the z direction gives

〈Ê〉 = 〈α|Ê|α〉 = 2E0|α| cos(kz − ωt+ θ)

3In terms of the quadrature operators the electric field operator reads Ê(z, t) = 2E0(q̂ cosφ− p̂ sinφ)
where φ = kz − ωt. From this expression it is evident that q̂ and p̂ are associated to observables of the
electric field that oscillates out of phase by π/2, from which the name quadratures.



7 1.2. Common states in quantum optics

This expectation value reflects the sinusoidal behavior of the classical electric field, as
we may see in Fig. 1.1 and for this reason the coherent states are the “most classical”
states of light.

Figure 1.1: Electric field for a state |α〉, where the vertical width of the sinusoidal wave
represents the variance ∆E = E0 [22]. Note that the vertical scales are different for the
three cases.

To construct coherent states we need to introduce the Weyl displacement operator

D(α) = exp(αâ† − α∗â) (1.16)

which is obviously unitary, since D(α)† = D(α)−1. From the Baker-Campbell-Hausdorff
formula and other properties of the exponentiation of operators4 [25] we may rewrite the
expression (1.16) for D(α) as

D(α) = eαâ
†
e−α

∗âe−|α|
2/2 (1.17)

which, subsequently, leads to

D(α)†âD(α) = â+ α

D(α)†â†D(α) = â† + α∗

that shows that the action of D(α) effectively displaces the creation and annihilation
operators by a complex number, hence the name displacement operator. From the above
properties we see that we can equivalently define a coherent state as

|α〉 ≡ D(α) |0〉 (1.18)

4For operators Â and B̂ such that [Â, [Â, B̂]] and [B̂, [Â, B̂]] are null reads eÂ+B̂ = eÂeB̂e−[Â,B̂]/2.
Moreover, for such operators the following identity holds: eÂB̂e−Â = B̂ + [Â, B̂]
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This definition is equivalent to the one given in (1.15).
We can express a coherent state in a Fock state basis as |α〉 =

∑
n |n〉 〈n|α〉, where the

term 〈n|α〉 can be calculated by means of the Equations (1.13), (1.15), (1.18) and (1.17)
and we obtain

|α〉 = e−|α|
2/2
∑
n

αn√
n!
|n〉

from which it’s evident that a coherent state doesn’t have a well-defined number of
photons. In fact, an explicit calculation of the photon number distribution leads us to
the Poisson distribution, with expected value 〈n〉 = |α|2.

It’s worth to notice that for coherent states, independently from the complex number
α, and thus from the mean number of photons, ∆2q = ∆2p = 1 and thus they satisfy the
relation (1.12), which identifies them as minimum uncertainty states5. We can represent
a coherent state in the optical phase space as it is shown in Fig. 1.2.

q

p

θ

⟨q⟩

⟨q⟩

2|α|

|α⟩

Figure 1.2: Representation of a coherent state in the optical phase space. 〈q〉 = 〈α|q̂|α〉 =
2|α| cos θ and 〈p〉 = 〈α|p̂|α〉 = 2|α| sin θ are the mean values of the position and the
momentum respectively.

1.2.3 Squeezed states

Coherent states are minimum uncertainty states with the same noise, equal to vacuum
noise, on both quadratures, but there exists minimum uncertainty states with less noise in
one quadrature and more noise in the other one, such that they maintain the uncertainty
relation (1.12): the squeezed states.

To obtain squeezed states we define the unitary squeezing operator

Ŝ(ε) = exp[(εâ2 − ε∗â†2)/2] (1.19)

where ε is a complex number defined as ε = re2iθ. After some calculations6 we get to the

5This can be checked by explicitly evaluating the variance ∆2q = 〈α|q̂2|α〉 − 〈α|q̂|α〉2 using the
relations (1.8) and (1.9) and by repeating the same steps for the momentum quadrature ∆2p.

6We have to consider the expansion e−ÂB̂eÂ = B̂ + [B̂, Â] + 1/2![[B̂, Â], Â] + . . .
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following result:

Ŝ(ε)†âŜ(ε) = â cosh r − e2iθâ† sinh r (1.20)

Ŝ(ε)†â†Ŝ(ε) = â† cosh r − e−2iθâ sinh r (1.21)

Let’s define phase-shifted quadrature operators as

q̂θ + ip̂θ = (q̂ + ip̂)e−iθ = 2âe−iθ (1.22)
q̂θ − ip̂θ = (q̂ − ip̂)eiθ = 2â†eiθ (1.23)

Using Eqs (1.20) and (1.21) we are able to see the action of the squeezing transformation
on the two phase-shifted quadrature operators:

Ŝ(ε)†(q̂θ + ip̂θ)Ŝ(ε) = 2e−iθ(â cosh r − e2iθâ† sinh r) = q̂θer + ip̂θe−r

that can be written more compactly as

Ŝ(ε)†
(
q̂θ

p̂θ

)
Ŝ(ε) =

(
er 0
0 e−r

)(
q̂θ

p̂θ

)
(1.24)

It is evident that Ŝ(ε) increases the variance of q̂θ (the anti-squeezed quadrature), which
becomes ∆2qθ = e2r, and reduces the variance of p̂θ (the squeezed quadrature), which
becomes ∆2pθ = e−2r. We define s = e2r as the squeezing factor. The value of these
variances shows that we can identify squeezed states as minimum uncertainty states,
as they satify Eq. (1.12). Moreover, the degree of squeezing depends on the squeezing
parameter |ε| = r and it is often quantified in Decibels as

degree of squeezing (dB) = 10 log10(∆2ξ̂)

where ξ̂ = q̂, p̂7.
A coherent squeezed state is obtained by first squeezing the vacuum and then displac-

ing it, while a squeezed coherent state is generated by acting on the vacuum inverting the
order of the two operators. The order of these transformations is important, due to the
fact that the squeezing operator and the displacement operator do not commute, so that
in general D̂(α)Ŝ(ε) |0〉 6= Ŝ(ε)D̂(α) |0〉. In the present dissertation we will concentrate
uniquely on squeezed vacuum states, depicted in Fig. 1.3 for θ = 0. It is to note that
squeezed vacuum states no longer represent a “true” vacuum state |0〉, void of photons,
as their mean number of photons reads 〈n〉 = sinh2 r > 0.

1.2.4 Multimode Generalization

All the single-mode states of light introduced in Section 1.2 can be easily generalized
to the multi-mode case.

7We remark that the degree of squeezing is normalized with respect to the shot noise. In general it
is equal to 10 log10(∆2ξ/∆2ξ0) where ∆2ξ0 is the variance of the vacuum
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(a) -3 dB of squeezing in the q quadrature. (b) -6 dB of squeezing in the p quadrature
.

Figure 1.3: Contour plots of the Wigner function (see Section 1.3) of squeezed-vacuum
states exhibiting different amounts of squeezing, respectively in the q quadrature and in
the p quadrature

Having now multiple modes, Fock states can be generalized by adding a label to
the number state, such that |nl〉 state represents n photons in the single-particle mode
labeled by l, whose creation and destruction operators are âl, â†l . A suitable basis state
of the Fock space is

|ψn1,...,nl,...〉 = |n1, . . . , nl, . . .〉 = |n1〉 ⊗ . . . |nl〉 ⊗ . . .

so that a general state living in the Fock space can be represented in the Fock basis as

|ψ〉 =
∑
n1,...

Cn1,...,nl,... |ψn1,...,nl,...〉

The multimode Fock state can be obtained from the multimode vacuum as

|n1, . . . , nl, . . .〉 =
∏
l

(
â†l

)nl

√
nl!
|0〉⊗N

where |0〉⊗N is the multimode vacuum for N modes.
We generalize the definition of coherent states in an arbitrary basis as a tensor product

of single-mode coherent states

|α〉 = |α1〉 ⊗ · · · ⊗ |αk〉 . . . (1.25)

where
âk |αk〉 = αk |αk〉
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The annihilation operator of such a state is â =
∑

k α
∗
kâk/β, where β =

√∑
k |αk|2 is a

normalization factor, and its action on a multimode coherent state is

â |α〉 =
∑
k

α∗kâk
β
|α〉 =

∑
k

α∗kαk
β
|α〉 = β |α〉

It’s thus demonstrated that |α〉 is a coherent state as well, as it’s the eigenstate of an
annihilation operator. More precisely, we can identify its displacement operator with

D(β) = exp(βâ† − β∗â)

and express the coherent state |α〉 as the result of a displacement transformation acting
on the multimode vacuum, namely

|α〉 = D(β) |0〉⊗N

It is to remark that by choosing the basis that corresponds to the operators â and â† the
generalized coherent state we defined in Eq. (1.25) can be described by a single-mode
field [26].

Lastly, even squeezed states can be generalized to the multimode case by applying a
single-mode squeezing operator to each vacuum mode, as

|r1, r2, . . .〉 = ⊗jŜj(rj) |0〉⊗N

1.2.5 Pure states and mixed states

A pure state is a state that can be described by a vector |ψ〉 in the Hilbert space,
such that its density matrix is of the form

ρ̂ = |ψ〉 〈ψ|

A mixed state is a statistical mixture, an ensemble, of pure states whose density matrix
reads

ρ̂ =
∑
i

pi |ψi〉 〈ψi|

where pi represents the probability for the state |ψi〉. Given the density matrix ρ̂ of a
state we can tell if it’s pure or mixed by calculating Trρ̂2: we will obtain Trρ̂2 = 1 for
pure states and Trρ̂2 < 1 for mixed states. To quantify the “degree of mixing” of a state
we introduce the Von Neumann entropy, an extension of the Shannon entropy of classical
information theory to the quantum case, defined as

SV N = −Tr(ρ̂ log ρ̂) =
∑
i

λi |i〉 〈i|

where in the second equality we expressed the density matrix according to its spectral
decomposition. The Von Neumann entropy quantifies the quantum and classical infor-
mation content of a state, but it is also useful to quantify the entanglement of a bipartite
pure state.
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When we have a coherent superposition of states the effect of quantum interference
appears, since we have a well-defined relative phase between the states, whose information
is contained in the off-diagonal terms of the density matrix. Mixed states can be regarded
as incoherent superposition of states: here the word “incoherent” refers to the fact that
we miss the information of the relative phase between the states that constitute the
statistical mixture.

1.3 Wigner functions
From the deterministic point of view of classical mechanics, a state of a system of N

particles is described by a point P = {qi, pi} in a 6N dimensional phase space. Statistical
mechanics and the ensemble theory shift to a probabilistic point of view, associating
to a specific macrostate of the system a set of microstates (representative points) and
identifying a probability density function ρ(qi, pi), such that ρ(qi, pi)

∏
i dq

idpi is the
probability for the representative point to be in the infinitesimal volume

∏
i dq

idpi. In
such a classical formalism the average expectation value of a function is

〈f〉 =

∫ ∏
i

dqidpiρ(qi, pi, t)f(qi, pi, t) (1.26)

Since there is no uncertainty principle in classical physics, it is possible to know a parti-
cle’s momentum and position at the same time to an arbitrary precision. But we cannot
find such a probability distribution in quantum mechanics, because of the Heisenberg
principle. We work indeed with P (q) = |ψ(q)|2 and P (p) = |ψ(p)|2.

The Wigner function [27] fulfills, in a way, this need for a probability density for both
position and momentum in a quantum phase space. To be precise, the Wigner function is
a quasiprobability distribution: it differs from classical probability distributions, present-
ing counterintuitive behaviors such as the presence of negative regions, but it permits
the calculations of expectation values and it has other classical-like features.

The Wigner function for a N -mode quantum state described by the density matrix
ρ̂ can be defined as

W (q,p) =

(
1

2π

)N ∫
dNyeip·y 〈q− y| ρ̂ |q− y〉 (1.27)

where the integration is over the whole space of the integration variable.

1.3.1 Basic properties

We will proceed to enunciate some of the basic properties of the Wigner distributions,
emphasizing its classical-like features and also its differences with a classical probability
distribution. For simplicity, to have a better understanding of the concept and a lighter
notation, we will work on the single-mode case, but the generalization to the multi-mode
case is straightforward. A detailed treatise on the Wigner function can be found in [28].
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Firstly, from Eq. (1.27) is easy to demonstrate that the Wigner function is real, i.e.
W ∗(q, p) = W (q, p) for hermitian operators ρ̂ and that, as Trρ̂ = 1, it’s normalized, i.e.∫∫

W (q, p)dqdp = 1

Moreover, the marginal distributions give rise to the correct probabilities for position
and momentum, namely ∫

W (q, p)dq = 〈q|ρ̂|q〉∫
W (q, p)dp = 〈p|ρ̂|p〉

These marginal distributions play an important role in quantum state tomography for the
reconstruction of a quantum state [28]. We note that the Wigner function in Eq. (1.27)
involves the density operator ρ̂, but we can generalize it for any operator Ô, which is
not even required to be Hermitian, to obtain a Wigner function WO(q, p). The overlap
formula

Tr(ÂB̂) = 4π

∫∫
WA(q, p)WB(q, p)dqdp

is an useful property8 that permits us to calculate the mean values of an observable when
Â = ρ̂, indeed

〈B̂〉 = Tr(ρ̂B̂) = 4π

∫∫
W (q, p)WB(q, p)dqdp

which reflects the classical rule to calculate expectation values in statistical mechanics
of Eq. (1.26): the Wigner function of the state corresponds to the classical probability
density ρ(qi, pi, t) while the Wigner function of the operator WB(q, p) plays the role of
the function over the phase space f(qi, pi, t) representing the physical quantity we’re
interested in.

Up to this moment the Wigner function seems to behave like a classical probability
distribution. A sign of non-classical behavior emerges by noting that the Wigner function
of a state can have negative regions, as it’s the case for a Fock state with n > 0, clearly
not present in a classical probability distribution, which is always positive. Another
quantum feature is a constraint on the values that a realistic Wigner function may take,
namely

|W (q, p)| ≤ 1

2π
,

a property that has no classical analogue.
Finally, it’s useful to give an idea on how Wigner function change when the system is

subjected to a measurement. Imagine a case in which we have a system with two modes

8We remark that in a multimode generalization we have to add a factor of 2π for each integrated
mode
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and we chose to measure one of them. For a positive-operator valued measure (POVM)9

p(m)ρ̂2,|m〉 = Tr1(ρ̂1,2 |m〉 〈m| ⊗ 1) (1.28)

where p(m) is the probability of obtaining the output m, ρ̂1,2 is the state of the whole
system before the measurement, ρ̂2,|m〉 is the state after system 1 has been measured and
Tr1 denotes a partial trace over system 1In [29]. In the Wigner formalism this can be
translated as

p(m)Wout(q2, p2) = 4π

∫∫
dq1dp1W1,2WPOVM (1.29)

where W1,2 and Wout represent, respectively, the Wigner functions of the system before
and after the measurement on the second mode and WPOVM is the Wigner function of
the POVM operator10.

1.3.2 Examples of Wigner functions

It will be useful to show the plots of theWigner function of the states we will encounter
during this dissertation. The explicit calculation can be found in [28].

For a Fock state |n〉 with a given number of photons, the Wigner function reads

W|n〉 =
(−1)n

2π
e−

q2

2
− p2

2 Ln(q2 + p2)

where Ln(x) is the n-th Laguerre polynomial. The plots are shown in Fig 1.4 for some
values of n and some of them clearly exhibit regions where the Wigner function takes
negative values, behaving as a non-classical probability distribution. The Wigner func-
tion for the vacuum state |0〉 is a Gaussian function, as it can be seen from Fig. 1.4a.

We expect to obtain the Wigner function of a coherent state simply by displacing the
Wigner function of the vacuum by the complex amplitude 2α = (q0 + ip0) in the optical
phase space. Indeed, displacing the vacuum state with the displacement operator defined
in Eq. (1.16) results in the following expression for the Wigner function of a coherent
state, depicted in Fig. 1.5:

W|α〉 =
1

2π
e−

(q−q0)
2

2
− (p−p0)

2

2

9A POVM is the complete set of operators {Em}m. The element Em is defined as Em ≡ M†mMm,
where Mm is a measurement operator acting on a state |Ψ〉 such that the probability of outcome m is
given by p(m) = 〈Ψ|M†mMm|Ψ〉

10For example, if we imagine to measure the momentum m of the first mode via a POVM Πm =
|m〉 〈m|, we get that WPOVM ∝ δ(p1 −m)
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(a) n = 0. (b) n = 1 .

(c) n = 5 . (d) n = 10 .

Figure 1.4: Wigner functions of Fock states states with different number of photons n.
Note that (b), (c) and (d) exhibits negative regions.

Figure 1.5: Wigner function of the coherent state |α〉, with q0 = p0 = 2

Lastly, to obtain the Wigner function of a squeezed vacuum state we will act on the
vacuum state with the squeezing operator defined in Eq. (1.19). The Wigner function
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for the squeezed vacuum reads

W|r〉 =
1

2π
e−

q2

2s
− sp2

2 (1.30)

where we recall that s = e2r, and it is depicted in Fig 1.6.

(a) -3 dB of squeezing in the q quadrature. (b) -6 dB of squeezing in the p quadrature
.

Figure 1.6: Wigner functions of squeezed-vacuum states exhibiting different amounts of
squeezing, respectively in the q quadrature and in the p quadrature. The corresponding
contour plots are depicted in Fig 1.3

1.4 Gaussian states and Gaussian unitaries
There is a particular class of states that plays a central role in quantum optics, that

includes some of the most common states described in Section 1.2, such as the vacuum
state, coherent states and squeezed states: the class of Gaussian states. Even if they are
subjected to many limitations, they are an essential resource for Quantum Information
Processing in CV.

1.4.1 Gaussian states

A Gaussian state by definition is a state whose Wigner function is a normalized
Gaussian distribution that can be written as

W (ξ) =
1

(2π)N
√

detσ
exp

[
−1

2

(
ξ − ξ̄

)T
σ−1

(
ξ − ξ̄

)]
(1.31)

where ξT = (q1, . . . , qN , p1, . . . , pN). With ξ̄ we denote the first statistical moment of the
state, or mean value, which is defined as

ξ̄ = 〈ξ̂〉 = Tr(ξ̂ρ̂)
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while σ is the second statistical moment, the covariance matrix, whose elements are
defined as

σij =
1

2
〈ξ̂iξ̂j + ξ̂j ξ̂i〉 − 〈ξ̂i〉〈ξ̂j〉 (1.32)

and characterize a matrix which is real, symmetric and positive definite. In the case of
a Gaussian state the mean value and the covariance matrix are sufficient to completely
describe the state.

1.4.2 Gaussian Unitaries

According to quantum mechanics, a closed quantum system dynamics is described by
a unitary operator Û acting on a state. When we deal with an open system, i.e. a system
which is coupled to an environment, we allow a more general class of transformations
acting on it.

In the general case, a quantum operation is a completely positive linear map that
acts on an input state ρ̂

E : ρ̂→ ρ̂′

In general, E is a trace-decreasing map, i.e. 0 ≤ Tr[E(ρ̂)] ≤ 1. This includes also
measurements, which are examples of non-trace-preserving maps. A trace preserving
map is called a quantum channel and it is reversible if and only if it’s unitary, so that

ρ̂→ Û ρ̂Û †

holds [29, 30]. A Gaussian unitary is defined as a Gaussian reversible quantum channel,
that transforms Gaussian states into Gaussian states. We will restrict ourselves to these
transformations, avoiding non-Gaussian operations.

Gaussian unitaries are operators of the form Û = e−iĤ where Ĥ is at most quadratic
in the mode operators, namely

Ĥ =
∑
ij

Aij â
†
i âj +Bij â

†
i â
†
j + γiâ

†
i + h.c.

In the Heisenberg picture this translates to a linear unitary Bogoliubov transformation
of the creation and annihilation operators

âk → Û †âkÛ =
∑
j

αjkâj + βjkâ
†
j + γk

â†k → Û †âkÛ
† =

∑
j

α∗jkâ
†
j + β∗jkâj + γ∗k

(1.33)

or in matrix form
Û

(
â
â†

)
Û † =

(
α β
β∗ α∗

)(
â
â†

)
+

(
γ
γ∗

)
(1.34)

where, due to the unitarity of the transformation, and thus to the need to preserve the
commutation relations, the matrices α and β are N × N matrices that satisfy αα† =
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ββ† + 1 and αβT = βαT , which are the defining relations of the complex form of the
group Sp(2N,R), that we will briefly illustrate in the next section. We can write more
compactly Eq. (1.34) as

Û ξ̂(c)Û † = S(c)ξ̂(c) + d(c) (1.35)

where ξ̂(c) = (â, â†)T . On the quadrature operators this transformation translates to

Û ξ̂Û † = Sξ̂ + d (1.36)

where ξ̂ = (q̂1, . . . , q̂N , p̂1, . . . , p̂N)T , d ∈ R2N and S ∈ Sp(2N,R). We will see in the next
subsection how the various terms of Eqs. (1.35) and (1.36) are related.

It is convenient to translate the action of this unitary transformation on the Hilbert
space to a transformation acting on the quantum phase space, whose characteristic quan-
tities are the statistical moments. For a Gaussian unitary

ξ̄ → Sξ̄ + d

σ → SσST

holds. Under a symplectic transformation the Wigner function transforms as

W (ξ)→ W ′(ξ) = W
(
S−1(ξ − d)

)
(1.37)

During this dissertation we will mainly neglect the displacement term d, as we will deal
with states with d = 0.

1.4.3 The real symplectic group in quantum optics

The real symplectic group is defined as

Sp(2N,R) = {S real 2N × 2N matrix |SβST = β}, (1.38)

where β is a fixed 2N × 2N non singular, skew-symmetric matrix, a typical choice being

β =

(
0 1
−1 0

)
.

The importance of this group in quantum mechanics lies on the fact that a linear trans-
formation L acting on the vector ξ̂ of position and momentum operators preserves the
canonical commutation relations if and only if L ∈ Sp(2N,R)11. An extensive description
of the relevant properties of this group that emphasizes its role in the fields of quantum
optics and quantum mechanics can be found in [31].

From the definition (1.38) many interesting properties arise, as

1) Sp(2N,R) has dimension N(2N + 1)

11This holds even for a classical system where the transformation L acts on the canonical variables of
the phase space and Poisson brackets are preserved
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2) β ∈ Sp(2N,R)

3) S ∈ Sp(2N,R) =⇒ detS = +1

4) S ∈ Sp(2N,R) =⇒ S−1, ST ∈ Sp(2N,R)

and if we write S in block-form as

S =

(
A B
C D

)
(1.39)

the definition (1.38) requires

ABT , CDT symmetric
ADT −BCT = 1

(1.40)

to be satisfied, where A,B,C,D are N ×N matrices12.
If instead of working with the quadratures q̂ and p̂ of the field we wish to work with

the creation and annihilation operators, we can define S the complex form of the real
symplectic transformation S, that will act on the vector ξ̂(c) = (â1, . . . , âN , â

†
1, . . . , â

†
N)T

instead of the quadrature vector ξ̂, the two being related by the relation ξ̂(c) = Ωξ̂, where

Ω =

(
1n i1n
1n −i1n

)
, Ω−1 = Ω† =

(
1n i1n
−1n i1n

)
trivially from the relations (1.8) and (1.9). Then, the action of S on ξ̂ is translated in a
transformation S(c) on ξ̂(c) that reads

S(c) = ΩSΩ−1 (1.41)

The unitary subgroup We will introduce a subgroup of Sp(2N,R) that play a central
role in quantum optics and that we will often encounter in the next chapters: the unitary
subgroup, denoted by K(N), of dimension N2. If we decompose a unitary matrix U into
its real and imaginary parts as U = X + iY , we find that the condition for unitarity
(UU † = U †U = 1) translates on the matrices X and Y as XXT + Y Y T = 1 and
XY T = Y XT . These conditions correspond to the conditions (1.40) with A = D = X
and C = −B = Y , such that the block-form symplectic matrix of Eq. (1.39) can be
rewritten as

S =

(
X −Y
Y X

)
(1.42)

that may be recast in its complex form using Eq. (1.41) to get

S(c) =

(
U 0
0 U∗

)
12An equivalent condition requires ATC and BTD to be symmetric and ATD − CTB = 1 to hold
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Comparing with Eq. (1.35) we realize that the symplectic transformation S ∈ K(N)
does not mix the creation and annihilation operators with one another, resulting in
âk →

∑
j Ujkâk and â†k →

∑
j U
∗
jkâ
†
k. These transformations correspond to linear optical

devices, such as beam splitters and phase shifters13.
It’s worth to notice that

K(N) = Sp(2N,R) ∩ SO(2N,R)

where SO(2N,R) is the special orthogonal group of 2N×2N matrices. Since a symplectic
transformation S ∈ K(N) is also orthogonal, it preserves the trace of the covariance
matrix σ, i.e. the mean energy of the system14, and for this reason we may refer to
them as passive transformations, as opposed to active transformations such as squeezing
operations that do not preserve the energy of the system.

Bloch-Messiah decomposition Any element S ∈ Sp(2N,R) can be decomposed
in several ways. In this section we will describe the Bloch-Messiah decomposition (also
known as Euler decomposition), whereby a symplectic transformation can be decomposed
into the product of three factors, namely

S = S(X1, Y1)D(k)S(X2, Y2)

where S(X1, Y1) and S(X2, Y2) belong to the subgroup K(n) ⊂ Sp(2N,R) and D(k) is a
diagonal positive-definite matrix such that D(k) = diag(k1, . . . , kN , k

−1
1 . . . k−1

N ) [31].
A physical interpretation of the Bloch-Messiah decomposition in a quantum optical

framework follows. We saw in Section 1.4.3 how elements of the subgroup K(N) of the
real symplectic group are implemented by linear optical devices, while D(k) may be
identified as a squeezing transformation if we set ki = eri as we may see by recalling
Eq. (1.24). We can draw the following remarkable conclusion: any Gaussian unitary can
be decomposed into a multiport linear inteferometer, followed by a set of single-mode
squeezers and by another multiport linear inteferometer [33].

1.4.4 Homodyne detection

Homodyne detection is an essential part in a quantum optics experiment, as it permits
us to measure the quadratures of the electric field, which is a crucial point if we are
working in a CV framework. In particular, in this Section we will describe the procedure
for balanced homodyne detection, whose scheme is depicted in Fig. 1.7, in the single-mode
case for simplicity.

The balanced homodyne detector employs a 50:50 beam splitter and two photon
detectors in both output arms. In one input port we have the field that we want to

13Some confusion may arise when we talk about linear transformations in quantum optics. Eqs. (1.33)
are mathematically linear, but usually when in quantum optics we talk about linear (optical) transfor-
mations we refer to those transformations generated by linear optical devices. Squeezing is excluded,
being generated by non-linear dielectric media [32]

14The mean energy of the system is proportional to the mean number of photons 〈n〉 = 1
m

∑
k〈â
†
kâk〉 =

Trσ/m− 1, with m number of modes.



21 1.4. Gaussian states and Gaussian unitaries

D3

âin

âL

â1

â2
D4

Figure 1.7: Scheme for balanced homodyne detection. D1 and D4 represent photon
detectors.

measure while in the other we have a strong coherent light beam, the local oscillator,
which is characterized by a negligible deviation from the mean value, namely δaL =
âL − 〈âL〉 � 〈âL〉, where 〈âL〉 = 〈α|âL|α〉 = |αL|eiθ. The balanced homodyne detection
measures the difference between the number of photons detected in the two output ports,
n̂4− n̂3, that will permit us to get information about the quadratures of the field. Being
the beam splitter a Gaussian unitary, its action on the creation and annihilation operators
is carried out by a symplectic transformation, as in Eq. (1.35), whose complex form S(c)

is given by

S
(c)
BS =

1√
2

(
1 −1
1 1

)
and the output operators thus read

â1 =
âin − âL√

2
, â2 =

âin + âL√
2

The difference between the number of photons detected in the two output ports reads

n̂2 − n̂1 = â†2â2 − â†1â1 = â†inâL + â†Lâin

and since we assumed that the quantum fluctuations of the local oscillator were negligible
we can replace âL with its mean value and obtain

n̂2 − n̂1 = |αL|(â†ineiθ + âine
−iθ) = |αL|q̂θin

where the last equality is obtained by remembering the definition of the rotated quadra-
tures given in Eqs. (1.23) and (1.22). With balanced homodyne detection we can thus
measure the quadrature q̂θ, where the angle θ is the phase of the local oscillator and can
be adjusted experimentally.



Chapter 1. Quantum Light 22



Chapter 2

CV quantum information

Nowadays, we follow mostly two different approaches for the encoding of quantum
information: one exploits discrete variables (DV), mainly belonging to a two dimensional
space (qubits)1 [29, 30], while the other one is a continuous variables (CV) approach
that employs variables with a continuous spectrum of values (qumodes) [10]. During
this section we will recall the basics of DV information theory and we will establish the
correspondence with CV information theory.

2.1 From DV quantum Information to CV quantum
information

A qubit is a quantum state belonging to a two-dimensional Hilbert space that can be
defined as

|ψ〉 = cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉

where (θ, φ) ∈ R2 and where we can identify the two basis vectors {|0〉 , |1〉} as the
computational basis of the space, that can be written in matrix notation as

|0〉 =

(
0
1

)
, |1〉 =

(
1
0

)
Such a state can be represented in the so-called Bloch sphere, depicted in Figure 2.1,
where the north and south pole are identified with the computational basis states |0〉 and
|1〉 respectively and where opposite points on the Bloch Sphere correspond to orthogonal
states.

1We mention that the qubits approach is not the only approach on discrete variables, as we may use
a d-dimensional space (qudits)

23
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Figure 2.1: Bloch sphere

We can alternatively define the conjugate basis {|+〉 , |−〉}, where

|+〉 =
1√
2

(|0〉+ |1〉) (2.1)

|−〉 =
1√
2

(|0〉 − |1〉)

We call quantum gate a linear unitary transformation on a quantum state. In the DV
formalism a single-qubit quantum gate corresponds to a rotation in the Bloch Sphere
multiplied for a phase and it can be represented by a 2 × 2 matrix. For example the
Hadamard gate is defined as

H =
1√
2

(
1 1
1 −1

)
We note that the Hadamard gate maps the computational basis in the conjugate basis
and viceversa.

Qubits can be implemented in various ways, with different physical supports. For
example we may encode a qubit of quantum information in the spin of an electron or
of a nucleus. Optical implementation of the qubit consider different implementation for
the qubit degree of freedom, such as photon number, polarization and orbital angular
momentum (OAM) states of the photon [34].

In continuous variables the qubit is replaced by a qumode and the analogue of the
computational basis vectors are the orthogonal states |s〉q, such that q̂ |s〉q = s |s〉q2,
while the conjugate basis is given by |s〉p, which satisfies p̂ |s〉p = s |s〉p. The two basis
are complete and normalized such that∫ +∞

−∞
ds |s〉q 〈s|q =

∫ +∞

−∞
ds |s〉p 〈s|p = 1

p〈s|r〉p = q〈s|r〉q = δ(r − s)
2This notation is different from the usual one where q̂ |q〉 = s |q〉 and it will allow us to write the

equations in a more compact form
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and the basis change is given by

|s〉p =

∫ +∞

−∞
dr |r〉q q〈r|s〉p =

1√
2π

∫ +∞

−∞
dreirs |r〉q

In this notation we may write
F̂ |s〉q = |s〉p

where F̂ =
∫
dr |r〉p q〈r|. We also have that F̂ † |s〉p = |s〉q. Moreover, from the fact that

p 〈s|r〉q = q 〈r| − s〉p, we may conclude that F † |s〉q = |−s〉p (and F |s〉p = |−s〉q). The
unitary operator F̂ is the analogous of the Hadamard gate in the DV formalism, as it is
used to map the position basis into the momentum basis and viceversa.

During the present dissertation we will use mainly the CV formalism, identifying our
CV variables as the quadratures of the electromagnetic field.

2.2 Entanglement and the EPR state

Entanglement is a fascinating quantum phenomenon with no classical analogue that
has been and is intensively studied by physicists all over the world and gives rise to
many interesting applications, such as quantum teleportation and quantum computation.
During our studies as physicists, we usually get familiar with entanglement in the DV
formalism, in the form of the Bell states, for example

|φ+〉 =
1√
2

(|00〉+ |11〉)

However, historically, the concept of quantum entanglement was introduced in contin-
uous variables in the so-called “EPR paper” by Einstein, Podolsky and Rosen [1], who
presented a CV entangled state known as EPR state. In this section we will introduce
the concept of CV entanglement.

2.2.1 The EPR paradox

With the paper “Can Quantum-Mechanical Description of Physical Reality Be Con-
sidered Complete?”, Einstein, Podolsky and Rosen questioned the completeness of quan-
tum mechanics, under the assumption of the validity of local realism. Local realism is
the combination of the principle of locality, that forbids any instantaneous “action at a
distance”, and the principle of realism, that is formulated in the EPR in the following
way:

If, without in any way disturbing a system, we can predict with certainty
the value of a physical quantity, then there exist an element of physical reality
corresponding to this quantity.
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To show the inconsistency between local realism and quantum mechanics, Einstein,
Podolsky and Rosen presented a system of two distant particles characterized by the
following unnormalized wavefunction in the position representation

ψ(q1, q2) = δ(q1 − q2 − q0)

In the momentum representation the same state reads

ψ̃(p1, p2) = δ(p1 + p2)

Measuring the position observable q̂1 of the first particle, it can be predicted with cer-
tainty that a measurement of the position of the second particle will give q1 + q0 as a
result. Equivalently, measuring p̂1 will lead to the value −p1 for the momentum of the
second particle. Since these values are predicted “without disturbing the system” we con-
clude that both the position and the momentum of the second particle, that correspond
to two non-commuting observables, are elements of physical reality. Assuming local re-
alism, we are obliged to conclude that the measurement outcomes are deterministic, and
they appear probabilistic because due to lack of knowledge of some degrees of freedom.
Local hidden variable theories were formulated to make the features of the EPR pair
consistent with local realism.

John Bell in 1964 [2] mathematically demonstrated that local realism leads to the
celebrated Bell’s inequality that is violated by the quantum-mechanical predictions for
an EPR experiment involving several measurement settings. The violation of Bell’s
inequality means that the correlations among the two particles of the EPR pair cannot
be regarded as classical correlations and the two particles cannot be thought as separated
particles: they are entangled [4, 35].

2.2.2 Bipartite entanglement

Bipartite entanglement, i.e. the entanglement shared by two systems, is the first
type of entanglement that has been investigated and it’s relatively easy to characterize
for pure states. A pure state |ψ〉 ∈ HA⊗HB is called separable if it can be expressed as
the direct product of pure states belonging to HA and HB, i.e. as

|ψ〉 = |φ〉A ⊗ |χ〉B (2.2)

otherwise it’s entangled. If we are provided with a separable state of the form (2.2) and
we compute the reduced density operator for a subsystem, performing a partial trace of
the density operator of the combined system over the other subsystem, we obtain density
operator of pure states, ρ̂A = |φ〉 〈φ| and ρ̂B = |χ〉 〈χ| respectively for systems A and B.
This is no longer true when the state |ψ〉 is an entangled state. To show this it is useful
to introduce the Schmidt decomposition, according to which a bipartite pure state can
be expressed in the form

|ψ〉AB =
∑
i

|ui〉A |vi〉B (2.3)
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where {ui}i∈N and {vi}i∈N are respectively two orthonormal basis of HA and HB and ci
are real and non negative numbers such that

∑
i ci = 1. We define the Schmidt number

as the number of terms in the Schmidt decomposition (2.3) and recalling Eq. (2.2) it is
evident that a separable state has a Schmidt number equal to one, while an entangled
state has a Schmidt number greater than one.

A state of two d-dimensional systems is maximally entangled when all its Schmidt
coefficients are non-zero and equal, i.e.

|ψ〉AB =
1√
d

d∑
i=1

|ui〉A |vi〉B

Performing a partial trace on one of the two subsystems, leaves the other in a maximally
mixed state. As an example, we may trace out system B, and the reduced density
operator for system A reads

ρ̂A = TrB (|ψ〉 〈ψ|) =
1

d
1

Entanglement destroys the coherence of the individual subsystem. This means we cannot
observe quantum interference locally, only measuring the subsystem A, and the quantum
effects are transferred to the system as a whole [30].

It’s important to identify a criterion to establish if a CV system is entangled or not.
It can be shown [36] that in the infinite dimensional limit, the violation of a lower bound,
determined by the uncertainty relation, is a sufficient condition for the inseparability of
the state. Considering the EPR operators q̂1 − q̂2 and p̂1 + p̂2, for any separable CV
quantum state the following inequality holds

∆2(q1 − q2) + ∆2(p1 + p2) ≥ 4

A state that violates this condition is an entangled state.

2.2.3 Bipartite entanglement: the two-mode squeezed vacuum

The EPR state described in Section 2.2.1 can be approximated by a two-mode squeezed
vacuum state, of which the EPR state constitutes a limiting case [37]. The two-mode
squeezed vacuum state (TMSV) is generated by acting on the vacuum with the two-mode
squeezing operator

Ŝ2(ζ) = exp
[
−ζâ1â2 + ζ∗â†1â

†
2

]
where ζ = re2iθ. Assuming θ = 0 for simplicity and recalling that the creation and anni-
hilation operators for different modes of the field commute, we find that he corresponding
transformation of the annihilation operators in the Heisenberg picture is

â1(r) = â
(0)
1 cosh r + â

(0)†
2 sinh r

â2(r) = â
(0)
2 cosh r + â

(0)†
1 sinh r
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where the superscript “0” denotes vacuum modes. The two-mode vacuum state generated
by the action of the operator Ŝ2(ζ) on the vacuum, can be physically implemented by a
non-degenerate parametric down conversion process [38]. Equivalently, it can be realized
by using single-mode squeezed states and combining them by linear optics, as shown in
Fig. 2.2 [10].

Figure 2.2: Generation of a two-mode squeezed state by sending two single-mode
squeezed states into the input ports of a 50:50 beam splitter.

We start from two single-mode squeezed states, one squeezed in the momentum
quadrature and the other one squeezed in the position quadrature and we mix them
with a 50:50 beam splitter, whose transformation in the quadrature representation is
given by

SBS =


1√
2

1√
2

0 0
1√
2
− 1√

2
0 0

0 0 1√
2

1√
2

0 0 1√
2
− 1√

2


The quadratures of the resulting state are ξ̂out = SBS ξ̂in, where ξ̂out = (q̂1, q̂2, p̂1, p̂2)T

and ξ̂in = (q̂s1, q̂
s
2, p̂

s
1, p̂

s
2)T , where with the superscript “s” we denote the quadrature of a

squeezed state and by recalling Eq. (1.24) we get

q̂1 = (e+rq̂
(0)
1 + e−rq̂

(0)
2 )/
√

2

q̂2 = (e+rq̂
(0)
1 − e−rq̂(0)

2 )/
√

2

p̂1 = (e−rp̂
(0)
1 + e+rp̂

(0)
2 )/
√

2

p̂2 = (e−rp̂
(0)
1 − e+rp̂

(0)
2 )/
√

2

(2.4)

While the factor er pushes the variances of the single quadratures to infinity as r
increases, we note that

q̂1 − q̂2 =
√

2e−rq̂
(0)
2

p̂1 + p̂2 =
√

2e−rp̂
(0)
1



29 2.2. Entanglement and the EPR state

such that

∆2(q̂1 − q̂2) = 2e−2r∆2q̂
(0)
2 = 2e−2r (2.5)

∆2(p̂1 + p̂2) = 2e−2r∆2p̂
(0)
1 = 2e−2r (2.6)

i.e. as r →∞ the noise of the relative position and of the sum of the momenta decreases
and we retrieve the behavior of an ideal EPR state.

A more general description of the state is given by the Wigner function. As the
state is a Gaussian state, the Wigner function is derived from the covariance matrix as
shown in Eq. (1.31). From Eqs. (2.5) and (2.6) and calculating as well ∆2(q̂1 + q̂2) =
∆2(p̂1 − p̂2) = 2e2r we are able to write the Wigner function for the two-mode squeezed
vacuum as

WEPR(q, p) =
1

4π2
exp

{
− [(q1 + q2)2 + (p1 − p2)2]

4e2r

− [(q1 − q2)2 + (p1 + p2)2]

4e−2r

} (2.7)

which is plotted in Figure 2.3. It can be shown that the TMSV state exhibit correlations

(a) 3D plot. (b) Contour plot.

Figure 2.3: Plot of the section p1 = p2 = 0 of the Wigner function for the EPR state for
the squeezing values {-10, +10} dB which shows the correlation of the quadratures q1

and q2.

not only in position and momentum, but also in photon number. Indeed, in the Fock
basis, the TMSV is written as3

Ŝ2(r) |00〉 =
1

cosh r

∞∑
n=0

(tanh r)n |n〉 |n〉

3To obtain this result we use the disentangling theorem for SU(1,1) Lie Algebra [39]
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which shows that the TMSV state can be written as a superposition of states with the
same photon number [40].

2.3 Quantum teleportation

Entangled states are a useful resource for quantum communication, that allows us to
exceed the limits of the classical world. Via quantum teleportation we are able to send a
quantum state by using two bits of classical information (sent using a classical channel)
and a quantum channel (an EPR state). Quantum teleportation has been proposed and
realized in DV [41–43] and then translated and implemented in the CV regime [44, 45].
In this section we will concentrate on quantum teleportation with continuous variables.

2.3.1 Quantum teleportation in the Heisenberg representation

Suppose that Alice and Bob share an EPR state. Alice is then given an unknown
quantum state |φ〉in that has to be sent to Bob. In order for this quantum teleportation
process to be successful, we have to beat the classical scheme4. Alice combines her mode
of the EPR state (mode 1) with the input state |φ〉in on a 50:50 beamsplitter, such that
in the Heisenberg representation we obtain

q̂− =
1√
2
q̂in −

1√
2
q̂1, q̂+ =

1√
2
q̂in +

1√
2
q̂1

p̂− =
1√
2
p̂in −

1√
2
p̂1, p̂+ =

1√
2
p̂in +

1√
2
p̂1

and Bob’s quadratures can be written as

q̂2 = q̂in − (q̂1 − q̂2)−
√

2q̂− (2.8)

p̂2 = p̂in + (p̂1 + p̂2)−
√

2p̂+ (2.9)

where the relative position (q̂1− q̂2) and the total momentum (p̂1 + p̂2) of the EPR state,
that vanish in the limit of infinite squeezing, in the general case of finite squeezing can
be obtained by Eqs. (2.4). Eqs. (2.8) and (2.9) can thus be rewritten as

q̂2 = q̂in −
√

2e−rq̂
(0)
2 −

√
2q̂−

p̂2 = p̂in +
√

2e−rp̂
(0)
1 −

√
2p̂+

Alice performs a homodyne detection on the quadratures q̂− and p̂+ and she sends the
measurement results to Bob, who can displace his mode accordingly, obtaining, for a
unitary gain,

q̂tel = q̂in −
√

2e−rq̂
(0)
2

p̂tel = p̂in +
√

2e−rp̂
(0)
1

(2.10)
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Figure 2.4: Schema of the CV teleportation protocol. Alice to Bob exploit an EPR state
and a classical communication channel to teleport an unknown quantum state ρ̂. The
teleportation is achieved by classically communicating the results of Alice’s homodyne
measurements to Bob, who will displace his quadratures accordingly [47].

The whole procedure of the CV teleportation is schematized in Fig. 2.4.
From (2.10) we immediately see that in the case of infinite squeezing r → ∞ the

input state is perfectly teleported. In the case of finite squeezing we have to add noise
to the variance of the output state:

∆2qtel = ∆2qin + 2e−2r∆2q̂
(0)
2 = ∆2qin + 2e−2r (2.11)

∆2ptel = ∆2pin + 2e−2r∆2p̂
(0)
1 = ∆2pin + 2e−2r (2.12)

It’s interesting to note that in the classical case (i.e. no entanglement, which corresponds
to the condition r = 0) we get

∆2qtel = ∆2qin + ∆2q̂(0)

∆2ptel = ∆2pin + ∆2p̂(0)

so we have to add two units of vacuum noise to the quadratures of the teleported state.
These are called quduties, duties to pay every time we cross the border between the
quantum and the classical world. One is paid when Alice performs a heterodyne detection
(simultaneous measure) of qin and pin and the other one is paid when Bob uses this
information to construct the teleported state [44].

2.3.2 Quantum teleportation in the Wigner representation

In the previous section we presented the CV teleportation protocol using the Heisen-
berg representation. However, it is useful to introduce CV teleportation also using the

4The classical scheme sets the best average fidelity obtainable for the classical teleportation of a
coherent state to Fclass = 1/2 [46], as explained in Section 2.3.3
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Wigner representation, as it was originally introduced in [44]. The teleportation pro-
cedure is the same that has been explained in Section 2.3.1, where Alice and Bob are
provided with an EPR pair described by the Wigner function of Eq. (2.7) and Alice is
provided with an unknown input state described by Win(αin), with αin = (qin + ipin)/2.
The Wigner function of the composite system after the beam splitter operation performed
on the input mode and on Alice mode 1 can be written as5

W (q+, q−, q2, p+, p−, p2) = Win

(
q+ + q−√

2
,
p+ + p−√

2

)
WEPR

(
q+ + q−√

2
, q2,

p+ + p−√
2

, p2

)
=

∫
dqindpinWin(qin, pin)WEPR

(
q+ + q−√

2
, q2,

p+ + p−√
2

, p2

)
×

×δ
(
q+ + q−√

2
− qin

)
δ

(
p+ + p−√

2
− pin

)
Re-expressing the two deltas as

δ

(
q+ + q−√

2
− qin

)
= δ

(
q+ − (

√
2qin − q−)

)
δ

(
p+ + p−√

2
− pin

)
= δ

(
p− − (

√
2pin − p+)

)
and knowing that Alice’s homodyne detection on q− and p+ is carried out by integrating
out q+ and p− we obtain the resulting Wigner function

W (q−, q2, p+, p2) =

∫
dq+dp−W (q+, q−, q2, p+, p−, p2) =

∫
dqindpinWin(qin, pin)×

×WEPR(qin −
√

2q−, q2,
√

2p+ − pin, p2)

Bob displacement transformations q′2 = q2 +
√

2q− and p′2 = p2 +
√

2p+ are implemented
by rewriting the Wigner function with the quadratures transformed with the inverse
symplectic transformation as explained in Eq. (1.37) and we obtain

W (q−, q
′
2, p+, p

′
2) =

∫
dqindpinWin(qin, pin)×

×WEPR(qin −
√

2q−, q
′
2 −
√

2q−,
√

2p+ − pin, p′2 −
√

2p+)

By recalling Eq. (2.7) we may now explicitly write WEPR as

WEPR =
1

4π2
exp

[
−(qin + q′2 − 2

√
2q−)2 + (2

√
2p+ − pin − p′2)2

4e2r

−(qin − q′2)2 + (p′2 − pin)2

4e−2r

]
5We note that the beam splitter is a linear optical operation, i.e. a symplectic transformation of the

quadratures, and we recall Eq. (1.37)
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where we omitted the argument of WEPR for brevity. The integration over q− and p+

gives a factor of e2rπ/2 leading us to the Wigner function of the teleported state

Wtel(q
′
2, p
′
2) =

1

8πe−2r

∫
dqindpinWin(qin, pin)e−

(qin−q′2)
2+(pin−p′2)

2

4e−2r

from which is evident that, up to normalization6, the Wigner function of the teleported
state can be expressed as

Wtel = Win ∗Gσ (2.13)

i.e. as the convolution of the input Wigner function with a Gaussian function of width
σq = σp = 2e−2r. The convolution operation adds thus 2e−2r units of noise to each
quadrature, which is consistent with what we showed in Eqs. (2.11) and (2.12) in the
Heisenberg representation.

2.3.3 Fidelity

Quantum teleportation is a tricky issue: it’s not only about the results of measure-
ment of the quadratures, there’s so much more to it. We can have, for example, two
orthogonal states |ψ+〉 and |ψ−〉 that give rise to the same q and p statistics. Suppose
that Alice sends the |ψ+〉 state and Bob receives the |ψ−〉 state. If we rely only on the
q and p measurements to evaluate the faithfulness of a teleportation protocol we may
conclude that the teleportation was successful. But the overlap of the two states tells a
different story, showing that the two states are indeed as different as they may possibly
be. It is useful then to define the “similarity” between the input state and the output
state of a teleportation protocol by the fidelity

F = 〈ψin|ρ̂out|ψin〉

When we teleport a quantum state with a given experimental setting we cannot expect
our state to be perfectly teleported. The first CV teleportation experiment using optical
modes was carried out by Furusawa et al., who in [45] managed to teleport an optical
coherent state using a two-mode squeezed state, achieving a fidelity Fexp = 0.58± 0.02.
It is then natural to ask ourselves which criteria we should apply to conclude that our
state has been successfully teleported in the laboratory.

In general, it’s possible to achieve a non zero fidelity even without using entangle-
ment, i.e. by a cheating Alice and Bob, if they have some knowledge about the set of
the input states, which is managed by a third part, Victor. For example, if the set S
of all the possible input states consists of given orthogonal states, then Alice may per-
form a measurement of a suitable observable O whose eigenstates coincide with Victor’s
orthogonal set. Then, after reading her measurement, she will know everything about
the input state and she will send this (classical) information to Bob, who will prepare a
state identical to the input state. So there is no way to know if Alice and Bob have used
or not the entanglement if S consists of orthogonal states.

6To normalize we have to multiply by a factor 2
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In constructing this theory we assume that Alice and Bob actually know the set S
used by Victor, but they have no knowledge of the state Victor chose from this set. It
is straightforward to define an average fidelity which is calculated over all the possible
input states

Fav =

∫
S
P (|ψin〉)Fd |ψin〉

and it serves as a "test" for the quantum protocol to see if Alice and Bob are cheating.
If S consists of every normalized vector in a Hilbert space of dimension d with a

uniform probability distribution then we get

Fav =
2

d+ 1

If we are not constrained by the dimension, so our quantum state is completely unknown,
we should work in the limit d→∞. But a reasonable assumption is that Victor creates
optical single mode coherent states |α〉 with a Gaussian distribution centered on the
vacuum state. It can be shown [46] that in the limit of an infinite variance of the
Gaussian distribution, i.e. in the limit of an uniform distribution, if Alice and Bob are
cheating they can get at most

Fav =
1

2

which is the upper bond for a classical teleportation. If, teleporting our quantum state,
we achieve F > Fav = 1/2 we may conclude that we had to use an entanglement-based
teleportation scheme to teleport our state.

2.3.4 The Q-function

To calculate the fidelity of a teleportation protocol involving coherent states it is
useful to introduce another quasiprobability function: the Husimi Q distribution or Q-
function [48]. The Q-function can be obtained by smoothening the Wigner function,
convolving it with a Gaussian distribution with vacuum width

Q(q, p) =
1

2π

∫∫
dq′dp′W (q′, p′)e−

(q−q′)2
2
− (p−p′)2

2

and recalling the expression 1.3.2 for the Wigner function of a coherent state and the
overlap formula 1.3.1 we obtain7

Q(α, α∗) =
1

π
〈α|ρ̂|α〉

where α = (q + ip)/2. The Q-function gives us the probability to find ρ̂ in the state
|α〉 [28].

7Note that Q(α, α∗) = 4Q(q, p)
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Having introduced this quasi-probability distribution, the calculation of the fidelity
for the teleportation of coherent states, and for coherent states only, is extremely simpli-
fied, as F = 〈αin|ρ̂tel|αin〉, where |αin〉 is the input coherent state and ρ̂tel is the teleported
state, can be expressed as8

F = πQtel(αin) (2.14)

Note that Qtel(αin) is the Q-function of the teleported state but it’s evaluated on the
input variables qin, pin.

We can calculate the Q-function of the teleported state from its Wigner functionWtel,
which is simply the Wigner function of the input state Win convolved with vacuum,
as explained in Section 2.3.2, that can be experimentally reconstructed via quantum
state tomography. We remark that Wtel is a Gaussian function when the input state
is a Gaussian function, because it’s the convolution of the Wigner at the input with
a Gaussian. We see from the transformation of the quadratures that the mean of the
teleported state is µtel = αtel = αin and the variances are as well calculated from the
relations and we obtain σq,tel, σp,tel where σq,tel = σq,tel + σ0 = σq,in + 1. To obtain the
Q-function we have to convolute a vacuum Gaussian with such a Wigner function and
this adds vacuum noise to σq,tel. We obtain a bipartite Gaussian function

Qtel(q, p) =
1

2π
√
σqσp

exp

[
−(q − qin)2

2σq
− (p− pin)2

2σp

]
where σq = σ0 + σq,tel = ∆2q0 + ∆2qtel and σp = σ0 + σp,tel = ∆2p0 + ∆2ptel. Evaluating
Qtel(q, p) in (qin, pin), as requested by Eq. (2.14), we get

F =
2

√
σqσp

(2.15)

Recalling Eqs. (2.11) and (2.12) and noting that considering a coherent state as an input
we have that the input variances are equal to vacuum variances, we get

σq = 2∆2q0 + 2e−2r = 2 + 2e−2r

σp = 2∆2p0 + 2e−2r = 2 + 2e−2r

If we don’t use entanglement as a resource, i.e. r = 0, we see from Eq. (2.15) that
F = Fav = 1/2. For any value r > 0 we obtain a fidelity F > Fav = 1/2, beating the
classical scheme.

2.4 One Way Quantum Computation
Quantum computing employs the rules of the quantum realm to carry out compu-

tations, allowing for a faster resolution of specific problems with respect to classical
computing. A well-known example consists in the integer factorization resolution, for

8Or equivalently as F = 4πQtel(qin, pin)
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which the most efficient classical algorithm works in sub-exponential time, while with
Shor’s quantum algorithm the solution would be found in a polynomial time [49]. More-
over, Quantum Computers would enable quantum simulation, as the simulation of a large
quantum mechanical system is not achievable by the means of a classical computer, as
the time scales exponentially with the size of the system.

Many models of quantum computation have been presented. One of the most pop-
ular is the quantum circuit model, analogous to the classical model of computation: a
series of one and two-qubits (or qumodes) quantum gates are applied to n input states
resulting in a final output state [29]. If we are provided with a universal set of quantum
gates we can implement any desired unitary operation on the input state by combining
the elementary gates. Differently the quantum circuit model, which is based on uni-
tary evolution and which employs destructive measurements only as the final step of the
computation process, Measurement Based Quantum Computing (MBQC) models em-
ploys measurements to carry out the computation [50]; this is the case of the generalized
quantum teleportation [51, 52] and of the one-way quantum computing (1WQC) [53].

We will concentrate on the one-way quantum computing model, which involves a
series of measurements and feed-forward operations performed on a particular entangled
state, a cluster state.

2.4.1 Quantum Gates and Universality

Both in DV and in CV, universality is attainable with a finite set of quantum gates,
making it possible to implement any given operation on an input state. For example,
a set consisting of displacement operations, squeezing operations, the Fourier transform
and a CZ gate permits us to apply any desired multi-mode Gaussian operation. Adding
any kind of non-Gaussian operation (for example a cubic phase gate) allows us to attain
universality [54, 55].

Quadrature displacements can be both in momentum and in position. We will identify
as Z(s) = eisq̂ a displacement by s in momentum and as X(s) = e−isp̂ a displacement by
s in position, so that

X(s) |r〉q = |r + s〉q (2.16)

Z(s) |r〉p = |r + s〉p (2.17)

In the Heienberg picture this translates as(
q̂
p̂

)
X(s)−−→

(
q̂
p̂

)
+

(
0
s

)
(
q̂
p̂

)
Z(s)−−→

(
q̂
p̂

)
+

(
s
0

)
Note that the conjugate basis vectors are eigenstates of the X(s) operator, and the same
can be said for Z(s) with respect to the position basis vector9.

9This is analogous to the DV case where the {|+〉 , |−〉} basis vectors are eigenstates of X and the
{|0〉 , |1〉} basis vectors are eigenstates of Z.
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A two-qumode gate which is a good theoretical candidate10, to represent the interac-
tion between modes in an universal gate set, as mentioned above, is the CZ gate, which
is responsible for entangling two qumodes. The CZ operator reads CZ = eiq̂⊗q̂ and in
a quantum circuit it’s represented, as in the DV formalism, as a vertical line connect-
ing two qumodes. To show its action on two quantum states, it’s sufficient to recall
Eqs. (2.16) and (2.17) of the displacement operators and to proceed step by step. We
will label with 1 and 2 respectively the first and the second qumode, such that q̂1 and q̂2

act respectively on the first and second mode. In the Schroedinger picture the CZ gate
acts as

eiq̂1⊗q̂2(|s〉1,q ⊗ |r〉2,p) = eisq̂2(|s〉1,q ⊗ |r〉2,p) = (|s〉1,q ⊗ |r + s〉2,p) (2.18)

where to get the first equality we used the fact that |s〉1,q is an eigenstate of q̂1 with
eigenvalue s and that eisq̂2 is a momentum displacement operator for the second mode.
This translates in the Heisenberg picture as

C†Z p̂iCZ = e−iq̂i⊗q̂j p̂ie
iq̂i⊗q̂j = p̂i + q̂j (2.19)

C†Z q̂iCZ = e−iq̂i⊗q̂j q̂ie
iq̂i⊗q̂j = q̂i (2.20)

We will now show how these gates will be used to propagate and manipulate quantum
information [55, 56].

2.4.2 Teleportation gate

The most elementary component for One-Way Quantum Computing is the telepor-
tation gate, shown in Fig. 2.5. In the DV case a generic state |ψ〉 expanded in the

Figure 2.5: Circuital representation of the teleportation gate [56].

computational basis is entangled with the conjugate basis state |+〉 via CZ gate11. The
analogous case in CV is applying the CZ to a generic |ψ〉, expanded in the position basis,
and to the conjugate basis vector |0〉p. Our input state is thus in the form

|ψ〉1 |0〉2,p =

∫
dsψ(s) |s〉1,q |0〉2,p

10As we will mention later, the CZ gate is a good theoretical tool, as it permits simple calculations,
but is difficult to implement experimentally. Another possibility to attain universality is a beam splitter
interaction.

11A state |ψ〉 = α |0〉 + β |1〉 is entangled via CZ gate with a state |+〉. The state after the gate is
|ψ〉 |+〉 → α |+〉 |0〉 + β |−〉 |1〉 ≡ 1√

2
(|+〉 ⊗ H |ψ〉 + |−〉 ⊗ XH |ψ〉) so that measuring in the conjugate

basis {|+〉 , |−〉} the first qubit we know that the second qubit is XmH |ψ〉, where m is the result of the
measure of the first qubit (m = 0 if we got |+〉 and m = 1 if we got |−〉) [57].
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where ψ(s) = 1,q 〈s|ψ〉 and after the entanglement operation, whose action on the input
states is given by Eq. (2.18) , we obtain

CZ(|ψ〉1 |0〉2,p) =

∫
dsψ(s) |s〉1,q |s〉2,p

We now measure the first mode in the momentum basis p, obtaining the output m. Thus
the state of the second mode collapses as

|ψ〉out ∝ 1,p 〈m|
∫
dsψ(s) |s〉1,q |s〉2,p ∝

∫
dsψ(s)e−ims |s〉p

where in the end we neglected the label of the second mode and we neglected normaliza-
tion constants. Given the fact that e−ims is an eigenvalue of the X(m) = e−imp̂ operator
acting on the eigenstate |s〉p, we may rewrite the output state of the second mode as

|ψ〉out = e−imp̂
∫
dsψ(s) |s〉p = X(m)

∫
dsψ(s) |s〉p

Now we recall that ψ(s) were the coefficient of the expansion of the input state |ψ〉 in
the momentum basis. We can easily switch basis using the Fourier operator such that
|s〉p = F |s〉q and

|ψ〉out = X(m)F

∫
dsψ(s) |s〉q = X(m)F |ψ〉

which is the normalized output state that results from the teleportation circuit. The
effect of the teleportation gate is then to teleport the input state modulo a Fourier
transformation and a quadrature displacement that depends on the measurement out-
come.

2.4.3 Universal Quantum Computation

Given an operator Dq̂ = eif(q̂), diagonal in the computational basis state, a trans-
formed input state Dq̂ |ψ〉 will obviously have the output X(m)FDq̂ |ψ〉. Being the
operator Dq̂ a function only of the momentum operator, it commutes with the CZ gate,
so that circuitwise, starting from an input state |ψ〉, the unitary operation Dq̂ can also
be implemented after the entanglement. The action of the unitary operator Dq̂ followed
by a momentum measurement is equivalent to measuring the first mode in the rotated
basis p̂f(q̂) = D†p̂D, so that the circuit of Fig 2.6 gives the desired output.

Figure 2.6: Circuital representation for the implementation of Dq̂ on an input state [56].

It is to stress out that the operator Dq̂ doesn’t represent an observable, as it’s unitary
and not self-adjoint, but being a function of the observable q̂, it evolves accordingly to
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q̂ when other unitary transformations take place12. Evolving the ket with the transfor-
mation X(m) followed by Dq̂ = f(q̂) corresponds in the Heisenberg picture to evolving
Dq̂ according to X(m)†Dq̂X(m) = X(m)†f(q̂)X(m) = f(X(m)†q̂X(m)) = f(q̂ + m) =
Dq̂+m. By taking advantage of the above considerations, we note that, for example

Dq̂X(m) = X(m)Dq̂+m

Dq̂F = FD−p̂

and by using these relations we may implement the desired unitary transformation on the
input state |ψ〉, by choosing a suitable measurement basis, as we are about to explain.

Let’s imagine that we have another ancilla state |0〉p (mode 3) entangled with the
first ancilla (mode 2) of Fig. 2.6 and that we measure the first two qumodes in the basis
p̂f(q̂) = D†q̂p̂Dq̂, obtaining the outcomes m1 and m2 for the two measurements. The
output state will be

|ψ〉out = X(m2)FDq̂X(m1)FDq̂ |ψ〉 = X(m2)FX(m1)Dq̂+m1FDq̂ |ψ〉
= Xm2FXm1FD−p̂+m1Dq̂ |ψ〉

so we see that, up to a Gaussian operation Xm2FXm1F , we perform the unitary opera-
tions D−p̂+m1Dq̂ on the input state |ψ〉. We see that by choosing a different measurement
basis for the second mode we can get different results. For example by choosing the mea-
surement basis p̂f(−q̂−m1), dependent of the measurement outcome, for the second mode
and following the same steps, we obtain the result

|ψ〉out = Xm2FXm1FDp̂Dq̂ |ψ〉

We may then conclude that being able to adapt our measurement according to the
previous measurement results allows us to deterministically implement any given single-
mode unitary transformation, modulo a measurement dependent Gaussian operation.

Adding nodes, i.e. entangling sequentially more momentum eigenstates to the circuit,
allows us to propagate the computation via homodyne detection in a suitable basis down
this linear entangled state that we can identify as a “quantum wire”. The creation of a link
of entanglement between two nodes belonging to different wires permits us to implement
any multi-mode operation via single-mode measurements. Universal computation is thus
attainable if we are able to prepare a highly entangled state with the required shape to
implement the desired multi-mode operation. We will call this state a cluster state.

12In general, if we have a self-adjoint operator Â and a unitary operator Û , it can be demonstrated
that Ûf(Â)Û† = f(Û ÂÛ†).
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Chapter 3

Cluster states

Cluster states have been introduced for the first time in discrete variables (DV) as a
special class of multipartite entangled states which can be depicted as a graphG = (V,E),
where V denotes a set of vertices and E a set of edges. Physically, we identify the vertices
as qubits and the edges as entanglement connections among them. A distinctive feature
of cluster states is a large persistency of entanglement [53, 58], i.e. the fact that they
are difficult to disentangle: the measure of at least half of the qubits is required to
completely disentangle the state. We may refer to them also as graph states1 [59], a term
that reflects the fact that cluster states may be represented by a graph.

In DV to prepare a cluster state described by a graph G we adopt the following
procedure:

1. We prepare each qubit in the |+〉 state, as defined in Eq. (2.1)

2. We apply a CZ gate2 to qubits that are connected by an edge in G

Such graph states have been originally introduced to be used as a substrate for one-
way quantum computing [53], but they can also be considered as a general paradigm of
multipartite entangled resources for quantum communication protocols.

During this dissertation we will investigate cluster states with different topologies:
regular clusters, usually considered as a physical support for MBQC, and complex clus-
ters, the quantum equivalent of the classical complex networks used in classical commu-
nication, that we want to use as a tool for Quantum Communication protocols.

1In the beginning cluster states were introduced as graph states where G consisted in a 2D or 3D
lattice useful for quantum computation. This notion has been subsequently generalized to any graph
G, such that now the two terms are substantially equivalent [29]

2We recall that the action of the CZ (or Controlled-PHASE) gate on two qubits is the following:
|i〉 |j〉 → (−1)ij |i〉 |j〉 with i, j ∈ {0, 1}. It can be easily demonstrated that the CZ gate entangles two
qubits initialized in the state |+〉.

41
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3.1 Continuous variable cluster states via CZ gate

3.1.1 Definition

The cluster state model can be extended to the continuous variable (CV) formal-
ism [56]. In CV the qubit is replaced by a qumode, the state of the conjugate basis |+〉
by a momentum eigenstate |0〉p and the DV CZ gate by the interaction CZ = eiq̂iq̂j , which
entangles the nodes i and j, and whose action has been shown in Eqs. (2.19) and (2.20).
Applying repeatedly the CZ gate on momentum eigenstates |0〉p, according to the shape
we want to give to the graph, results in a CV cluster state.

A generic n-mode cluster state described by the unweighted graph G is written in the
Schrödinger picture as

|G〉 = CZ(V ) |0〉⊗np (3.1)

where
CZ(V ) =

∏
1≤i<j≤n

eiVij q̂iq̂j

and where V is the adjacency matrix of the graph G, whose entries read Vij = Vij = 1
if the modes i and j are connected by an edge and Vij = 0 otherwise. We use the
concept of unweighted graph as opposed, obviously, to the one of weighted graph, where
we have weighted edges implemented by the operation CZ = eigq̂iq̂j , where g represents
the strength of the interaction. We will mainly restrict our dissertation to unweighted
graphs, if not specified otherwise.

In the Heisenberg picture, acting on the input modes repeatedly with the CZ gate
to obtain a graph with the covariance matrix V , we get, according to the Eqs. (2.19)
and (2.20), (

q̂c

p̂c

)
= CZ(V )†

(
q̂
p̂

)
CZ(V ) =

(
1 0
V 1

)(
q̂
p̂

)
(3.2)

where q̂c and p̂c represent the quadratures of the cluster state.

3.1.2 Stabilizers and Nullifiers

An operator Ô is a stabilizer for a state |ψ〉 if Ô |ψ〉 = |ψ〉, i.e. if |ψ〉 is an eigenstate
of Ô with eigenvalue +1. For example X(s) stabilizes a zero-momentum eigenstate |0〉p
for every s and, generalizing to a multimode setting, Xi(s) = e−isp̂i stabilizes |0〉⊗np .
In general if an operator Ô stabilizes the state |ψ〉, ÛÔÛ †, with Û unitary operator,
stabilizes Û |ψ〉. Moreover, reversing the sign of the time evolution of Eq. (2.19) and
Eq. (2.20) we get to the relations

CZ p̂iC
†
Z = eiq̂i⊗q̂j p̂ie

−iq̂i⊗q̂j = p̂i − q̂j (3.3)

CZ q̂iC
†
Z = eiq̂i⊗q̂j q̂ie

−iq̂i⊗q̂j = q̂i (3.4)
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These considerations allow us to write the stabilizers for the cluster state defined in
Eq. (3.1) as

K̂i(s) = CZ(V )Xi(s)CZ(V )† = Xi(s)
∏

j∈N(i)

Zj(s), i = 1, . . . , n (3.5)

where N(i) denotes the set of nodes connected to the node labeled by i. To get to the
last equation we used the fact that if Â is a self-adjoint operator and Û is a unitary
operator Ûf(Â)Û † = f(ÛÂÛ †), so that, using the relation (3.3)

eiq̂iq̂je−isp̂ie−iq̂iq̂j = e−is(p̂i−q̂j) = Xi(s)Zj(s)

and reiterating the process according to the adjacency matrix V we get to Eq. (3.5),
which can indeed be rewritten as

K̂i(s) = e−isδ̂i

where
δ̂i = p̂i −

∑
j∈N(i)

q̂j

are Hermitian operators called nullifiers, that correspond to the generators of the Lie
Algebra of the stabilizers Lie group. Being Hermitian operators, nullifiers are observ-
ables [15].

If we write the Eqs. (3.3) and (3.4) in a more compact form

CZ(V )

(
q̂
p̂

)
CZ(V )† =

(
1 0
−V 1

)(
q̂
p̂

)
(3.6)

from the definition of the cluster state given in Eq (3.1) we may conclude that

(p̂− V q̂) |G〉 = (CZ(V )p̂CZ(V )†)CZ(V ) |0〉⊗np = 0 (3.7)

i.e. cluster states are eigenvectors of the nullifiers with null eigenvalue. We want to stress
again that Eq. (3.6) does not “build” the cluster state: indeed, the quadratures of the
cluster are provided by Eq. (3.2).

From Eq. (3.7) it’s evident that for an ideal cluster state, i.e. a cluster state which is
effectively implemented starting with momentum eigenstates as in Eq. (3.1), ∆2δ̂i = 0,
must hold. Since momentum eigenstates are unphysical states, we can’t have ideal cluster
states |G〉. We demand, however, to be as close as possible to the defining property
(p̂− V q̂) |G〉 = 0, and we demand that

∆2δ̂i → 0

Thus nullifiers provide a multipartite entanglement generalization of the entanglement
relations of the EPR state and they give an efficient description of the graph, as it’s
shown in Table 3.1.
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Graph Nullifiers

1 2 3

δ̂1 = p̂1 − q̂2

δ̂2 = p̂2 − q̂1 − q̂3

δ̂3 = p̂3 − q̂2

1 2

3

δ̂1 = p̂1 − q̂2 − q̂3

δ̂2 = p̂2 − q̂1 − q̂2

δ̂3 = p̂3 − q̂1 − q̂2

Table 3.1: Example of two 3-mode graphs with the corresponding nullifiers

3.1.3 Wigner representation of Cluster States

As already noted, momentum eigenstates are unphysical states. Their Wigner func-
tion can be viewed as a Gaussian with infinitely small width on the momentum quadra-
ture, i.e. a delta function δ(p−p0), and an infinitely large width on the position quadra-
ture, i.e. an infinite uniform distribution ε(q). We may then write, for a momentum
eigenstate with zero eigenvalue,

W|0〉p = ε(q)δ(p)

To evaluate the Wigner function of the cluster, we recall that the Wigner function under
a symplectic transformation of the quadratures transforms as (1.37), so that given the
symplectic transformation of Eq. (3.6) we straightforwardly evaluate

W (q,p) =
n∏
i=1

ε(qi)δ(δi) (3.8)

as the Wigner function of an ideal, thus unphysical, cluster state.

3.1.4 The effect of finite squeezing

Since we can’t be provided with eigenstates of momentum, we have to rely on highly
squeezed states in the momentum quadrature to obtain the approximate cluster state
|G̃〉

|G̃〉 = CZ(V )(Ŝ(r) |0〉)⊗n (3.9)

where Ŝ(r) identifies the squeezing operator.
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Recalling the Wigner function for a squeezed state from Eq. (1.30) it is easy to see
that the Wigner function for a finitely squeezed cluster state reads

W (q,p) =
∏
i

Gs(qi)G1/s(δi)

where Gs(q) is a Gaussian distribution with variance s = e2r. By sending the squeezing
r to infinity we retrieve the Wigner function of the perfect cluster state of Eq.(3.8).

Using non-ideal cluster states will give rise to distortions in quantum computation
outputs. As an example, consider the teleportation gate of Section 2.4.2, where the
momentum eigenstate |0〉p is replaced by a momentum-squeezed state Ŝ(r) |0〉, as shown
in Fig. 3.1. Before the entangling operation the Wigner of the composite system reads

Figure 3.1: Circuital representation of the teleportation gate employing a finitely
squeezed state [56].

Win(q1, p1)Gs(q2)G1/s(p2) such that after the CZ operation we get

Win(q1, p1 − q2)Gs(q2)G1/s(p2 − q1)

according to Eq. (1.37) and Eq. (3.6). Recalling the transformation of the Wigner func-
tion after a measurement from Eq. (1.29), we see that after a p-measurement with out-
come m on mode 1, the Wigner transforms as

p(m)Wout(q2, p2) ∝
∫
dq1dp1Win(q1, p1 − q2)Gs(q2)G1/s(p2 − q1)δ(p1 −m) =

= Gs(q2)

∫
dq1Win(q1,m− q2)G1/s(p2 − q1) = Gs(q2)(Win ∗1 G1/s)(p2,m− q2)

To have access to the WignerW ′
in of the teleported state |φ′〉 we need to undo the X(m)F

corrections that we have at the output, by applying in sequence X†(m) and F †. The
effect of these operations on the Wigner function is

W (q, p)
X†(m)−−−−→W (q +m, p)

F †−→W (−p+m, q)

and this allows us to write the Wigner function W ′
in of the state |ψ′〉 as

p(m)W ′
in = Gs(m− p)(Win ∗1 G1/s)(q, p)

The effect of finite squeezing is thus that of convolving the input Wigner function in the
position variable with a Gaussian filter and applying a Gaussian envelope modulation,
centered on the measurement result m. This means that the success of the teleportation
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will depend strongly on the measurement value, as for certain values of m the Gaussian
envelope will be strongly shifted such that most of the Win will be cut off.

We can also decide to look at the average value of the teleported function, averaging
over the possible measurement outcomes, obtaining

〈W ′
in〉 =

∫
dm p(m)W ′

in(q, p) = (Win ∗1 G1/s)(q, p)

The average effect we expect when we teleport a state |φ〉 using finitely squeezed states
is to add 1/s of noise on the q quadrature. Repeating the process to propagate the state
down a linear cluster we obtain

〈W ′
in〉 = (Win ∗1 G1/s ∗2 G1/s ∗1 G1/s ∗2 . . . )(q, p)

such that noise is added, on average, in alternating quadratures throughout the propa-
gation.

To note the difference with the Wigner function of the teleported state of Eq. (2.13)
obtained by using the teleportation protocol to teleport a state via two-mode squeezed
state.

3.2 Implementation via multimode squeezing and lin-
ear optics

As we already mentioned in Section 1.4.3, symplectic transformations involving linear
optical devices, such as beam splitters and phase shifters, are such that the complex
representation of the symplectic transformation acting on the operators vector ξ̂(c) =
(â, â†)T is

S(c) =

(
U 0
0 U∗

)
We can saw that we can decompose the matrix U into its real and imaginary parts as
U = X+ iY , such that the corresponding symplectic matrix on the quadrature operators
is given by Eq. (1.42), that we rewrite here for clarity:

S =

(
X −Y
Y X

)
where, due to the symplecticity of S, the relations XXT + Y Y T = 1 and XY T = Y XT .
During the present dissertation we will allow only symplectic transformations of the
form (1.42) as, experimentally, the implementation of the CZ gate is difficult and costly,
requiring online squeezing. We will now see how to implement cluster states using only
linear optics and single-mode squeezers.

Since we can’t be provided with eigenstates of momentum, we have to rely on highly
squeezed states in the momentum quadrature to obtain the approximate cluster state
|G̃〉 of Eq. (3.9):

|G̃〉 = CZ(V )(Ŝ(r) |0〉)⊗n
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We may use the Bloch-Messiah reduction (also known as Euler decomposition) [31] [33],
that allows us to decompose an element of the symplectic group into a product of three
factors, to decompose the operation US = CZ(V )Ŝ(r)⊗n as

ÛS = ÛV

[
⊗nk=1Ŝ(rBMk )

]
ÛW

where ÛV and ÛW are multiport linear interferometers3 (that in general represent basis
change) and ⊗k(ŜrBMk ) is a set of single-mode squeezers that in general employs different
squeezing parameters with respect to the ones of Eq. (3.9). Since a passive element4 leaves
the vacuum state invariant, the state |G̃〉 of Eq. (3.9) can be equivalently obtained by

|G̃〉 = ÛV

[
⊗nk=1Ŝ(rk)

]
|0〉⊗n

i.e. by acting on the multi-mode vacuum state with single-mode squeezers, to obtain a
set of momentum squeezed states, and then applying a linear optical transformation ÛV
on the state, that corresponds to a suitable symplectic transformation of the form (1.42)
on the quadratures in the Heisenberg picture.

In particular, to obtain the approximate graph state |G̃〉 characterized by the adja-
cency matrix V , we have to fulfill the relation

Y − V X = 0

where X and Y are the matrices that characterize the symplectic transformation of
Eq. (1.42). On the quadrature formalism this translates as(

q̂c

p̂c

)
=

(
X −Y
Y X

)(
q̂s

p̂s

)

where (q̂c, p̂c)T contains the quadratures of the cluster state |G̃〉 while (q̂s, p̂s)T are
vacuum squeezed states quadratures, obtained by acting on the multimode vacuum with
the n single-mode squeezers identified with the Bloch-Messiah decomposition. In the
end we obtain

X = (1 + V 2)−1/2O (3.10)

Y = V (1 + V 2)−1/2O (3.11)

where O can be any real orthogonal matrix [60].

3In the symplectic representation acting on quadratures the action of a multiport linear interferometer
is carried out by an orthogonal symplectic matrix O−1V = OTV

4By definition we call a passive element an element which preserves the number of photons. A passive
element preserves the trace of the covariance matrix of a state
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3.3 Building cluster states
We saw in Section 3.2 how we cannot physically obtain a perfect cluster and how we

have to rely on an approximation of an ideal state where we demand that

∆2δ̂ → 0

Mathematically, we can interpret δ̂i as the quadrature of a mode, with operators ânulli .
This allows us to view the transformation

δ̂ = p̂c − V q̂c = (1 + V 2)1/2Op̂s

which relates the nullifier operator to the input squeezed quadrature, as an optical trans-
formation between quadratures and we can interpret (1 + V 2)1/2O as the symplectic
transformation ξ̂ → Sξ̂, which acts on the covariance matrix as σ → SσST . We thus
have the transformation

σnull = Sσsqz,pST (3.12)

where σsqz,p is the reduced covariance matrix of the input squeezed states that contains
the information on the squeezing of the momentum and σnull is the covariance matrix
that contains the quadratures of the nullifiers, where

S = (1 + V 2)1/2O (3.13)

The importance of σnull lies on the fact that it contains the second statistical moments
of the nullifiers, thus also the values of our interest ∆2δ̂i that we aim to minimize to have
a cluster which is the closest possible to the ideal cluster state.

3.3.1 Shot noise

If we start with the vacuum state |0〉 we work with σs = 1.

σnull = (1 + V 2)

These nullifiers are not normalized quadratures. This means we have to define a new
covariance matrix σ̄null with physical, i.e. normalized with the vacuum, nullifiers such
that ∆2δ̄0

i = 1. The shot noise ∆2δ̂0
i can be easily calculated by noticing the fact that

Vij = 1 iff i and j are connected by an edge, leading us to ∆2δ̂0
i = (1 + V 2)ii = 1 + ni.

Thus the new matrix σ̄null of the physical nullifiers can be obtained by

σ̄null = DσnullD (3.14)

where D = diag
[
(1 + V 2)

−1/2
ii

]
and

∆2δ̄i =
∆2δ̂i

∆2δ̂0
i
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3.3.2 Optimization protocol

The O matrix that appears in Eqs. (3.10) and (3.11) is not unique and it can be
chosen with the aim to optimize a specific function of the nullifiers variances. From
Eqs. (3.12) and (3.13) we can see that ∆2δ̂i = ∆2δ̂i(O, σ

sqz). In [61] it’s shown that the
matrix O that optimizes a given function f(∆2δ̂i(O)) is the matrix that diagonalizesM

M = (1 + V 2)1/2diag[∂if(∆2δ̂(O))](1 + V 2)1/2

We stress out that the matrix O of interest depends on the choice of the function
f(∆2δ̂i(O)) we want to minimize. What about the squeezing values? They play a
role in determining ∆2δ̂i. The more the input states are squeezed, the smaller ∆2δ̂i is,
and the better the approximation of the cluster state is.

We saw that a suitable choice of O permits us to reach an extremum of the function
f(∆2δ̂i(O)). How do we know if it’s a maximum or a minimum? In [61] it’s shown that
we can rewrite the function f as

f(∆2δ̂i(O)) = Tr(OTMOσsqz,p) =
∑
i

kidi

where ki are the eigenvalues of σsqz,p and di are the eigenvalues of the diagonal matrix
OTMO. Thus, if we order the eigenvalues ki as kj < kl for j < l, the ordering of
the eigenvalues mi determines the nature of the extremum, i.e. if we order the mi as
m1 < m2 < . . . we reach the global minimum and if we order as m1 > m2 > . . . we
reach the global maximum.

Depending on the task we want to perform with our cluster, we choose different
f(∆2δ̂i). For example, if we want a cluster which is, globally, as close as possible to an
ideal cluster we may choose to minimize the function f(∆2δ̂i) =

∑
i ∆

2δ̄i. Let’s imagine
we want a cluster that will allow us, in the future, to teleport a state between two nodes or
to implement a quantum secret sharing protocol among six given nodes [15]. In that case
we may want to have the best nullifiers on the corresponding nodes, not caring about the
others, to achieve the best result possible, minimizing the function f(∆2δ̂i) =

∑
k ∆2δ̄k,

where the sum is over the k nodes that are involved in the protocol.

3.3.3 Implementation of regular clusters

We will give some examples the implementation of a 6-mode cluster with different
shapes and average degree 〈k〉 =

∑
i ki/N , where ki is the node’s degree, i.e. the number

of edges connected to the node itself. In the trivial case of equal squeezing values,
according to Eqs. (3.12) and (3.14), due to the fact that σsqz,p is the identity matrix, we
get

diag(σ̄null) = diag(σsqz,p),

i.e. the variances ∆δ̄i are equal to the squeezing values. In this scenario, we cannot force
any optimization on the nullifiers variances.
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We will thus start from squeezed vacuum modes, with the following list of squeezing
values, in dB, which corresponds to a series of realistic values that can be obtained via
the experiment described in [15]:

{−6.27,−5.56,−4.16,−3.21,−2.41,−1.56}

We proceed to build the cluster using the optimization protocol of Section 3.3.2 using
two different optimization functions:

f1(∆2δ̂i) =
∑
i

∆2δ̄i (3.15)

f2(∆2δ̂i, n1, n2) =
∑
i

Ai(n1, n2)∆2δ̄i (3.16)

where Ai(n1, n2) = 105 if i = n1, n2, with n1, n2 two given modes, and Ai(n1, n2) = 1
otherwise. When we minimize f1 we implement a cluster with a better overall quality.
As we saw in Section 3.2, a good cluster should have ∆2δ̂i → 0, and we can take the
mean of the variance of the nullifiers µ = f1/N as a measure for the overall quality of
the cluster. Differently, minimizing f2 permits us to “concentrate” the quality on two
given nodes, with the future aim of teleporting a state between them following a suitable
protocol.

As we will see in the next paragraphs, implementing the clusters with the optimization
protocol effectively led to the desired results. We also anticipate that clusters with a
higher average degree 〈k〉, when we implement them minimizing f1, exhibit a better
overall quality.

6-mode linear cluster

Linear clusters allow for universal single-mode quantum computing [54].

Figure 3.2: 6-mode linear cluster

The 6-mode linear cluster shown in Figure 3.2 is implemented by the following adja-
cency matrix

V =


0 1 0 0 0 0
1 0 1 0 0 0
0 1 0 1 0 0
0 0 1 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0


in 4 different ways: without optimization, optimizing the function f1 of Eq. (3.15),
optimizing the function f2 of Eq. (3.16) first on the nodes 1 and 2 and then on the nodes
3 and 4. The results are shown in Table 3.2.
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function ∆2δ̄i (dB) µ

no opt. { -6.12, -5.46, -4.16, -3.19, -2.45, -1.64} -3.84
f1 {-4.18, -3.85, -4.20, -5.04, -4.18, -4.21} -4.28

f2(1, 2) {-6.27, -5.56, -3.26, -3.31, -3.02, -3.41} -
f2(3, 4) {-3.31, -3.09, -5.56, -6.27, -3.46, -2.88} -

Table 3.2: Evaluation of the variances of the nullifiers and their mean µ using two different
optimization functions f1 and f2 defined in (3.15) and (3.16) for the implementation of
the linear 6-mode cluster with average degree 〈k〉 = 1.67.

6-mode grid cluster

We move now towards 2D structures, as they are necessary for universal quantum
computing [62].

Figure 3.3: 6-mode grid cluster

The 6-mode grid cluster shown in Figure 3.3 is implemented by the following adja-
cency matrix

V =


0 1 1 0 0 0
1 0 0 1 0 0
1 0 0 1 1 0
0 1 1 0 0 1
0 0 1 0 0 1
0 0 0 1 1 0



in 4 different ways: without optimization, optimizing the function f1 of Eq. (3.15),
optimizing the function f2 of Eq. (3.16) first on the nodes 1 and 2 and then on the nodes
3 and 4. The results are shown in Table 3.3.
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function ∆2δ̄i (dB) µ

no opt. {-5.76 -5.30, -3.99, -3.30, -2.52, -1.80} -3.78
f1 {-4.43, -4.95, -4.93, -4.62, -4.43, -4.95} -4.72

f2(1, 2) {-5.56, -6.27, -4.19, -3.33, -3.14, -4.05} -
f2(3, 4) {-3.54, -3.56, -5.72, -6.08, -3.54, -3.56} -

Table 3.3: Evaluation of the variances of the nullifiers and their mean µ using two different
optimization functions f1 and f2 defined in (3.15) and (3.16) for the implementation of
the grid 6-mode cluster, with average degree 〈k〉 = 2.33.

6-mode “secret sharing” cluster

Figure 3.4: 6-mode “secret sharing” cluster

Quantum secret sharing is a protocol that permits to share a secret among many
“players”, which can be recovered only through the collaboration of a given number of
players. The 6-mode “secret sharing” cluster shown in Figure 3.4, proposed in [63], which
allows to recover a shared quantum secret via the collaboration of at least three nodes,
is implemented by the following adjacency matrix

V =


0 1 0 0 1 1
1 0 1 0 0 1
0 1 0 1 0 1
0 0 1 0 1 1
1 0 0 1 0 1
1 1 1 1 1 0


in 2 different ways: without optimization and optimizing the function f1 of Eq. (3.15)5.
The results are shown in Table 3.4.

5We didn’t optimize the function f2 because when we are provided a “secret-sharing” cluster our
purpose is to run a secret-sharing protocol and we have no interest in teleportation between two nodes.
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function ∆2δ̄i (dB) µ

n opt { -5.60, -4.95, -4.01, -3.36, -2.59, -1.79} -3.72
f1 {-5.15, -4.74, -4.68, -4.58, -4.89, -4.58} -4.77

Table 3.4: Evaluation of the variances of the nullifiers and their mean µ using the
optimization function f1 defined in Eq. (3.15) for the implementation of the “secret
sharing” 6-mode cluster, with average degree 〈k〉 = 3.33.

6-mode fully connected cluster

Figure 3.5: 6-mode fully connected cluster

The 6-mode fully connected cluster, which can be for example used in quantum
repeaters protocols [64], shown in Figure 3.5 is implemented by the following adjacency
matrix

V =


0 1 1 1 1 1
1 0 1 1 1 1
1 1 0 1 1 1
1 1 1 0 1 1
1 1 1 1 0 1
1 1 1 1 1 0


in 4 different ways: without optimization, optimizing the function f1 of Eq. (3.15),
optimizing the function f2 of Eq. (3.16) first on the nodes 1 and 2 and then on the nodes
3 and 4. The results are shown in Table 3.5.

Comments

Implementing the clusters with the optimization protocol of Section 3.3.2 using the
fitness function f1 effectively led to clusters with a better quality than the ones imple-
mented without optimization. We note that the quality of the clusters improves with
the quantity of edges, i.e. the quantity of entanglement links. Indeed, the best quality
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function ∆2δ̄i (dB) µ

no opt. {-5.04, -4.67, -3.92, -3.33, -2.80, -2.21} -3.66
f1 {-4.72, -5.21, -5.14, -5.17, -5.26, -5.52} -5.17

f2(1, 2) {-6.14, -6.14, -4.43, -4.43, -4.36, -4.79} -
f2(3, 4) {-4.42, -4.40, -6.14, -6.14, -4.70, -4.49} -

Table 3.5: Evaluation of the variances of the nullifiers and their mean µ using two different
optimization functions f1 and f2 defined in (3.15) and (3.16) for the implementation of
the fully connected 6-mode cluster, with average degree 〈k〉 = 5.

cluster is the fully connected one, having an average degree of 〈k〉 = 5, while the worst
quality cluster is the linear one, with an average degree of 〈k〉 = 1.67. The results show
indeed that the highest the average degree is, the better the cluster is, in terms of the
quality of nullifiers.

When we use the fitness function f2 to implement the cluster state, the variances of
the nullifiers of the two selected nodes reach smaller values with respect to the variances
of the other nodes, as we required. In general they reach values that lay between the two
highest squeezing values, as in the case of the fully connected cluster, or they correspond
perfectly to the two, as with a linear cluster. In any case they exceed the highest
squeezing value.

3.3.4 Implementation of complex clusters

By implementing complex clusters we want to study models that can reproduce real-
world networks, investigating their behavior under Quantum Communication protocols.
We will investigate different complex topologies, namely

• Barabási-Albert

• Erdős–Rényi

• Watts-Strogatz

These models have different features and properties: the Barabási-Albert model gener-
ates a scale-free complex network, such as the World Wide Web, the Erdős–Rényi is a
model of purely random graphs, while the Watts-Strogatz model lies between the regular
graph and the random graph and it exhibits small-world properties6.

In this Section we will present some implementation of a 48-mode complex cluster
with the above-mentioned network topologies. We will start from squeezed vacuum
modes, with the following list of squeezing values in dB, which corresponds to a series of

6Among the properties characterizing a small-world network there is a high clustering coefficient and
the fact that most pair of nodes are connected through a short path.
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realistic values that can be obtained via the experiment described in [15]:

{−6.51,−6.51,−6.50,−6.50,−6.49,−6.48,−6.46,−6.43,−6.34,−6.35,

−6.30,−6.23,−6.15,−6.06,−5.95,−5.83,−5.70,−5.56,−5.40,−5.23,

−5.06,−4.87,−4.67,−4.47,−4.27,−4.06,−3.84,−3.63,−3.42,−3.21,

−3.00,−2.80,−2.60,−2.41,−2.22,−2.05,−1.88,−1.71,−1.56,−1.41,

−1.27,−1.13,−1.01,−0.89,−0.76,−0.59,−0.44,−0.31}

Due to the fact that the graphs with the aforementioned topologies are a class of graphs
with specific statistical properties, we will implement N = 100 graphs for each case.
Considering the high number of modes, we may consider the value

µj =
1

48

∑
i

∆2δ̄i,j (3.17)

i.e. the mean of the variance of the nullifiers of a graph, where ∆2δ̄i,j identifies variance
of the i-th nullifier of the j-th graph. We will indicate as µ and σ respectively the mean
and the standard deviation of the µj values. Instead, we will indicate as µn1=i and σn1=i

the mean and the variance of the set of values ∆2δ̄i,j and as µall the mean of

µj =
1

46

∑
i 6=n1,n2

∆2δ̄i,j (3.18)

Barabási-Albert complex network

The Barabási-Albert model generates scale-free complex networks. A scale-free net-
work is characterized by a power-law degree distribution7

P (k) ∼ k−γ

where P (k) is the probability that a node has k links, representing its “popularity” and
γ its a parameter that depends on the network [65]. Scale-free networks exhibit two
important properties that are common in most real networks: growth and preferential
attachment. Indeed, as most random networks models (as the ER and the Small-World
model) start with a fixed number of nodes and then proceed to connect or rewire them
with a certain probability, in the BA model we start with a small number of nodes and
we add new nodes as time increases, describing a variety of existing situations such as the
World Wide Web. Moreover, taking into account preferential attachment, i.e. the fact
that new nodes attach preferentially to nodes that already have a high node’s degree,
we describe a characteristic feature of most of the social networks. Hubs, heavily linked
nodes, arise spontaneously from the preferential attachment property.

The Barabási-Albert algorithm is characterized by a parameter mBA and it works in
the following way:

7At least asymptotically
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1. We start with a small number of nodes m0 and at each step we add a new node
with mBA links to other nodes of the graph, where mBA ≤ m0

2. The probability that the new node is connected with the node i is

Patt(ki) =
ki∑
j kj

where ki is the node’s degree, reflecting the property of preferential attachment [14].

Following this model, we implemented 48-nodes Barabási-Albert networks with dif-
ferent values of the mBA parameter, using the protocol presented in Section 3.3.2, opti-
mizing the two functions of Eq. (3.15) and Eq. (3.16) already used for regular clusters.
The results are shown in Tables 3.6 and 3.7.

mBA µ (dB) [µ± σ] (dB) 〈k〉
1 -4.70 [−4.73,−4.67] 1.96
5 -5.55 [−5.58,−5.53] 9.38
10 -5.82 [−5.84,−5.80] 17.71
20 -6.15 [−6, 16,−6.14] 31.25
47 -6.33 [−6.33,−6.33] 47

Table 3.6: Mean µ and standard deviation σ of the values µj of Eq. (3.17), which
represent the mean of the variance of the nullifiers of the graph j, evaluated on N = 100
Barabási-Albert graphs with different parametermBA and consequently different average
degrees 〈k〉, optimized using the function f1 of Eq. (3.15)

We will see that the same result that we found in regular clusters hold: increasing
with the quantity of entanglement connections among the nodes, the cluster built by
minimizing f1 with the optimization protocol exhibit a better quality. Moreover, we will
show that the topology of the graph plays a role: indeed, regular graphs are optimized
better than random graphs

Erdős–Rényi complex network

The Erdős–Rényi model generates random graphs. Differently from the Barabási-
Albert model, whose characteristic property is the concept of growth, in the random
graph theory we start with a fixed number of nodes n and we assign a probability pER
for two nodes to be connected by an edge. The distribution of the degree of any vertex
reads

P (k) =

(
n− 1

k

)
pk(1− p)n−1−k

which is Poissonian in the limit of large n. Most nodes have a comparable degree and
for this reason we don’t observe hubs.
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We implemented 48-nodes Erdős–Rényi networks with different values of the pER
parameter, using the protocol presented in Section 3.3.2, optimizing the two functions
of Eq. (3.15) and Eq. (3.16) already used for regular clusters. The results are shown in
Tables 3.9 and 3.8.

The average degree of a graph may represent an useful characteristic to compare
different models of complex networks. In Figure 3.6 we may see the difference between
a scale-free graph and a random graph with the same average degree. As we see in
Figure 3.6b, the Barabási-Albert network exhibits highly connected nodes (hubs) that
are absent in the Erdős–Rényi model (Figure 3.6a).

(a) Erdős–Rényi model with pER = 4/49,
graph with a maximum degree of k=8.

(b) Barabási-Albert model with mBA = 2,
graph with a maximum degree of k=21.

Figure 3.6: Comparison between two models of complex networks, both with an average
degree of 〈k〉 ∼ 4. The size of the dots increases with the number of links.

pER µ (dB) [µ± σ] (dB)
∑

i〈ki〉
0.2 -5.50 [−5.54,−5.46] 9.35
0.4 -5.80 [−5.83,−5.76] 18.83
0.6 -6.02 [−6.04,−6.00] 28.29
0.8 -6.22 [−6.23,−6.21] 37.58
1 -6.33 [−6.33,−6.33] 47

Table 3.9: Mean µ and standard deviation σ of the values µj of Eq. (3.17), which
represent the mean of the variance of the nullifiers of the graph j, evaluated on N = 100
Erdős–Rényi graphs with different parameter pER and consequently different average
degrees 〈k〉, optimized using the function f1 of Eq. (3.15). In the Erdős–Rényi graph the
average degree 〈k〉 changes slightly with the graph, so we considered the mean of the
average degree over the 100 graphs.
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Watts-Strogatz complex network

A model of graph that lies between the regular graph and the random graph model
was proposed by Watts and Strogatz [66]. The main idea of the Watts-Strogatz model is
to start with a regular network and then “rewire” it, to increase randomness and disorder.
We thus start with a ring lattice with n nodes and k edges per node, which connect it
to the closest neighbors, and then we randomly rewire each edge with probability pWS,
as it’s shown in Figure 3.7.

Figure 3.7: Rewiring of a regular network for the construction of a “small world” network
as shown in [66]

We implemented 48-nodes Watts-Strogatz network with different values of the pWS

parameter, using the protocol presented in Section 3.3.2, optimizing the two functions
of Eq. (3.15) and Eq. (3.16) already used for regular clusters. The results are shown in
Tables 3.10a and 3.11a for k = 〈k〉 = 4 and in Table 3.10b and 3.11a for k = 〈k〉 = 8.

pWS µ (dB) [µ± σ] (dB)

0 -5.19 [−5.19,−5.19]
0.1 -5.16 [−5.17,−5.14]
0.4 -5.10 [−5.12,−5.07]
0.7 -5.09 [−5.11,−5.07]
1 -5.09 [−5.12,−5.06]

(a) k = 〈k〉 = 4

pWS µ (dB) [µ± σ] (dB)

0 -5.79 [−5.79,−5.79]
0.1 -5.69 [−5.71,−5.66]
0.4 -5.49 [−5.51,−5.46]
0.7 -5.43 [−5.46,−5.40]
1 -5.43 [−5.46,−5.41]

(b) k = 〈k〉 = 8

Table 3.10: Mean µ and standard deviation σ of the values µj of Eq. (3.17), which
represent the mean of the variance of the nullifiers of the graph j, evaluated on N = 100
Watts-Strogatz graphs with different parameter pWS and different k, optimized using the
function f1 of Eq. (3.15)
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Comments

As we expected from the results of Section 3.3.3 on regular clusters, the imple-
mentation of quantum complex networks following the Barabási-Albert model or the
Erdős–Rényi model shows that the quality of the cluster increases with the quantity of
entanglement connections among the nodes. Indeed, as the parameters mBA and pER
increase, so do the number of edges between nodes, thus the average degree 〈k〉, and the
results show clearly that the quality of the cluster increases with these parameters, until
the limiting case of the fully connected graph is reached, corresponding to the parame-
ters mBA = n− 1, with n number of nodes for the Barabási-Albert model and pER = 1
fort he Erdős–Rényi model. Moreover, clusters with a similar average degree 〈k〉 have a
comparable overall quality. The degree 〈k〉 in complex graphs could thus be used as a
benchmark for the quality of the state.

Following the same reasoning, we would expect for a Watts-Strogatz quantum network
to have the same quality, independently from the parameter pWS. Indeed, in the Watts-
Strogatz model, pWS is a rewiring parameter and we don’t lose nor create connections
by changing it. Instead, as the pWS parameter approaches 1, the quality of the cluster
gets worse, i.e. regular graphs are optimized better than random graphs.

Moreover, as in the regular cluster case, the optimization of the nullifiers of two given
nodes with the fitness function of Eq. 3.16 shows that, as expected, the corresponding
nullifiers reach the two highest squeezing values.

3.3.5 Comparison of complex graphs

The results we found in the previous sections, especially the ones from Table 3.10,
show a dependence between the topology of the graph and the quality of the optimization,
for a fixed degree 〈k〉. Wanting to explore further this dependence, we compared the
different topologies of complex graphs, evaluating the overall quality of the cluster as a
function of the degree 〈k〉.

To do that, we calculated the mean value of squeezing and the degree 〈k〉 of a set
of 10 complex graphs of 1000 nodes, with fixed topology and fixed parameters. This
way, we average out the fluctuations due to the randomness of the complex shape. We
repeated the same calculations changing the parameters and the topology of the complex
network. The list of squeezing values that has been used has been generated by using a
pseudorandom number generator that created uniformly distributed random numbers in
the range [−14,−3]. The results are reported in Fig. 3.8.

The data show that, as already anticipated by the results of Table 3.10, the regular
cluster converges very fast to its optimal overall quality. On the other hand, the difference
in complex topology of the Barabási-Albert, Erdős–Rényi and Watts-Strogatz pWS =
0.5 complex graphs doesn’t play a significant role. The Erdős–Rényi is found to be
the one with the worst overall quality, differing only slightly8 from the Barabási-Albert
behavior, while the Watts-Strogatz graph with pWS = 0.5 converges to the behavior of
the Erdős–Rényi for 〈k〉 > 300.

8The difference is, on average, 0.26 dB
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Figure 3.8: Plot of the mean squeezing value of the nullifiers of the cluster as a function
of its average degree 〈k〉 for the different topologies of complex graphs. In the legend,
“BA”=Barabási-Albert, “ER”=Erdős–Rényi, “WS p=0” = Watts-Strogatz with pWS = 0,
“WS p=0.5” = Watts-Strogatz with pWS = 0.5



Chapter 4

Transformations on Cluster States

In this chapter we consider some basic task that could be useful in multipartite
Quantum Communication. We will concentrate mainly on entanglement percolation,
i.e. the establishment of a maximally entangled state between two arbitrary nodes of
a network which are partially entangled. The entanglement percolation has already
been considered for DV networks [67, 68]. Here we consider a similar CV protocol
for our complex networks. Given a multipartite entangled resource, we consider the
case in which a quantum communication protocol has to be performed between specific
nodes after the generation or even the distribution of the multipartite state, so that the
entanglement connections have to be modified accordingly. We will see how this can be
done via global or local transformation and, particularly, if this can be done via simple
linear optical transformations. In the last Section we will see also how measurements
can be implemented to re-shape the cluster.

4.1 Global transformations for entanglement percola-
tion

We consider in this section global operations, i.e. operation that involve and are
simultaneously applied to all the nodes of the cluster, which can be performed to make
an efficient protocol. Later, in Section 4.2, we will generalize to local operations, i.e.
operations that different parties can apply independently on subsets of nodes.

4.1.1 Global transformation from cluster to cluster

We consider a scenario in which we are given a particular cluster A and we want to
modify it to get to a different cluster B. The problem can be tackled in the following
way: we search for the symplectic transformation SA that bring us from a given set of
squeezed vacuum states to a cluster with a given adjacency matrix VA. We repeat the
procedure using a transformation SB that implements the cluster B with the adjacency

63
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matrix VB. (
q̂cA
p̂cA

)
= SA

(
q̂s

p̂s

)
(4.1)(

q̂cB
p̂cB

)
= SB

(
q̂s

p̂s

)
(4.2)

What we want to find is the matrix S such that(
q̂cB
p̂cB

)
= S

(
q̂cA
p̂cA

)
(4.3)

From (4.1) we can re-express Eq. (4.3) as(
q̂cB
p̂cB

)
= S · SA

(
q̂s

p̂s

)
and, taking into account Eq. (4.2), we immediately see that

S = SB · S−1
A

Such a matrix always exists, because symplectic matrix are always invertible. We con-
clude that it is always possible to find a global transformation that leads us from a given
cluster to a cluster with a desired adjacency matrix.

Does the covariance matrix of the cluster B gets affected if we obtain it acting on a
cluster A instead of obtaining it starting from vacuum modes? The covariance matrix
σB obtained acting with a symplectic transformation S on a cluster with a covariance
matrix σA reads

σB = SσAS
T

Given the fact that σA = SAσsqzS
T
A we obtain

σB = SSAσsqzS
T
AS

T

but since SSA = SB this equation reduces to

σB = SBσsqzS
T
B

which is exactly the covariance matrix that we obtain for the cluster B if we decide to
act directly on vacuum modes.

We conclude that any cluster can be obtained from any other cluster, no matter its
complexity or shape. Given the same initial squeezing, if we want to obtain a given
cluster B there is no optimal choice and every cluster A is equivalent, from a theoretical
point of view. This holds for every general symplectic matrix
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4.1.2 EPR vs two-mode cluster state with equal squeezing

We build a two-mode linear cluster state using linear optics as explained in Section 3.2.
The adjacency matrix of the cluster state is trivial, reading

V =

(
0 1
1 0

)
and the transformation we need to implement on the momentum-squeezed modes to
obtain such a cluster is

S =


1√
2

0 0 − 1√
2

0 1√
2
− 1√

2
0

0 1√
2

1√
2

0
1√
2

0 0 1√
2


The covariance matrix of the resulting finite-squeezed cluster state is given by σcluster =
SσsqzS

T , where σsqz is the covariance matrix for the squeezed states, that reads

σsqz =


s 0 0 0
0 s 0 0
0 0 1

s
0

0 0 0 1
s


where s = e2r, which permits us to get a covariance matrix

σcluster =


1
2s

+ s
2

0 0 − 1
2s

+ s
2

0 1
2s

+ s
2
− 1

2s
+ s

2
0

0 − 1
2s

+ s
2

1
2s

+ s
2

0
− 1

2s
+ s

2
0 0 1

2s
+ s

2

 (4.4)

and using Eq. (1.31) we get the Wigner function

W (q1, q2, p1, p2) =
1

4π2
exp

{
−(q2

1 + q2
2 + p2

1 + p2
2)

(
1

4s
+
s

4

)
+

+ (p2q1 + p1q2)

(
− 1

2s
+
s

2

)} (4.5)

which can be written exactly as Eq.(2.7) by exchanging q2 with p2 and p2 with −q1, so
that it exhibit correlation between q1 and p2 and between q2 and p1, approximating the
behavior δ(q1−p2)δ(q2−p1) for r →∞. This state can be used to perform quantum tele-
portation protocols as described in Section 2.3, by opportunely changing the quadrature
measurement done by Alice and the quadrature displacement done by Bob.

4.1.3 Is the 3-modes cluster an EPR channel?

We just showed that we get an EPR state from two modes that are disconnected from
the rest of the graph. What happens if the two modes out of which we want to create
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a teleportation channel are entangled with a third mode? Does this connection with
another mode affects the correlation between the two? If the third connection does not
affect the two modes, in fact we wouldn’t even need to perform the global transformation
explained above in order to disconnect the third node.

We start from squeezed vacuum states with the same level of squeezing and we
implement a linear 3-mode cluster. We get the following covariance matrix

σcluster =



1
3s

+ 2s
3

0 1
3s
− s

3
0 − 1

3s
+ s

3
0

0 2
3s

+ s
3

0 − 1
3s

+ s
3

0 − 1
3s

+ s
3

1
3s
− s

3
0 1

3s
+ 2s

3
0 − 1

3s
+ s

3
0

0 − 1
3s

+ s
3

0 2
3s

+ s
3

0 − 1
3s

+ s
3

− 1
3s

+ s
3

0 − 1
3s

+ s
3

0 1
3s

+ 2s
3

0
0 − 1

3s
+ s

3
0 − 1

3s
+ s

3
0 2

3s
+ s

3


If we look only at the subsystem of the nodes 1 and 2, by performing the partial trace
over the mode 3, we obtain the following Wigner function

W1,2 ∝ exp

{
−

s
4

(
s2 + 1

2

)
s2 + 1

2

(p2
1 + q2

2) +
s2 + 1

2

s(s2 + 2)
(p2

2 + q2
1)

s2 − 1

s(s2 + 2)
p2q1 +

s
2
(s2 − 1)

s2 + 1
2

p1q2

} (4.6)

plotted in Figure 4.1 for s = 10, i.e. for −10 dB of squeezing in the p-quadrature. Even if

(a) Plot of the Wigner function for p1 = q2 = 0 . (b) Contour plot of the Wigner function
for p1 = q2 = 0.

Figure 4.1: Plot of the section p1 = q2 = 0 of the reduced Wigner of Eq. (4.6) which
shows the correlation of the quadratures q1 and p2 for s = 10.

some correlation is present, we see that the Wigner function of Eq. (4.6) differs from the
one obtained in Eq. (4.5) and thus the reduced state of the modes 1 and 2 cannot even
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approximate the behavior δ(q1 − p2)δ(q2 − p1) typical of an ideal EPR state, even if we
started with states with a high level of squeezing. Moreover, correlations are present also
between the mode 3 and the other nodes (we can find the same kind of Wigner function
of Eq.(4.6) for nodes 2 and 3, by tracing out the node 1. This means that any operation
made by using node 1 and 2 will have some effect on node 3, which will then have
some information on the protocol. The teleportation is still possible without making any
global or local transformation in a connected cluster but in a MBQC framework and/or
adding measurements to our procedure, which effectively disconnect the third node of
the cluster..

4.1.4 Global linear optics transformations on Quantum Network
to get an EPR state

We ask ourselves a question: given a cluster, or more generally a quantum network,
whose adjacency matrix will be denoted by Vin, is it possible to implement a linear optics
transformation to get an EPR state, disconnected from the rest of the graph, with the
aim of creating a good teleportation channel? So we are working in the frame introduced
above in Section 4.1.1, considering: i) the particular case of linear optics transformation
and ii) a transformation that will result in modifying the correlations of two specific nodes
of the final cluster. For the moment we will restrict ourselves to global transformations,
later we will see what is going to happen if we add other constrains, for example in the
case where only local transformations on a set of modes are allowed.

In the following we will consider Vin to be the adjacency matrix of a 6-mode grid
cluster (shown in Section 3.3.3) and we want to act on it with a linear optics transfor-
mation to obtain an EPR channel out of two given modes, say 1 and 4, thus creating a
connection between them and disconnecting them from the other modes. These actions
will result in a graph state with adjacency matrix Vout that reads

Vout =


0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 0 1 0 0 1
0 0 0 0 1 0


In Section 4.1.1 we saw that the covariance matrix of a cluster with a given adjacency
matrix Vout is independent of the transformations implemented to obtain it and it can
be found by simply acting on a set of given vacuum modes with a symplectic matrix S.
To obtain the graph state with adjacency matrix Vout we will thus build the cluster via
linear optics as explained in Section 3.2 acting directly on the vacuum squeezed modes.
Moreover, we will use the optimization of Section 3.3.2 using the function f2 of Eq. (3.16)
to optimize the nullifiers of two given modes, say 1 and 4. The set of squeezing values
we will use is {-10, -10, -5, -4, -2, -2 }, where for simplicity and without loss of generality
we set the two highest squeezing values to the same value. The covariance matrix of the
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cluster with adjacency matrix Vout reads

σout =



5.05 0. 0. 0. 0. 0. 0. 0. 0. 4.95 0. 0.
0. 3.98107 0. 0. 0. 0. 0. 0. 0. 0. 0. 0.
0. 0. 2.7724 0. 0. 0.777142 0. 0. 0. 0. 0.731163 0.
0. 0. 0. 5.05 0. 0. 4.95 0. 0. 0. 0. 0.
0. 0. 0. 0. 0.251289 0. 0. 0. 0.0517624 0. 0. 0.0517624
0. 0. 0.777142 0. 0. 2.7724 0. 0. 0. 0. 0.731163 0.
0. 0. 0. 4.95 0. 0. 5.05 0. 0. 0. 0. 0.
0. 0. 0. 0. 0. 0. 0. 0.251189 0. 0. 0. 0.
0. 0. 0. 0. 0.0517624 0. 0. 0. 0.402119 0. 0. −0.0990681

4.95 0. 0. 0. 0. 0. 0. 0. 0. 5.05 0. 0.
0. 0. 0.731163 0. 0. 0.731163 0. 0. 0. 0. 4.28071 0.
0. 0. 0. 0. 0.0517624 0. 0. 0. −0.0990681 0. 0. 0.402119


If we look at the numbers in the covariance matrix we see that the reduced matrix
obtained by considering modes 1 and 4 looks exactly as the EPR cluster state covariance
matrix we found in Subsection 4.1.2 for s = 10. In addition, there is no correlation
between the nodes 1 and 4 and the other nodes.

However, to be rigorous, we will verify this fact by using again the Wigner function
formalism. From the covariance matrix σcluster it’s possible to obtain the Wigner function
of the cluster state, being the cluster state a Gaussian state. The reduced Wigner
function for the modes 1 and 4, which is the equivalent of the partial trace for the
density operator, can be obtained by integrating out the other modes, as

W1,4(x1, x4, p1, p4) =

∫ ∏
i 6=1,4

dxidpiW (x,p)

where x = (x1, . . . , x6) and p = (p1, . . . , p6).
Carrying out the computation we obtain

W1,4 =
1

4π2
e

1
2

(−αq24+βp1q4−αp21−αq21+βq1p4−αp24)

where α = 5.05 and β = 9.9, which is exactly equivalent to the Wigner function of
Eq. (4.5) found in Subsection 4.1.2 for a 2-mode cluster state for s = 10. We conclude
that via an optimized global transformation on a cluster state it is possible to obtain an
EPR-like state out of two desired nodes.

4.2 Local linear optics transformations for entangle-
ment percolation

We saw that it’s always possible, given a cluster, to implement a global transformation
on it with the aim of creating an EPR channel out of two given nodes. Now let’s try
to complicate this scenario. We imagine to distribute the modes of the cluster to two
spatially separated parties, such that each party is allowed to perform local linear optical
transformations only on its set of nodes. This scenario in interesting because we want
to check the versatility of a complex cluster as a resource to distribute, with the hope
that it could be easily re-shaped according to the protocol the two parties would like to
perform.
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4.2.1 Local transformations for two parties

Let’s say n and p are the number of nodes of party A and B respectively. In [69] is
shown how a local transformation is implemented. Let’s imagine we want to act with a
local linear optical transformation Sn−local on the n modes and with a local linear optical
transformation Sp−local on the p modes, namely

Sn−local =

(
X1 −Y1

Y1 X1

)
, Sp−local =

(
X2 −Y2

Y2 X2

)
(4.7)

whereX1 and Y1 are n×nmatrices whileX2 and Y2 are p×pmatrices. The transformation
acting on the whole set of modes then reads

S =


X1 0 −Y1 0
0 X2 0 −Y2

Y1 0 X1 0
0 Y2 0 X2

 (4.8)

where the 0 on the first and third line represents a n× p null matrix while the 0 on the
second and fourth line represents a p×n null matrix. We already saw in Section 3.2 that
a linear transformation on the quadrature operators of the kind represented in Eq (4.7)
corresponds to a unitary operator U = X + iY acting on the annihilation operators. We
can thus rewrite Eq (4.8) in terms of the unitary matrices as

S =


Re(U1) 0 −Im(U1) 0

0 Re(U2) 0 −Im(U2)
Im(U1) 0 Re(U1) 0

0 Im(U2) 0 Re(U2)

 (4.9)

where U1 and U2 are two unitary matrices parametrized respectively by n2 and p2 param-
eters. A method for the generation of numerically random unitary matrices is presented
in [70], making use of n2 angular parameters. It is to note that some of these parameters
are constrained to lie in the interval [0, π/2].

If we define σcluster1 as the covariance matrix of the cluster we are given and σcuster2
as the covariance matrix of the cluster we obtain after the transformation, it holds

σcluster2 = Sσcluster1S
T

where S is defined is Eq. (4.9). Our goal is to find the two matrices U1 and U2, whose
real and imaginary parts define S, such that σcluster2 is of the desired form. In our case
we want σcluster2 to be such that, for two given nodes, we get an EPR channel. For this
purpose we will use a Derandomized Evolution Strategy (DES) algorithm, presented in
the next section.

4.2.2 Derandomized Evolution Strategy (DES)

The main idea underlying a Derandomized Evolutionary Strategies (DES) is the
following. We start our “evolutionary journey” from a point of a parameter landscape,



Chapter 4. Transformations on Cluster States 70

where we indicate x as the parameter of a given function f(x) we want to optimize. We
then proceed to “mutate” this point xold by generating λ new points (offspring) as

xnewk = xold + ∆xk, where k = 1, . . . , λ

where ∆xk is drawn from a multivariate normal distribution N (0, σ). The λ new points
are then evaluated with respect to the chosen fitness function f and sorted. The µ
“mutants” that provide the best result1, after the evaluation, are chosen to generate a
new parent as

xnew =
∑
k

wkx
new
k

where
∑

k wk = 1.
We will use a DES presented in [16] as (µ-λ) iso-CMA algorithm, which is provided

with a learning component.

Initialization of variables

This algorithm searches for local extremal points, moving in the direction of maximal
ascent if we search for a maximum or descent if we search for a minimum. We may thus
not find the global maximum we aim to search, thus the function may not be optimized
at its best. On the other side DES algorithms have a high convergence speed.

The local extremum xbest we find generally may depend on the starting point on the
parameter landscape, which we have to choose. To better understand this let’s pick a
“test function” with a high number of local extrema, such as the Ackley function. We
will see how the result of the single run of the algorithm may depend on the initialization
of the variables, i.e. the starting point on our landscape but how in most of the cases,
even if there is no guarantee to always find a global maximum, if we deal with a not
strongly irregular function, running the algorithm multiple times it converges to the
global maximum independently from the starting point, as we will see in the following
example. Let’s pick the 2-dimensional Ackley function

fAckley(x1, x2) = 20− 20 · exp

(
−0.2

√
x2

1

2
+
x2

2

2

)

+e− exp

(
cos(2πx1)

2
+

cos(2πx2)

2

)
and let’s search for the minima of the Ackley function or, equivalently, for the maxima
of −fAckley, which is plotted in Figure 4.2.

Let’s work a bit on the initializations. Firstly, we initialized our variables with x(0) =
(0.3, 0.3), we set the number of generations ngen to 100 and we ran the algorithm 10
times: we always got to the result xbest = (0.0, 0.0), which corresponds to the global
maximum. Let’s see what happens when we initialize to different starting points. We

1If we search for a minimum we will choose the µ mutants that will result in a lower value of the
function with respect to the other λ− µ mutants, viceversa if we search for a maximum
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(a) Plot in the range [−5,+5]× [−5,+5] . (b) Plot in the range [−1.5,+1.5]×[−1.5,+1.5].

Figure 4.2: Plot of −fAckley

see from the results of Table 4.1 that by choosing a different starting point the algorithm
finds in general a different local maximum at every run, local maxima that are shown
in Figure 4.2, and in general the function is not optimized at its best, i.e. we are not
guaranteed to have found the global maximum. Moreover, we see the algorithm in general
doesn’t make “big jumps” to maxima that are far away but it finds the maxima which in
the neighborhood of the starting point x(0), except for the case of the global maximum.
We see indeed that the global maximum can be found even we begin our search “far
away” from it.

Constraints on variables

In some problems we may want to give constraints to the variables, for example we
may want to accept variables that lay in the interval [a, b]. We may achieve this result
by adding a penalty term to our fitness function.

For example, let’s say that in the case of fAckley we want to select only variables such
that each variable belongs to the interval [−0.8, 0.8]. This means that if we start from
x(0) = (0.75, 0.75) as before we should only find the xbest = (0.0, 0.0) result. A suitable
choice could be for example the ramp function2. We will thus evaluate the function

f(x1, x2) = fAckley(x1, x2) + 10000 · [R(|x1| − 0.8) +R(|x2| − 0.8)]

Initializing the variables as x(0) = (0.75, 0.75) and running the algorithm 30 times with
ngen = 200, we find only the xbest = (0.0, 0.0) solution now.

Luckily, there was a local maxima in our selected region [−0.8, 0.8]× [−0.8, 0.8]. We
want to check what happens if there are no local maxima of the function. Ideally, we
want the algorithm to stop in the maximal value it encounters without exceeding the

2An attempt has been made with the Heaviside step function but the discontinuity sometimes brings
the algorithm to “fall off” the step and to search outside the boundaries.
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x(0) xbest −fAckley N

(0.75, 0.75)

(0.0, 0.0) 0.0 3
(0.976714, 0.976714) -2.60915 3

(0, 0.965488) -1.87233 3
(0.965488, 0) -1.87233 1

(4.7, 4.7)

(0.0, 0.0) 0.0 4
(4.98692, 4.98692) -10.1295 4
(4.98454, 3.98764) -9.44704 3
(3.98491, 3.98491) -8.6285 1

(9.5, 8.5) (0.0, 0.0) 0.0 8
(8.99162, 7.99255) -13.9978 2

Table 4.1: Results obtained running the DES algorithm 10 times for the fitness function
−fAckley for ngen = 100 and for different starting points x(0), where N indicates the
number of times the corresponding value xbest was found

boundaries of the region. We will check that this is what happens. Let’s for example
pick the function

fsin(x1, x2) = sin(x1) + sin(x2)

Without putting constraints on the variables, starting from the values of x(0) = (0.75, 0.75)

(a) Plot in the range [−5,+5]2 . (b) Plot in the range [−1,+1]2.

Figure 4.3: Plot of fsin

and running the algorithm 30 times with ngen = 200, we always get to the value
{1.5708, 1.5708}, a maxima we can clearly see in Figure 4.3a. Now assume we want
to constrain our parameters to the region [−0.8, 0.8]× [−0.8, 0.8], shown in Figure 4.3b,
from which it’s evident that . We will run the algorithm on the fitness function

fsin(x1, x2) = sin(x1) + sin(x2)− 10000 ·R(|x1| − 0.8) +R(|x2| − 0.8)]
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Running the algorithm 30 times with ngen = 200, we always get a value which exceeds
only slightly the value xmax = (0.8, 0.8), “only slightly” meaning that we get values
xbest = (0.8 + a, 0.8 + b) with a, b ∼ 10−5. If we want to remain strictly inside the
boundaries we can modify the ramp function accordingly as R(|x| − 0.8− ε), with ε� 1
but ε > a, b.

4.2.3 Fitness function for the creation of an EPR channel via
local transformations

From Subsection 4.2.1 we saw that our goal is to find two suitable unitary matrices
U1 and U2 with n2 and p2 parameters respectively. Then n2 + p2 will be the dimension
of the parameter space of the algorithm, i.e. the number of parameters the algorithm
has to “work with” to optimize the function.

We note that in the implementation of our optimization function, σcluster1 is a fixed
matrix as it corresponds to the resource we are given. σcluster2, which depends on the
parametrization of U1 and U2 should reflect the fact that 2 chosen nodes represent an
EPR state, and it should be as close as possible to an ideal result for our aim, a covariance
matrix σideal. We can for example impose that, if the nodes N1 and N2 are the nodes
out of which we want to obtain an EPR state, we can define

σcluster2,red(N1, N2) =


σcluster2,N1

σcluster2,N2

σcluster2,N2+n+p

σcluster2,N2+n+p


as the reduced 4 × 2(n + p) matrix obtained by selecting only the rows of σcluster2 we
want to fix as an EPR. We thus define the 4× 2(n+ p) matrix σideal as the matrix with
null entries except for

σ1,N1 = σ2,N2 = σ3,N1+n+p = σ4,N2+n+p = λ

σ1,N2+p+n = σ2,N1+p+n = σ3,N2 = σ4,N1 = µ

given a fixed value of squeezing s, λ = 1/2s + s/2 and µ = −1/2s + s/2, according to
the covariance matrix of a two-modes cluster of Eq.(4.4). We thus will search for the
minimal value of the function

fopt = ||σideal,red − σcluster2,red(N1, N2)|| (4.10)

where || · || indicates the Frobenius norm.
We stress out the fact that to get a good EPR channel we need fopt ∼ 0, i.e. a

global minimum. Since the algorithm described in 4.2.2 searches for local extrema, the
algorithm may converge but we may not reach the desired value fopt ∼ 0.
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4.2.4 Creation of an EPR channel via local transformations on
given graphs

A well-known case

Let’s give an example with a well-known case [71], namely a 4-mode weighted cluster,
i.e. a cluster whose adjacency matrix has elements which can be different from 1 and 0,
described by the adjacency matrix

V =


0 0 1√

2
− 1√

2

0 0 1√
2

1√
2

1√
2

1√
2

0 0

− 1√
2

1√
2

0 0


We implemented the cluster with equal values of squeezing on the vacuum modes set
to -10 dB. Let’s suppose we want an EPR state out of the modes 1 and 3: we thus
minimize the function of Eq. (4.10) with N1 = 1 and N2 = 3. We run the algorithm
setting ngen = 600 and we get to a value fopt ∼ 10−10, concluding that we have indeed
found a suitable transformation for the construction of an EPR channel. The linear
optical transformation that has to be performed locally on each set of nodes is of the
form (1.42) with

X1,2 =

(
0.157242 0.157242
−0.353826 0.353826

)
, Y1,2 =

(
0.689402 0.689402
−0.612215 0.612215

)
for the local transformation performed on the modes 1 and 2 and

X3,4 =

(
0.222379 −1.9 · 10−6

−8.8 · 10−7 0.222379

)
, Y3,4 =

(
−0.97496 1.9 · 10−6

−2.5 · 10−6 −0.97496

)
These matrices are not unique. We found indeed other linear optical transformation

that led to the same result.

Successful establishment of an EPR link

Figure 4.4: 6-mode cluster distributed among two players A and B.
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We implemented a 6-mode cluster and we distributed its modes as shown in Fig-
ure 4.4, setting ngen = 5000. We then used the algorithm to create an EPR channel out
of modes 1 and 6. The linear optical transformation both teams have to perform on their
set of nodes is of the form (1.42) with

X = XA =

 0.28259 0.28259 O(10−9)
−0.618453 0.618453 O(10−9)
O(10−9) O(10−9) 0.859636


Y = YA =

 0.648184 0.648184 O(10−9)
0.342806 −0.342806 O(10−9)
O(10−9) O(10−9) 0.510906


for “team A” and

X = XB =

 0.618454 −1.8 · 10−6 −0.618452
−0.707085 O(10−7) −0.707089
O(10−8) 0.9672 1.1 · 10−6


Y = YB =

 0.342807 2.9 · 10−6 −0.342803
−0.00532526 1.3 · 10−6 −0.0053229

1.6 · 10−6 0.254018 −3.1 · 10−6


for “team B”. It is also possible, using linear optics, to create an EPR channel between
the nodes 1 and 4 and between the nodes 1 and 5, as the results reported in Appendix A
show.

Figure 4.5: 6-mode cluster distributed among two players A and B.

We tried also to establish an EPR link between the nodes 1 and 6 of the graph of
Figure 4.5, setting ngen = 5000. We found it is indeed possible, if “team A” performs the
transformation characterized by

XA =

 −0.0388494 O(10−10) 0.0388494
−0.0711785 −0.340491 −0.0711785
−0.684642 −0.0595105 −0.684642


YA =

 −0.706039 O(10−10) 0.706039
−0.0517365 0.931976 −0.0517365

0.153369 −0.109291 0.153369


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and “team B” performs

XB =

 −0.374838 0.817445 −0.374838
−0.575589 −0.54852 −0.575589
−0.0388494 O(10−10) 0.0388494


YB =

 0.159338 O(10−9) 0.159338
0.0529694 −0.175812 0.0529694
0.706039 O(10−10) −0.706039


It was also possible to found the transformations for the creation of an EPR channel
between the nodes 1 and 4 and between the nodes 1 and 5. The results are found in
Appendix A.

Lastly, the so-called “grid” topology was investigated, for 6, 8 and 10 nodes. We
tried to establish an EPR link between a belonging to Alice, and all the nodes belonging
to Bob and we could always find a suitable transformation for this specific task. For
example, for the 10-nodes grid of Fig. 4.6, setting ngen = 8000, the transformations to
establish an EPR link between the nodes 1 and 9 of Alice and Bob are

Figure 4.6: 10-mode cluster distributed among two players A and B.

XA =


O(10−17) O(10−16) O(10−16) O(10−16) O(10−16)
0.403474 −0.0870331 0.166897 O(10−17) −0.236577
−0.0643617 −0.906976 0.16927 O(10−17) 0.233632
0.0572625 −0.347792 −0.144588 O(10−16) −0.20185
O(10−17) O(10−17) O(10−16) 0.955786 O(10−17)



YA =


0.57735 O(10−16) −0.57735 O(10−16) 0.57735
0.502183 −0.126409 −0.168164 O(10−17) −0.670347
−0.173667 0.0831156 −0.224432 O(10−16) −0.0507651
0.462716 0.16116 0.714566 O(10−17) 0.25185
O(10−16) O(10−16) O(10−18) 0.294062 O(10−16)


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for Alice and

XB =


0.00619455 0.208494 −0.135882 0.0903469 −0.142077
0.673557 −0.12453 0.00171553 0.163035 −0.671842
0.103711 0.491517 −0.0277931 −0.806682 −0.131504
0.417499 0.13029 0.796662 0.023899 0.379164
O(10−17) O(10−17) O(10−16) O(10−17) O(10−16)



YB =


0.0336493 −0.8152 0.0854874 −0.483736 0.0518381
0.0179886 −0.0216224 0.028614 0.22613 0.0106254
−0.162267 −0.0229788 0.00478799 0.155128 0.167055
−0.0100478 −0.130045 −0.0678698 −0.0689169 −0.057822
−0.57735 O(10−16) 0.57735 0 −0.57735


for Bob. Additional results for the “grid” clusters are reported in Appendix A.

For all the graphs implemented in above it was possible to find an entanglement link
between nodes belonging to the two parties. It was not possible, however, to find a
linear optical transformation to create an EPR channel out of nodes belonging to the
same team, for example 1 and 3 or 1 and 2. This was instead possible with the fully
connected cluster of Fig. 3.53, as it can be seen in Appendix A. This suggests that, in most
cases, a player cannot disconnect some of his nodes from the portion that belong to the
other player via linear optical transformation. We need either a global transformation,
or to introduce some projective measurement.

We remark that using this method the correlations between the nodes of the EPR
channel and the other nodes are not identically zero, but they depend on the value of fopt
of Eq. (4.10), thus in general they decrease if we increase the number of generations ngen.
In the results presented in this Section, these correlations take values at most of the order
of 10−15, being fopt of the same order. Moreover, while for these clusters it was possible
to create EPR links between two nodes belonging to different parties, we couldn’t find a
suitable transformation to establish an EPR link between nodes of the same party. This
was instead possible with the fully connected cluster of Figure 3.5. We remark that,
however, for the fully connected cluster, it wasn’t possible to find transformations for
the creation of an EPR link between two different parties.

Unsuccessful establishment of an EPR link

We tried to establish an EPR link between Alice and Bob for the clusters of Fig. 4.7
and for the fully connected cluster of Fig. 3.5 (for which we considered nodes 1, 2, 3
belonging to Alice and nodes 4, 5, 6 belonging to Bob) but the desired solution wasn’t
found.

3We remark that, however, for the fully connected cluster it wasn’t possible to find transformation
connecting two nodes of separate teams, as we will see shortly.
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Figure 4.7: 6-mode cluster distributed among two players A and B.

We remark that this doesn’t exclude the fact that the solution exists.

Comments

The DES can be used with a suitable fitness function to find the desired local oper-
ations to implement on the quantum network with the aim of reshaping it to perform
specific tasks. In the case of the creation of an EPR channel the use of the fitness function
of Section 4.2.3 effectively brings results.

A disadvantage of this approach is that with the DES we find in general the local
extrema, while for the specific task of the creation of an EPR channel we need the
global extremum, as we search for the specific value fopt ∼ 0 of a non-negative function.
Running the algorithm various times and changing the starting point in the parameter
space may help to tackle this problem. Moreover, even if we don’t find the desired
solution fopt ∼ 0 we cannot be sure that it doesn’t exist, so we cannot conclude with
certainty that there is no way to create an EPR channel with a given quantum resource.

4.3 Measurement of nodes in cluster states

In this section we will show how the statistical moments of our quantum system
change if we measure one or multiple nodes. In particular, we will see how to re-shape our
cluster with node removal or wire-shortening operations via homodyne measurements.

4.3.1 Measurements in the characteristic function formalism

We define the vector R̂ = (q̂1, p̂1, . . . , q̂N , p̂N) such that Eqs. (1.10) and (1.11) can be
rewritten as [

R̂i, R̂j

]
= 2iΩij
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where Ω is the N−symplectic form

Ω =
n⊕
k=1

ω, ω =

(
0 1
−1 0

)
that satisfies ΩT = Ω−1 = −Ω. It is useful to rewrite also the Weyl displacement operator
in terms of R̂

D̂(x) = e−ix
T ΩR̂

where x ∈ R2N . We see indeed that by setting x = 2(Reα, Imα) we recover the form of
the Weyl operator of Eq. (1.16).

In Section 1.3 we saw how a quantum system characterized by the density matrix ρ̂
can be described with a Wigner function. Equivalently, we may use the characteristic
function

χρ(x) = Tr
[
ρ̂D̂(x)

]
,

which is related to the Wigner function via Fourier transform

W (x) =
1

(2π)2N

∫
d2Nye−ix

T Ωyχρ(x)

where y ∈ R2N [72, 73].
The characteristic function for a Gaussian state ρ̂ can be written as

χρ(x) = e−
1
2
xT ΩσΩTx−ixT Ω〈R̂〉 (4.11)

where σij = 1/2〈R̂iR̂j + R̂jR̂i〉 − 〈R̂i〉〈R̂j〉 [72, 74]. Note that this definition of the
covariance matrix, as well as the definition for the quadrature operators vector R̂, is
different form the one we used in Eq. (1.32). The reason for this change of notation, to
which we will stick throughout this whole section, arises from the fact that to implement
measurements the covariance matrix will be decomposed in block form corresponding to
the set of nodes that will be measured and to the set of nodes that won’t be measured,
as we will see shortly.

We will use the characteristic function formalism to show how the state of a multimode
gaussian system ρ̂ changes after some of its modes (subsystem B) are measured by
the means of a gaussian measurement while the other modes (subsystem A) are left
unchanged. Let’s restrict for simplicity, and without loss of generalization, to the case
in which subsystem B consists only on one mode. According to Eq. (1.28) the state ρ̂A
of the remaining modes after the measurement is

p(m)ρ̂A = TrB [ρ̂(1A ⊗ |m〉 〈m|)] (4.12)

where 1A has the dimensionality of the subsystem A, so that, following the calculations
in Appendix B, it can be expressed in the characteristic function formalism as

χρA(xA) =
1

p(m)

1

2π

∫
d2xBχρ(xA,xB)χω(−xB) (4.13)
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If we are dealing with Gaussian states and Gaussian measurements, the characteristic
functions are Gaussian as in Eq. (4.11). We define

Γ = ΩσΩT (4.14)

d = Ω〈R̂〉 (4.15)

that are still good definition for the statistical momenta of a state as the canonical
commutation relations are preserved, since Ω is a symplectic transformation.

Let’s consider the covariance matrix of the whole state expressed in block form

Γ =

(
A C
CT B

)
(4.16)

Substituting Γ in Eq.(4.11) and considering a Gaussian measurement, characterized by
a projected state with statistical moments Γω and Dω, the normalized4 characteristic
function of the system after the measurement reads

χρA(xA) = e−
1
2
xT
A[A−C(B+Γω)−1CT ]xA−ixT

A[DA−C(B+Γω)−1(DB−Dω)] (4.17)

The calculations are shown in Appendix B. It follows that the statistical moments of the
resulting state are

Γ′ = A− C(B + Γω)−1CT (4.18)
D′ = DA − C(B + Γω)−1(DB −Dω) (4.19)

We stress out again that Γ and D differ from the statistical moments σ and d = 〈R̂〉, as
we defined in Eqs. (4.14) and (4.15) but the relations of Eqs. (4.18) and (4.19) holds even
for the statistical moments σ and d. This can be seen by a straightforward calculation
using the definitions (4.14) and (4.15). Indeed, let’s express the matrix σ in block matrix
form as

σ =

(
Aσ Cσ
CT
σ Bσ

)
then from block-matrix multiplication and the definition (4.14) it follows that

A = Ω1AσΩT
1

B = Ω2BσΩT
2

C = Ω1CσΩT
2

where Ω1 and Ω2 have the dimension of A and B respectively. From Eq. (4.18), simple
algebraic calculations lead to

σ′ = Aσ + Cσ[(B + Γω)]−1CT
σ

The same calculations can be carried out for the displacement vector.
4The normalization condition of the characteristic function is χρ(0) = 1, that follows from the

condition Trρ̂ = 1
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4.3.2 Homodyne detection for node removal or wire-shortening

In the framework of the implementation of quantum teleportation between two given
nodes, cluster state shaping via the removal of nodes may be a crucial step for the success
of the operation. The removal of a given node is carried out by a measurement of the
node in the computational basis, i.e. the position basis. A feedforward operation on the
neighboring nodes, that corresponds to phase-space displacement of the quadratures, is
then necessary to properly shape the resource state [56, 75].

Since we are given Gaussian resources, if we restrict ourselves to Gaussian measure-
ments, such as the homodyne detection, we can work with the covariance matrix and
the displacement vector of the state, analyzing how they change after performing the
measurement operation.

Let’s consider a n+m mode Gaussian state with zero displacement vector and with
covariance matrix

Γ =

(
A C
CT B

)
where A and B are respectively a n×n matrix and m×m matrix describing the n-mode
system and the m-mode system and C is a n × m matrix describing the correlations
between them. Suppose that we want to perform a Gaussian measurement on the last
m modes, projecting them into a pure Gaussian state with covariance matrix Γω and
displacement Dω. The resulting n-mode state will be characterized by a covariance
matrix Γ′ and a displacement vector D′ that, according to Eqs. (4.18) and (4.19) will
read

Γ′ = A− C(B + Γω)−1CT (4.20)
D′ = C(B + Γω)−1Dω (4.21)

[76, 77]. In the case of a homodyne measurement the covariance matrix Γω will represent
an infinitely squeezed state for each measured mode, as we will see in the following, and
the displacement Dω will read Dω = (q̄, 0) for a position measurement and Dω = (0, p̄)
for a momentum measurement.

Indeed, let’s consider the homodyne measurement of a single mode of our given
resource, where the aim is to remove a node from the graph state. The covariance
matrix Γω is

Γω =

(
1
a2

0
0 a2

)
where the limit a → 0 represents a state infinitely squeezed in momentum, while the
limit a → ∞ represents a state infinitely squeezed in position, thus, respectively, a
momentum measurement and a position measurement. In both cases we can identify the
inverse matrix appearing in Eqs. (4.20) and (4.21) as

(B + Γω)−1 =
1

(b1a2 + 1)(b3 + a2)− b2
2a

2

(
b3a

2 + a4 −b2a
2

−b2a
2 b1a

2 + 1

)
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This is equivalent, in the limit cases where a → 0 or a → ∞, to identifying the inverse
(B+Γω)−1 with the matrix (πBπ)MP , where π = diag(1, 0) in the case of a position mea-
surement while π = diag(0, 1) for a momentum measurement, and where the subscript
MP denotes the Moore-Penrose inverse5 [72, 77].

Example: 3-mode cluster state Our aim is to carry out measurements on our
quantum resource to shape it in a suitable way such that it will be possible to perform a
given quantum computing or quantum communication task. We will concentrate on the
creation of a quantum channel out of two desired nodes: it is thus necessary to analyze
the effect of measurements and feed-forward operations on the cluster nodes.

We will consider the paradigmatic case of a 3-modes cluster state with equal squeezing
on the 3 nodes. Here we will identify the squeezing degree with the parameter s = e2r,
such that the covariance matrix of the squeezed multimode vacuum takes the form

σsqz =


s 0 0 0 0 0
0 1

s
0 0 0 0

0 0 s 0 0 0
0 0 0 1

s
0 0

0 0 0 0 s 0
0 0 0 0 0 1

s



and, consequently, the covariance matrix of the 3-mode state reads, as a function of the
parameter s,

σ =



2s
3

+ 1
3s

0 0 s2−1
3s

− s2−1
3s

0

0 s2+2
3s

s2−1
3s

0 0 s2−1
3s

0 s2−1
3s

s2+2
3s

0 0 s2−1
3s

s2−1
3s

0 0 2s
3

+ 1
3s

s2−1
3s

0

− s2−1
3s

0 0 s2−1
3s

2s
3

+ 1
3s

0

0 s2−1
3s

s2−1
3s

0 0 s2+2
3s


(4.22)

where it is to stress out again that the covariance matrix is expressed using the convention
(q1, p1, . . . , qN , pN) for the quadratures vector. If we want to remove the third node, to
obtain a quantum channel between nodes 1 and 2, we have to perform a q-measurement
on the third node. The resulting statistical moments, obtained by using the Eqs. (4.20)

5The Moore-Penrose inverse (or pseudoinverse) of a matrix generalizes the notion of an inverse.
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and (4.21), are

σ′ =


s(s2+2)
2s2+1

0 0
s(s2−1)
2s2+1

0 s2+2
3s

s2−1
3s

0

0 s2−1
3s

s2+2
3s

0
s(s2−1)
2s2+1

0 0
s(s2+2)
2s2+1

 (4.23)

d =


q̄(1−s2)
2s2+1

0
0

−q̄(s2−1)
2s2+1

 (4.24)

where q̄ represent the measured value of the position of the third node, obtained via
homodyne detection. From (4.24) we see that measuring the node 3 causes a displacement
in the quadratures of the nodes 1 and 2, so that a feed-forward operation, that will depend
on the measured value q̄ and on the initial squeezing value s, has to be applied to these
nodes. From Eq. (4.23) we may see that the resulting state, whose Wigner is depicted in
Fig. 4.8 for s = 10, exhibits the behavior of a cluster-like EPR state, with correlations
between the quadratures q̂1 and p̂2 and between the quadratures q̂2 and p̂1. Indeed, after
the feedforward operation, we have

∆2(q̂1 − p̂2) + ∆2(q̂2 − p̂1) =
6s

2s2 + 1
+

2

s

s→∞−−−→ 0

We point out the fact that the covariance matrix of (4.23) of the 2-mode state obtained

(a) 3D plot. (b) Contour Plot.

Figure 4.8: Plot of the section q2 = p1 = 0 of the Wigner function for the cluster state
characterized by a covariance matrix given by Eq. (4.23) for s = 10.

after the measurement of the third node, in case of finite squeezing, will have different
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values with respect to the covariance matrix of Eq. (4.4) of a 2-mode state directly built
from two squeezed vacuum states with equal squeezing, which reads, conversely

σcluster =


1
2s

+ s
2

0 0 − 1
2s

+ s
2

0 1
2s

+ s
2
− 1

2s
+ s

2
0

0 − 1
2s

+ s
2

1
2s

+ s
2

0
− 1

2s
+ s

2
0 0 1

2s
+ s

2


and whose inseparability inequality reads

∆2(q̂1 − p̂2) + ∆2(q̂2 − p̂1) =
4

s

s→∞−−−→ 0

exhibiting slightly less noise on the EPR-like quadratures6.
Another way of creating a quantum channel in this configuration is wire shortening. It

consists of measuring the momentum of a node, which causes the node removal but keeps
the connections of its neighbors. Thus, being provided with a linear 3-mode cluster, we
can create an EPR channel out of the nodes 1 and 2, performing a q-measurement on the
third node, but we can equivalently create an EPR channel out of the nodes 1 and 3, by
measuring the momentum of the second node. This is done by reorganizing the entries
of the covariance matrix of Eq. (4.22), such that it reflects the order (q̂1, p̂1, q̂3, p̂3, q̂2, p̂2),
namely

σ =



2s
3

+ 1
3s

0 − s2−1
3s

0 0 s2−1
3s

0 s2+2
3s

0 s2−1
3s

s2−1
3s

0

− s2−1
3s

0 2s
3

+ 1
3s

0 0 s2−1
3s

0 s2−1
3s

0 s2+2
3s

s2−1
3s

0

0 s2−1
3s

0 s2−1
3s

s2+2
3s

0
s2−1

3s
0 s2−1

3s
0 0 2s

3
+ 1

3s


By using the Eqs. (4.20) and (4.21) it is possible to obtain the resulting statistical
moments after a p-measurement of the second node, thus by projecting on a squeezed
momentum state with displacement vector (0, p̄). The resulting covariance matrix and
displacement vector are

σ′ =


s(s2+2)
2s2+1

0 s(1−s2)
2s2+1

0

0 s2+2
3s

0 s2−1
3s

s(1−s2)
2s2+1

0
s(s2+2)
2s2+1

0

0 s2−1
3s

0 s2+2
3s



d =


p̄(s2−1)
2s2+1

0
p̄(s2−1)
2s2+1

0


6For s = 10 the inseparability condition reads ∆2(q̂1− p̂2)+∆2(q̂2− p̂1) = 0.49 for the 2-mode cluster

resulting from a node-removal and ∆2(q̂1− p̂2)+∆2(q̂2− p̂1) = 0.4 for the EPR-like cluster state directly
built from two squeezed states.
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We may see that the values in the covariance matrix are the same we obtained in
Eq. (4.23) for node-removal, but in the case of wire shortening, the resulting quan-
tum channel exhibits correlations between the momentum quadratures of the modes and
anticorrelations between the position quadratures, such that

∆2(q̂1 + q̂3) + ∆2(p̂1 − p̂3) =
6s

2s2 + 1
+

2

s

s→∞−−−→ 0

We conclude that, if our aim is to create an EPR-channel out of a 3-mode cluster,
we can equivalently perform an operation of node-removal or wire-shortening, which
will result in a 2-mode state with EPR-like correlations between specific quadratures,
depending on the operation we chose. The resulting state will be slightly more noisy
than a state directly built from squeezed resources.

We could then add measurements to linear optics operations to manipulate cluster
states to solve the specific task of creating an EPR-channel out of two given nodes of
an entangled resource. In particular, operations of node-removal or wire-shortening will
be useful in the cases we couldn’t find a suitable transformation to create an EPR-link
between two nodes, disconnecting them from all the other nodes of the cluster.
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Conclusions

During the present dissertation we studied the implementation of cluster states, ei-
ther regular or with a complex topology, in a linear optical framework following an
optimization protocol. The results showed that the quality of the implemented cluster,
measured as the mean of the variance of its nullifiers, increases with the quantity of
entanglement links. We have analysed different kind of networks by reproducing in the
quantum regime the models which describe real-world networks. In the Barabási-Albert
and Erdős–Rényi model, regardless of the topology, clusters with a similar average de-
gree 〈k〉 have a comparable overall quality. The degree 〈k〉 in complex graphs could thus
be used as a benchmark for the quality of the state implemented with the optimization
protocol discussed in Section 3.3.2. Moreover, analyzing “small-world networks”, that
evolve from a regular network to a random network as their characteristic parameter
pWS increases, we found that regular graphs are optimized better than random graphs.
The overall quality of a network is an important property to reduce noises that arise from
finite-squeezing implementation when the resource is used, for example, in a quantum
computation protocol.

In addition, the optimization protocol permits us to concentrate the squeezing on two
given nodes, with the aim of creating an EPR channel out of them by measuring and
by employing feedforward procedures or by acting on the resource with a linear optical
transformation. We saw that such a global transformation can always be found and we
can indeed retrieve an EPR channel out of the two given nodes. If we allow only local
transformations we can no longer rely on the optimization protocol of Section 3.3.2, due
to the fact that we have more constraint on the form of the linear optical symplectic
transformation acting on the resource. We used a Derandomized Evolutionary Strategy
(DES) algorithm, whose main advantage is a high convergence speed, with respect to
other optimization algorithms. Such an algorithm doesn’t guarantee however the best
optimization, as in general its aim is finding local extrema and not global ones. As an
additional tool, homodyne measurements can be performed to reshape the cluster with
the aim of obtaining an EPR link, with the price of adding feedforward operations and
some extra noise.

In the present dissertation the algorithm has been tested with a small number of
nodes. We are currently implementing the algorithm on a larger number of nodes and
in particular in the case of networks with complex shape. Future works will be extended
to the full class of symplectic local operations and some non-gaussian operations.
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Appendix A

In this appendix we report the transformations we have to perform on a given graph
state to get an EPR channel out of two given nodes.

6-mode graph 1 We implemented a 6-mode cluster and we distributed its modes as
shown in the following figure:

The transformations for entangling nodes 1 and 6 are already reported in Section 4.2.4.
To entangle nodes 1 and 4, with ngen = 5000, we obtained

XA =

 −0.564055 O(10−16) 0.564055
0.250315 O(10−16) 0.250315
O(10−16) −0.277133 O(10−16)

, YA =

 −0.426429 O(10−16) 0.426429
−0.661319 O(10−17) −0.661319
O(10−16) −0.960831 O(10−16)


XB =

 −0.564055 O(10−17) 0.564055
−0.449914 O(10−17) −0.449914
O(10−18) −0.993175 O(10−17)

, YB =

 0.426429 O(10−17) −0.426429
−0.545507 O(10−18) −0.545507
O(10−18) −0.116635 O(10−17)


Using these transformations, the correlations between 1 and 4 and the other nodes are
at most of the order of 10−15.

To entangle nodes 1 and 5, with ngen = 5000, we obtained

XA =

 −0.648701 O(10−16) 0.648701
−0.625483 O(10−18) −0.625483
O(10−17) −0.901634 O(10−17)

, YA =

 −0.281402 O(10−16) 0.281402
−0.329805 O(10−18) −0.329805
O(10−16) −0.432501 O(10−16)


XB =

 0.661714 O(10−17) 0.661714
−0.648701 O(10−17) 0.648701
O(10−18) −0.999699 O(10−17)

, YB =

 0.249267 O(10−17) 0.249267
0.281402 O(10−17) −0.281402
O(10−18) 0.0245157 O(10−17)


89
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Using these transformations, the correlations between 1 and 5 and the other nodes are
at most of the order of 10−15.

6-mode graph 2 We implemented a 6-mode cluster and we distributed its modes as
shown in the following figure:

The transformations for entangling nodes 1 and 6 are already reported in Section 4.2.4.
To entangle nodes 1 and 4, with ngen = 5000, we obtained

XA =

 0.424404 O(10−17) −0.424404
0.49186 O(10−17) 0.49186
O(10−18) −0.0627088 O(10−18)

, YA =

 −0.56558 O(10−17) 0.56558
0.508009 O(10−17) 0.508009
O(10−18) −0.998032 O(10−17)


XB =

 0.424404 O(10−16) −0.424404
−0.706958 O(10−17) −0.706958
O(10−17) 0.89902 O(10−16)

, YB =

 0.56558 O(10−16) −0.56558
0.0145012 O(10−16) 0.0145012
O(10−17) 0.437907 O(10−16)


Using these transformations, the correlations between 1 and 4 and the other nodes are
at most of the order of 10−15.

To entangle nodes 1 and 5, with ngen = 5000, we obtained

XA =

 −0.308384 O(10−17) 0.308384
O(10−16) 0.573929 O(10−16)
0.451354 O(10−16) 0.451354

, YA =

 −0.636317 O(10−18) 0.636317
O(10−16) −0.818905 O(10−16)
0.544315 O(10−16) 0.544315


XB =

 −0.233727 −0.362844 −0.233727
−0.308384 O(10−16) 0.308384
0.616806 −0.269078 0.616806

, YB =

 0.0357351 0.869789 0.0357351
0.636317 O(10−16) −0.636317
0.25228 0.198513 0.25228


Using these transformations, the correlations between 1 and 5 and the other nodes are
at most of the order of 10−15.

6-mode graph “grid” We implemented a 6-mode cluster and we distributed its modes
as shown in the following figure:
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To entangle nodes 1 and 4, with ngen = 5000, we obtained

XA =

 −0.564055 O(10−16) 0.564055
0.250315 O(10−16) 0.250315
O(10−16) −0.277133 O(10−16)

, YA =

 −0.426429 O(10−16) 0.426429
−0.661319 O(10−17) −0.661319
O(10−16) −0.960831 O(10−16)


XB =

 −0.564055 O(10−17) 0.564055
−0.449914 O(10−17) −0.449914
O(10−18) −0.993175 O(10−17)

, YB =

 0.426429 O(10−17) −0.426429
−0.545507 O(10−18) −0.545507
O(10−18) −0.116635 O(10−17)


Using these transformations, the correlations between 1 and 4 and the other nodes are
at most of the order of 10−15.

To entangle nodes 1 and 5, with ngen = 5000, we obtained

XA =

 −0.648701 O(10−16) 0.648701
−0.625483 O(10−18) −0.625483
O(10−17) −0.901634 O(10−17)

, YA =

 −0.281402 O(10−16) 0.281402
−0.329805 O(10−18) −0.329805
O(10−16) −0.432501 O(10−16)


XB =

 0.661714 O(10−17) 0.661714
−0.648701 O(10−17) 0.648701
O(10−18) −0.999699 O(10−17)

, YB =

 0.249267 O(10−17) 0.249267
0.281402 O(10−17) −0.281402
O(10−18) 0.0245157 O(10−17)


Using these transformations, the correlations between 1 and 5 and the other nodes are
at most of the order of 10−15.

To entangle nodes 1 and 6, with ngen = 5000, we obtained

XA =

 −0.688847 O(10−14) 0.688847
−0.304536 0.172212 −0.304536
−0.0752665 −0.763395 −0.0752665

, YA =

 0.159655 O(10−16) −0.159655
0.617874 −0.146023 0.617874
0.1408 0.605184 0.1408


XB =

 −0.371646 −0.163936 −0.371646
−0.267229 0.650482 −0.267229
−0.688847 O(10−15) 0.688847

, YB =

 0.334483 0.687841 0.334483
−0.422597 0.27726 −0.422597
−0.159655 O(10−14) 0.159655


Using these transformations, the correlations between 1 and 6 and the other nodes are
at most of the order of 10−15.

6-mode graph “fully connected” We implemented a 6-mode cluster and we dis-
tributed its modes as shown in the following figure:
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To entangle nodes 1 and 2, with ngen = 5000, we obtained

XA =

 0.56149 −0.397134 −0.164356
−0.56149 0.397134 0.164356
0.408248 0.408248 0.408248

, YA =

 −0.134394 −0.419068 0.553462
−0.134394 −0.419068 0.553462
−0.408248 −0.408248 −0.408248


XB =

 0.447715 0.293987 0.104392
0.436176 0.614297 −0.472751
0.124502 0.361237 0.860632

, YB =

 −0.706639 0.450256 −0.0124474
0.201155 −0.408378 0.0407497
0.232375 −0.190305 0.152002


Using these transformations, the correlations between 1 and 2 and the other nodes are
at most of the order of 10−15.

10-mode graph “grid” We implemented a 10-mode cluster and we distributed its
modes as shown in the following figure:

To entangle nodes 1 and 10, with ngen = 3000, we obtained

XA =


O(10−9) O(10−10) O(10−9) O(10−12) O(10−10)
0.433752 0.208888 0.184265 O(10−10) −0.249487
−0.119857 −0.00616257 −0.529232 O(10−9) −0.409374
−0.0169188 0.964388 −0.0334197 O(10−10) −0.0165008
O(10−11) O(10−10) O(10−9) −0.99531 O(10−13)



YA =


0.57735 O(10−9) −0.57735 O(10−9) 0.57735
0.654299 −0.0802321 0.218916 O(10−9) −0.435383
−0.0663495 −0.0285936 −0.5482 O(10−9) −0.48185
−0.177099 0.137942 −0.0553395 O(10−9) 0.121759
O(10−10) O(10−9) O(10−10) −0.0967379 O(10−11)



XB =


0.696996 0.118446 0.0513584 −0.247325 −0.645638
0.0037403 −0.083768 0.275009 −0.806103 0.271269
0.0733984 0.383927 0.21772 −0.120292 0.144322
−0.309119 0.116546 −0.514378 −0.239374 −0.205258
O(10−9) O(10−10) O(10−10) O(10−9) O(10−10)



YB =


−0.0150675 −0.0249436 0.00769078 −0.134483 0.0227583
0.0507257 −0.194465 −0.209338 0.205192 −0.260064
0.00754282 0.844743 0.088232 0.191228 0.0806892
−0.277579 0.256789 −0.474074 −0.347131 −0.196495
−0.57735 O(10−10) 0.57735 O(10−18) −0.57735


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Using these transformations, the correlations between 1 and 10 and the other nodes are
at most of the order of 10−9.

To entangle nodes 1 and 6, with ngen = 5000, we obtained

XA =


−0.0741002 O(10−8) 0.0741002 O(10−8) −0.0741002

0.414091 O(10−8) −0.148369 O(10−7) −0.562461
0.447327 0.125818 0.273404 −0.600588 −0.173923
0.0405618 −0.823495 −0.0157227 −0.0204954 −0.0562845
−0.0760763 O(10−8) −0.346725 −0.479288 −0.270649



YA =


0.572575 O(10−8) −0.572575 O(10−8) 0.572575
0.36941 O(10−9) 0.562499 O(10−6) 0.193089

0.0501783 0.0487566 −0.332644 0.237199 −0.382822
−0.0459603 0.551043 −0.0564897 0.0855141 −0.0105295
−0.38284 O(10−7) −0.138526 −0.587861 0.244315



XB =


−0.0741002 O(10−8) 0.0741002 O(10−9) −0.0741002
−0.292924 −0.719874 −0.207062 O(10−8) 0.0858616
0.507739 −0.0570439 0.591356 O(10−8) 0.0836171
−0.254744 0.644631 −0.167788 O(10−8) 0.0869557
O(10−9) O(10−8) O(10−9) −0.612348 O(10−8)



YB =


−0.572575 O(10−8) 0.572575 O(10−8) −0.572575
−0.16622 −0.200272 0.28033 O(10−8) 0.446551
−0.462094 0.0729278 −0.0627612 O(10−9) 0.399332
−0.130422 0.132483 0.404244 O(10−9) 0.534666
O(10−8) O(10−8) O(10−8) 0.790588 O(10−8)


Using these transformations, the correlations between 1 and 6 and the other nodes are
at most of the order of 10−8.
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Appendix B

In the characteristic function formalism an operator Ô can be expanded as

Ô =
1

(2π)N

∫
d2NxχO(x)D̂†(x) (B.1)

The right hand-side of Eq. (4.12) then can be written as

TrB [ρ̂(1A ⊗ |m〉 〈m|)] = TrB

[
1

(2π)N

∫
d2Nxχρ(x)D̂†(x)(

1A ⊗
1

2π

∫
d2ηBχω(ηB)D̂†(ηB)

)]
and since

TrB[D̂†(xA,xB)(1A ⊗ D̂†(ηB)] = TrB[D̂†(xA)⊗ D̂†(xB)D̂†(ηB)] =

D̂†(xA)TrB[D̂†(xB)D̂†(ηB)] = D̂†(xA)2πδ(xB + ηB)

which follows from the property Tr[D(x)D(y)†] = (2π)Nδ2N(x − y), Eq. (4.12) can be
rewritten as

p(m)ρ̂A =
1

(2π)N

∫
d2Nxχρ(x)D̂†(xA)

∫
d2ηBχω(ηB)δ(xB + ηB)

=
1

(2π)N

∫
d2Nxχρ(x)χω(−xB)D̂†(xA)

(B.2)

By using Eq. (B.1), we obtain the expression of the density operator ρ̂A in terms of the
characteristic function, namely

ρ̂A =
1

(2π)(N−1)

∫
d2N−2xAχρA(xA)D†(xA)

and comparing this expression with Eq. (B.2) we get to Eq. (4.13).
Substituting Γ of Eq.(4.16) in Eq.(4.11), Eq. (4.13) reads

χρA(xA) =
1

p(m)

1

2π

∫
d2xBe

− 1
2
xT Γx−ixTDe−

1
2
xT
BΓωxB+ixT

BDω =

e−
1
2
xT
AAxAe−ix

T
ADA

2πp(m)

∫
d2xBe

− 1
2
xT
B(B+Γω)xBe−ix

T
B [(DB−Dω)−iCTxA]

(B.3)
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where Γω and Dω are the statistical moments of the projected state, if we consider a
Gaussian measurement.

Recalling that for any symmetric positive-definite matrix Q 2N × 2N and Y is a
2N -dimensional real vector the identity∫

d2Nxe−
1
2
xTQx−ixTy =

(2π)N√
detQ

e−
1
2
yTQ−1y

holds, Eq. (B.3) gives

χρA(xA) =
e−

1
2
xT
AAxAe−ix

T
ADA

2πp(m)

2π√
det(B + Γω)

e−
1
2

[(DB−Dω)−iCTxA]T (B+Γω)−1[(DB−Dω)−iCTxA]

=
e−

1
2

(DB−Dω)T (B+Γω)−1(DB−Dω)

p(m)
√

det(B + Γω)
e−

1
2
xT
A[A−C(B+Γω)−1CT ]xA−ixT

A[DA−C(B+Γω)−1(DB−Dω)]

which corresponds to Eq.(4.17), up to normalization.
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