ALMA MATER STUDIORUM A.D. 1088
UNIVERSITA DI BOLOGNA

SCUOLA DI SCIENZE

Corso di Laurea Magistrale in Geologia e Territorio

Dipartimento di Scienze Biologiche, Geologiche edliental

Tesi di Laurea Magistrale

Debris flow susceptibility mapping for initiation
areas at medium scale: a case study in Western
Norway

Candidato: Rela:
Davide Festa Prof. Matteo Berti

Sessione Marzo 2019
Anno Accademico 2017-2018






Contents

1. Introduction

1.1 Motivation 1
1.2 Aims and objectives 2
1.3 Work steps 2
1.4 Study area 4
2. State of the art
2.1 Mass movement 6
2.1.1 Classification 6
2.1.2 Debris flow 7
2.1.3 Debris flow initiation conditions 11
2.2 Landslide susceptibility assessment 13
2.2.1 Mass movement inventory 13
2.2.2 Susceptibility mapping 14
3. Regional setting of the study area
3.1 Climate 20
3.2 Geology 21
3.3 Geomorphology and landslide activity 22
4. Field survey and statistical data analysis
4.1 Methods
4.1.1 Baseline data analysis 25
4.1.1.1 National database of slides for Norway 25

4.1.1.2 Geological and geomorphological setting of Farde an

Jolster Municipalities 26
4.1.2 Field survey 28
4.1.2.1 Field methods 28

4.1.2.2 Debris flow categories and detected features 30
4.1.3 Debris flow inventory 34

4.1.4 Statistical evaluation of terrain data 35



4.2 Results

4.2.1 Statistical comparison between source areas cagsgor 38

4.2.2 Statistical comparison between source areas cagsgor 40

4.2.3 Discussion

5. Susceptibility modelling
5.1 Methods

5.1.1 Terrain data and tematic layers
5.1.2 D.F. initiation susceptibility
5.1.2.1 Weights of evidence
5.1.2.2 Model performance
5.2 Results
5.2.1 Weights of the predictor variables
5.2.2 Models performances for different combinations
of predictors

5.2.3 Discussion

References

43

46

49
49
53

56

58
62

70



Abstract

In recent years, rapid mass movements such asdkwiand debris avalanches resulted in
a significant impact on Norwegian society and ecoypoThe need for dispelling the
uncertainty inherent in landslide risk assessmastdmcouraged the development of hazard
and susceptibility maps. Different statisticallysbd modelling methods, in combination
with geographic information systems (GIS), havenbextensively used to ascertain
landslide susceptibility in quantitative terms. §hhesis proposes a bivariate statistical
method (Weights of Evidence) for assessing thela@patoneness of debris flows within
Farde andJglstermunicipalities (Western Norway), where emphasiguson the critical
conditions of initiation.

Since no feasible landslide database could be gaglfor susceptibility mapping at medium
scale, this thesis addressed the realisation efvaimventory. By coupling pre-existing data
from remote sensing and field observations, cirt@01debris flow initiation areas were
outlined and differentiated in four categories wiggomorphological repeatable features.
Simple topography-based parameters such as slpglepe contributing area, curvature and
roughness were used to find significant statistiiierences between the initiation area-
types. Moreover, they were employed together witielothematic maps as informative
layers for landslide modelling. In order to tes thodel fitting performance, the ROC curves
method is used in this thesis.

The evaluation of different discretization scherzmed combinations of the above-mentioned
variables led to individuate models with differgr@rformances in terms of success rates.
The best model is obtained by using only a comtmnabf slope, flow accumulation and
elevation (82% true positive rate), while the mdraggustment of the classification scheme
did not lead to significant improvements.



1. Introduction

1.1. Motivation

As the world population has reached the highesttiroate in history during the last decade,
the need for space has been pushing cities to fsagh as in mountainous areas). Exposure
to areas more likely to be affected by landslidemlasined with an unwise land use is
resulting in an increasing of vulnerability of humlases, public and private assets (McCall
& Laming, 1990). This, in combination with the ngiincidence of extreme weather and
climate events, is putting human and natural systeinconsiderable risk (IPCC, 2012).

Due to their destructive strength and difficultgictability, rapid landslides such as debris
flows are among the geo-hazards which hit the ctille consciousness the most. They can
be generically defined as a mixture of loose soitk, organic matter and water that flows
downward at high velocities (Ilverson, 1997). Thesenomena are widespread where both
favourable topographic and climatic conditions@mesent and they typically lead to severe
economic and social damages.

Future projections for climate in Norway up to y2af0 (Hanssen-Bauer et al., 2009) have
been made: annual temperature is estimated taaiset®y ca. 4.5 °C and annual precipitation
will increase by ca. 18%. This tendency is likayurther produce intense and frequent rain
floods, rapid snowmelt (thus enhanced run-off) higher ground-water levels; therefore,
the Norwegian territory will probably face more wes-triggered landslides. Especially
debris flows will be threatening transport infrastiures, constructed facilities and people in
a more severe way than happened in the past (Kaddra., 2016). The Norwegian transport
network has already experienced this trend in &lsé years, with a recorded 12 million €
damage per year due to landslides (Bjordal & H(4,1).

The recent and urgent need for effective stratefpiekandslides risk management has led
Norwegians public administrations and governmeg@hncies to investigate debris flows in
more detail (Meyer et al., 2013). Along these ljnbg Norwegian Geotechnical Institute
have been involved with its projects in the abowetioned topics since the end of the last
century, providing remarkable assistance to tresith

The concept of risk is strictly linked to the eation of the spatial and temporal occurrence
of a certain damaging event. The assessment oésitiilgie areas is an essential step for the
spatial evaluation of landslide risk and, therefdar the identification of appropriate
structural and/or non-structural mitigation measui@uinau et al, 2007; Stancanelli et al,
2017). Given that future landslides are likely égdsoduced by the same conditioning factors
as landslides in the past and the present (Varh@84), it's easy to understand the
importance of mapping previous events. The actasibnal Norwegian database for all
types of mass movements (Jaedicke et al., 2009)stsrof more than 33 000 point locations
from the last five hundred years covering the whddgway. Although this dataset can be
useful for large scale landslide susceptibilityesssnent (Meyer et al., 2013), it cannot be
regarded sufficient when it comes to making aceuexaluation at smaller scales.

Over the last years, many qualitative and quanté¢atmethods have been proposed for
landslide susceptibility assessment: this kind aipnctan be elaborated by heuristic,
statistical, deterministic and multidisciplinarypapaches (Dai et al., 2002; Hurlimann et al.,
2006; Yalcin et al., 2011). Nevertheless, intrinsnd extrinsic parameters used for these
analyses, such as soil depth and soil mechanieduries, usually have limitation of
availability (Paudel et al, 2016). Increased amlity of high resolution global digital



elevation models (DEM) and the prospect of usirgesasible and precise topography-based
parameters has encouraged the development otisttend GIS-based prediction models.

1.2. Aims and objectives

The aim of this thesis is to develop a medium-sdalaris flow susceptibility map (for what
concerns the only initiation areas) fasrdeandJglsterMunicipalities, which are located in
the central-western part of Norway. This product ba regarded as a preliminary step for
the future accomplishment of a comprehensive hazsmd risk assessment and as a
touchstone for further studies in regions with samconditions.

The main interest is to investigate active and ottbris flow, in order to locate potential
initiation areas in the concerned territories. 8ilbe only available national landslide
database (Jaedicke et al., 2009) is not a feasibbn for the above-mentioned scope, this
thesis firstly addresses the data gaps by compalingw and precise inventory. Emphasis is
put on:
» The definition of the spatial extent of those ane@se to trigger debris flows.
» The description of the triggering mechanism andgeéemorphological repeatable
features that can be observed, in order to clagisdydetected initiation areas into
distinct categories.

Since the acquisition of a chronological recorddach occurrence could not be fulfilled,
temporal probability analysis is neglected.

A statistical GIS-based approach is preferred twiatb the lack of quantitative field
information and to significantly manage pertinemntain parameters extractable from digital
elevation models (DEM). From this perspective, thesithe realization of the susceptibility
map, another object is the evaluation of the dattilution frequencies of the extracted
terrain parameters within the mapped release arghshe related upper catchment.

As the quality of a statistically-based landslidsceptibility map depends on the predictor
variables, the last aim of this thesis is to evi@udifferent combinations and different
classification schemes of the used informationray&he knowledgeable use of these two
aspects is able to provide the model with the pedbrmance.

This thesis is based on the hypothesis that thesas®gent of the spatial propensity for debris
flows initiation areas can be realised with alreadisting statistical methods that relies on
accessible terrain parameters and pertinent themadips. Here, Weights of Evidence
(WofE) method is used. The main belief is thatghgformance of the newest and automatic
probabilistic models is vain when they are not dedpwith data accuracy and expert
opinion.

1.3. Work steps

This thesis took advantage from the readily avél&lEMs, aerial photographs, terrain data
extracted from surface models, quaternary mapstlamanass movement database of the
Norwegian territory (Jaedicke et al., 2009). Staytirom these indispensable resources, it
was possible to map a remarkable number of deloisthroughout the study
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area and, then, to realize an inventory restritdetthe object of this research: the initiation
areas.
Two essential steps were carried out in order lfd the above-mentioned goal:
» Preliminary observation and detection of the geqhological evidences suggesting
recent landslide activity.
» Field validation, refinement of the previous magpresults and visual description
and interpretation of the repeatable qualitatiaifees encountered.

According to geomorphological aspects and triggenmechanism, four different categories
were conceived to separate the mapped events.

In order to better investigate all the possibleppratory variables which make the slope
susceptible to failure, the next step addressedi¢hireation of the upper portion of those
catchments related to the detected release arkasufer limit of each initiation area and
corresponding catchment served as a mask for thacéion of different layers of data from
the available terrain models: areal extension, eslaurvature and roughness. These are
among the most pertinent terrain parameters indoivehe occurrence of debris flows and
theycan be used in statistical determination when assgshe probability of landsliding.
As a consequence, the analysis focused on thébdistn frequencies performed for each
kind of variable within both initiation areas andtchment. Evaluations were made
considering every debris flow category, carrying statistical tests such &stests and'-
student’stests. This enabled the quantification of averaajees of those parameters linked
to the debris flow triggering and the comparisotwieen the categories, as well as with
literature thresholds.

The new debris flow inventory, the terrain dateelay(as well as the related data distribution
frequencies) and other thematic layers served pst idata for modelling and for the
computation of the debris flow susceptibility ma@jpis was accomplished using the Weights
of Evidence technique. As the output of such dteismodels is conditioned by different
combinations of the employed information layerg lgst step addressed the evaluation, in
terms of success rate, of different susceptibititgps produced by varying the input; the
receiving operating characteristic (ROC) curvesemased for this purpose. The overall
workflow is shown inFigure 1.

1.4. Study area

Norway is located in Northern Europe and it incligh@art of the Scandinavian Peninsula.
The country has land borders only to the east Bitleden, Finland and, for a shorter
distance, also with Russia. The rest of Norwayisainded by the sea, with the Barents
Sea bordering the northern part, the NorwegiaraBddhe North Sea lapping the west coast
and the Skagerrak inlet limiting the South sideldding Svalbard islands and Jan Mayen
in the north, the country encompass a total ar@85f19%m?, while the mainland Norway
covers 13° latitude, from 58°N to more than 71°Nd @overs the longitude from 5°E to
31°E. The coast is extremely rugged and indentetiveas carved by the movement of the
glaciers of the past Ice ages, originating theadjords. The land is still rebounding because
of the enormous weight of the thick ice sheet e covering all Scandinavia. The isostatic
rebound is still active today, causing an increiaselevation in different regions of the
country, with the Eastern ones lifting up at greatges. About two third of Norway is
mountainous; approximately 50% of the countryéibeve an elevation of 500 meters, while
25% above 1 000 meters. The Scandinavian Mountaitise mountain range that runs



through the Peninsul&aldhgpiggens located in south Norway and with its 2 469 mete
is the highest peak in mainland Northern Europe.

The two municipalities of@grde (586 km?) andJglster(671km?) are part ofSogn og
Fjordanecounty which is seated in western Norwgkig(re 2) The county is characterized
by the physical variability of the terrain: moumisielevation tends to increase from the
coastline to the inland. This can be regarded asnthin reason for the high amount of
precipitations usually registered in this regiBogn og Fjordandistrict includes the largest
glacierin  continental Norway, Jostedalsbreen and Europe’s deepest lake,
Hornindalsvatnet

Figure 2. (a) Norway overview anbbcation of (b)Fagrdeand (c)Jalstermunicipalities. (source: Wikipedia)



2. State of the art

2.1. Mass movement
2.1.1. Classification

Cruden (1991) stated that a landslide is <<the mma&veé of a mass of rock, debris or earth
down a slope>>. As landslide processes can indlsitesnow and ice, the most general term
mass movement is sometimes preferred to includeltioge variability of those phenomena.
According to the nomenclature proposed by Varne84)land expanded upon by Hungr et
al. (2013), besides the nature of the mass involthezie are six types of movement: fall,
topple, slide, spread, flow and slope deformatieigyre 3. Varnes (1984) enriched the
classification scheme with other important termshsas: state of activity, which indicates
the timing of movements; distribution of activityhich describes where the landslide is
moving; style of activity, which describes the manhow different movements contribute
to the landslide; rate of movement; water contétarmdslide materials.

Type of movement Rock Soil
Fall 1. Rock/ice fall* 2. Boulder/debris/silt fall*
Topple 3. Rock block topple® 5. Gravel/sand]silt topple*

4. Rock flexural topple

Slide 6. Rock rotational slide

11. Clay/silt rotational slide

7. Rock planar slide®

12. Clay/silt planar slide

8. Rock wedge slide®

13. Gravel/sand/debris slide®

9. Rock compound slide

10. Rock irregular slide®

14. Clay/silt compound slide

Spread 15. Rock slope spread

16. Sand/silt liquefaction spread®

17. Sensitive clay spread®

Flow 18. Rock/ice avalanche®

19. Sand/silt/debris dry flow

20. Sand/silt/debris flowslide®

21. Sensitive clay flowslide®

22. Debris flow®

23. Mud flow®

24. Debris flood

25. Debris avalanche®

26. Earthflow

27. Peat flow

Slope deformation 28. Mountain slope deformation

30. Soil slope deformation

29. Rock slope deformation

31. Soil creep

32. Solifluction

Figure 3. Mass movement classification system proposed bygHenal. (2013) along the lines drawn by

Varnes (1974).

a denotes movement types which usually reach extserageid velocities (Hungr et al., 2013).



2.1.2. Debris flows

Figure 4. Debris flow channel ifrgrde municipality showing recent activity. It is notatgle the poorly
sorted mixture of clastic material and wood formantemporary blockade.

Figure5. Debris avalanche in Romsdalen, in 2011. (photo:tiStalsberg)



The lack of precise use of existing terminology leasto create a cloud of vagueness around
the term debris flow (Meyer et al., 2013). Varn&é978) and then Hutchinson (1988)
proposed the most commonly accepted systems oflldedclassification and definition.
The first one suggested the movement mechanismtladnaterial type as the main
discriminating factors, the latter gathers landsdidn different categories with similar
kinematic patterns. Flow-type landslides can bemdgd as the ones hardly classifiable,
because of the number of factors affecting the nhassviour during motion. Cruden &
Varnes (1996) stated that <<a flow is a spatiatigt;muous movement in which surfaces of
shear are short-lived, closely spaced, and usnoatlpreserved. The distribution of velocities
in the displacing mass resembles that in a vistiqu&gl>>. Ilverson (1997) defines debris
flows as gravity-driven flows of poorly sorted, wasaturated sediment with a transition
between solid and liquid phases while undergoingyvarsible deformation. Debris flows
have properties of both dry and granular mixtureshsas avalanches and water floods and
therefore are incredibly destructive (lverson, )99he rate of movement associated with
those flows is usually rapid and very rapid, witlocities usually comprised between 0.5
m/s and 20m/s (Costa, 1984). One of the main feature of debaw fis its pulsating
character due to temporary blockades that formgaibe steep patlF{gure 4.

Beside the movement mechanism, the kind of sediimentved in those flows has to be
cleared: according to Varnes (1978) debris is Blhica coarse material which holds 20%
to 80% of particles larger than 2 mm. The textsrarisorted and consists mainly of gravel,
sand, cobbles and boulders with varying propordrsilt, traces of clay and organic
material, including tree trunk&igure 4). The fraction with particle diameters smallerrtha
2 mm can be regarded as the matrix surroundingdBese clasts. As a result, debris is
mostly a non-plastic material (Jakob & Hungr, 2008)at least, weakly plastic.

Another strong controlling factor which affects thew mobility is the water content.
Lorenzini & Mazza (2004) assert that 20% to 40%water is contained in debris flows
mass, although it is reported that in Norway thec@etage might be superior (Norem &
Sandersen, 2012). Because of the extreme vanatilihe materials, the water contents and
behaviour that concern the downward debris motmany different terms were coined
throughout literature in order to better distinguifferent behaviours or different phases of
the same phenomenon: mud flow, debris flood andsl&drrent are some examplésgure

Topographic Channel Feature

Flow | Erosion Channel

a) Hillslope Debris Flow b) Channelised Debris Flow

Figure 6. Schematic depiction of (a) hillslope debris flonn¢onfined at early stages) and (b) channelised
debris flow (confined).



3). For the purpose of this study, distinctionsto$ kind are considered pointless except for
the one which Hutchinson (1988) came up with: cletised (confined) and hillslope
(unconfined) debris flowHigure 6). The latter type initiate as a debris slide aad turn
into the first one when the flow seizes on alreaxiigting gullies. Otherwise, a small debris
slide can pick up speed and incorporate vegetadmilg and all kinds of debris on steep and
convex slopes where the affected area is widdreadebris moves downward: this is typical
of debris avalanche&igure 5. All these discriminations are taken in accowntthis thesis
as they are largely documented in Norway (Meyed.eR013).

Debiris flows can be spatially divided into 3 magogorphological unitsHigure 7) which

Soil Mantle/
Colluvium

Initiation
area

Slump of
Sediment

Debris
flow track

Stream
Incision

Debris flow
deposit

Figure 7. Representation of the 3 geomorphological units @élaris flow
(image from the Wyoming Geologic Survey, modified).

are the initiation area, the flow track and theadgfon zone:

1) The initiation area is the place where the in¥@llume of material starts its motion
downslope. The material consists of weathered asakwedrock, soikolluviumor
downfall deposits. The areas are usually locatedteep slopes where the gradient
limits are set between 20° and 45° (Jakob & HuB@605), whereas the plant cover
is scarce. As Fischer et al. (2012) stated, thesecs areas can be described as
surface depressions, filled up with variable gugntf erodible material, which
shrink and culminate in flow tracks (channelizedrie flow); alternatively, they
occur on hillslopes without previous incisions widbundant unconsolidated
sediments (unconfined debris flow).

2) The flow track has an elongate shape that actemigtas a corridor for the passage
of debris but also as a source zone itself; in, fiidhe channel is erodible, debris



flow can entrain loose saturated material fromlad increasing the total volume.
Sediment entrainment has been a constant factbeidefinition of debris flows as
the initial release volume is often quite small pamed to the final volume. The
transport zone of a debris flow extends from belogsource area to the point where
the rate of deposition exceeds that of erogdorem & Sandersen, 20120n the
channel sides terraced deposits are present atvdarally, typical lateral levees can
confine the paths of ensuing debris flows. In cds®en-slope debris flow, the mass
could flow downward without being confined in antyacnel. Transportation zones
of debris flows are usually steeper than 10° (Jakeétungr, 2005), whereas at lower
gradients deposition is more likely.

3) The deposition zone corresponds to the area wieranioving mass of debris
decreases its velocity and eventually halts. Tagoen at low slope gradients which
can vary depending on the debris flow volume aredidgy, size of debris flow snout
and channel topography (Jakob and Hungr, 2005).alec of the lack of
confinement, this zone usually displays lobate sbaih more than one event occurs
in correspondence with the same deposition zofas ean form. Boulders and large
cobbles are the first to stop, while in the morgalipart of the fan and further the
finer mass of liquefied debris settles (Jakob & gir2005).

Two preparatory conditions and one triggering faere@ needed for debris flow to happen:
high slope degree (>20°), availability of loose amttonsolidated material and adverse
hydrogeological conditions. Whilst the first twopasts are the ones that make an area
susceptible to failure, the third one is the vdaabhich shift the slope from a marginally
stable to an unstable state (Dai et al., 2002). [atter is due to convergent topography,
enhanced runoff, temporary stream blockade, ragi@dr snow melting. Once a debris flow
occurs, sediment storages filled with weathered lande material are sometimes totally
evacuated; this is the case of weathering-limitatthanents and as long as no erodible
material is available no debris flow will take pta@vieyer et al., 2013).

Two are the main mechanisms that trigger debriwdloelease areas: they can start as
shallow landslides which typically involves thestiimeters of a thin and weathered soill
covering the underlying bedrock; otherwise, enhdneater supply and run-off can
gradually incorporate erodible and loose partilesh an already existing channel bed.
The importance of recognizing the triggering mecsranhas different implication in the
spatial prediction of those phenomena. In fact,the first case the only possible
discrimination is between areas which are moress susceptible to failure, while, for what
concerns the second case, the active channelsaaflyuacknowledged and monitored. It is
even more complicated to assess the temporal pabdity in terms of triggering
conditions: intensity-duration (ID) thresholds althgnitude-frequency relations can be
empirically derived in order to quantify the cralecircumstances of rainfall and earthquakes
events which initiate landslides in a given region.

In using ID thresholdsHigure 8 it is common to assume that, for a given rainatlan,
there exists an intensity at which a debris flowlmost always triggered (the maximum ID
threshold). The minimum ID threshold is the pretefon intensity duration under which a
debris flow is very unlikely to be triggered (Meyetr al., 2012). For region associated to
high seismicity, it is of common sense to relateghlaude to frequency density curves for
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earthquake-induced landslides through power-lavaticeiships derived for available
inventories. One of the main aims is the calcutatibthe expected Magnitude of earthquake
(or multiple earthquakes) required for landslide$rigger in a certain region (Crosta et al.,
2014).

2.1.3. Debris flow initiation conditions

A
Cumulative rainfall o' lowering
.,
)
Au K \\klA
7 Y
U Pore pressure K )\ \
time

Figure 9. Simplified graph and image showing how an inteneeipitation event

can affect the pore pressure within soil particleitial value pore pressure

(u,) increase due to overpressuras)(resulting in the decrease of effective normal
stress and the consequent decrease of resistass sif the soil.

Debris flows are triggered by either flowing waeobilizing loose soil or rocks on a steep
slope or channel, or by another slope movementegsofall, topple, or slide) over loading
saturated sediments on a steep gradient (Highlkaald @008). Hungr et al. (2001) underline
the aspect that debris flows usually involves amgd lof loose unsorted material of low

plasticity produced by mass wasting, weatherinagigt transport, and explosive volcanism.
The other key-aspect linked both to debris flowtiation and mobilization is the material

saturation: this is most commonly provided by pvéation events, snow mejtkulhlaups

11



(glacial lake outburst floods), or the failure afleanic crater lakes (Costa, 1984). When
debris flows are the result of slope failure, ttég be explained as an imbalance between
driving and resisting stress. This is describedheyviohr-Coulombfailure criterion:

T, =c + 0 *tang’
o' =0—(u+Au)

wherert, is the driving shear strength, while the resisstrgss is composed lbywhich is
the inherent shear strength (or cohesion of soilgh@s),¢’ which is the bulk friction angle
and bys’ which is the effective normal stress that in tisrthe difference between the total
normal stressa() and the pore fluid pressure)( Slope failure and debris flow depends on
changes in pore pressure and in effective strdssoVerpressuredy) leads to a decrease
of the effective stress, and thus leading to aedes® of the resisting stregsgure 9. This
causes the failure of a slope along a rupture serfan increase of the slope weight due to
wetting and saturation of sediments creates ingiabs well (Cepeda, 2009).

The second main triggering mechanism is explaingdCbpeda (2009) as progressive
bulking of sediments entrained by run-off, wher@w$ eventually reach a high enough
concentration of solids that they exhibit non-Newidm characteristics and have greatly
increased erosive capacity. Headwater run-off gudévelops on steep rock faces
(catchments) enabling turbulent flows to erode dearbedload or loose and unsorted
sediment covers tied to the catchment oulejure 10

¥ Figure 10. Debris flow initiation area
in Fgrdemunicipality The blue arrow
(a) exhibit the path drawn by the
intensive runoff which entrained the

i uncasolidated sediment. During he
rainfall events steep rock catchments
enable the concentration of runoff (b)
which progressively erode loose
particles of sediment.




Once in motion, debris flows have liquefied intesiqr,.~0) where cohesive bonds are
broken during failured’ = 0) and the maintenance of the liquified debris floovecwith
pore fluid pressures that exceed static equilibragours through the compressibility and
limited permeability of debris (Iverson, 1997).

Besides the triggering mechanism, the factorsdhase slope instability and lead to debris
flow initiation can be both natural and anthropdgeB&rosion or excavation at the base of
the slope increases the steepness and decreaseth# stability (Cepeda, 2009). Logging,
wildfires and unwise land use are responsibleiferemoval of vegetation and the alteration
of the drainage pattern, which are recognized adriboiting factors to general slope
instability.

2.2. Landslide susceptibility assessment
2.2.1. Mass movement inventory

The most straightforward initial approach to anydstof landslide hazard is the compilation
of a landslide inventoryHigure 11), and such inventories are the basis of most ptibdéy
mapping techniques (Dai et al.,, 2002). Landsliggge$ are usually defined according
to Varnes (1978) and usually classified as deepedea shallow, depending on the type of
movement and the estimated landslide volume (Gtizteadl., 2012). Inventories should be
provided with different layers of information suel: spatial extents, type of movement,
volumes involved, estimated thickness of matenablved in landsliding and date of known
activity (Dai et al., 2002). Although, this is radtvays easy to accomplish. This leads to the
absence or incompleteness of landslide recordsshwikione of the major drawbacks in the
assessment of landslide hazard risk (Van Westah, &005). Visual interpretation of aerial
photos and digital elevation models (DEM) couplathvield survey still remains the most
used technique for landslide mapping and GISrstilains the best platform where to store
landslide databases (Van Westen et., 2008).

Guzzetti et al. (2012) and Reichenbach et al. (R6tRe that there are four type of landslide
inventories:
» Geomorphological inventories, where the visible bl features are examined
throughout the study area in order to identifyrtiesss movements.
» Eventinventories, which collect data about lartkgiassociated with a given rainfall
or earthquake event.
» Multi-temporal inventories, which are prepared fioe same area but for different
time periods.
» Historical inventories.

For the compilation of the inventories, it oftekkda a lot of time and the involvement of
expert opinion. Reichenbach et al. (2018) repdrth& possible techniques which can be
used in realizing a landslide inventory:

Visual interpretation of aerial photographs.

Interpretation of optical satellite imagery.

Field mapping.

Interpretation of high resolution DEMs.

Automatic or semi-automatic mapping using remotessgy imagery.

Archive search.

YVVVYVYYY
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Figure 11. National landslide inventory map covering the vehbrwegian territory. In
map are reported the registered landslide eveittsnithe last 10 000 days. Each entry
features the timing and approximate coordinatestafre debris flows (in legend
indicated as-lomskred and other type of mass movements had depositeldctdu a
traffic line. (source: xGeo.no)

2.2.2. Susceptibility mapping

Over the last decades, many studies dealt withslatelhazard analysis and consequently
with risk assessment. Two main reasons are asctibtds recent trend: increasing socio-
economic losses and the widely accepted uncertairging from landslide prediction (Dai
et al., 2002; Van Westen et al., 2005). Many defins of risk do exist in literature. Here is
guoted the one expressed by Varnes (1984), whskeigiexplained as<the expected
number of lives lost, persons injured, damage ¢p@rty and disruption of economic activity
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due to a particular damaging phenomenon for a garea and reference period>>. This
statement can be translated into the following idem

R=HXVXE.

where total risk can be referred to as the prodtielazard (probability of occurrence of the
event with a given magnitude within a referenceqalr Vulnerability (fraction of the value

*Where, which and when landslide occurred

?
Landslide | [EAE
inventory

*Where is it more likely that landslides
Landslide occur in the future?

susceptibility

a given magnitude will occur in a given
Landslide period and in a given area?
hazard

*\What is the chance of losses due to

ides?
Landslide landslides?
risk

e What is the probability that a landslide of]

Figure 12. Simplified flow chart exhibiting the steps requir@dperform a landslide risk assessment.
Landslide susceptibility can be reged as the spatial component of the hazard asses

of a particular element at risk for a specific typehazard) and Exposure (value of the
element at risk). From these considerations, itlmaderived that risk assessment strongly
depends on hazard delineation. Hazard is a coriciyetd to both spatial and temporal
probability Figure 12. The latter is not always easy to obtain: his@rrecords able to
couple detected landslides with triggering-relaeents (such as storms, intense rainfalls or
earthquakes) are often missing or cannot be redaaicient. Physical models, useful to
relate magnitude and return period of the abovetimeed events with the occurrence of
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landslide, are difficult to obtain, costly and tkoensuming. As a result, it's easy to
understand why most of the published studies dealg with landslide susceptibility
assessment (example visibleFigure 13, which can be considered as a relative indication
of spatial probability (Varnes, 1984; Van Westenlgt2003; Van Westen et al., 2005). This
Is ascribable to the fact that susceptibility mpps/ide information on potentially unstable
slope without supplying direct information on lahdis magnitude and frequency (Guinau
et al., 2007; Reichenbach et al., 2018).

Susceptibility mapping concerns the identificatadrthe areas likely to produce landslides
in a given region on the basis of local terrain preparatory conditions (Paudel et al., 2016),
while the spatio-temporal effect of triggering fast on landslide occurrence tends to be
smoothed out in this kind of analysis (Dai et 2002). Landslide hazard is more difficult to
ascertain than landslide susceptibiliigure 12, as susceptibility is a component (the
spatial component) of the hazard (Guzzetti, 2006ie need for circumscribing the
necessary conditions which lead to slope failusesegarded as the key for future events
since they are assumed to be the same as of foogasrences (Carrara et al., 1995). This
is the reason why susceptibility assessment aretefibre, hazard and risk assessment
require the preparation of a reliable landslideemory, where different levels of information
regarding past landslides should be collected &m@d in national inventories, which are
qualitatively and quantitatively scarce in mosthe cases. Spatial landslide occurrence can
be inferred from heuristic investigations, computadugh the analysis of environmental or
inferred from physical models. Thus, a territoryndae zoned into susceptibility classes
ranked according to different probabilities (Caarat al., 1995; Reichenbach et al., 2018).
Many recent studies have been using GIS for intimepping susceptibility approaches,
which can be distinguished from the direct ones:fitst methods use either statistical or
deterministic models, the latter involves the kredige of an expert who directly states the
degree of susceptibility throughout the given dké&mn Westen et al., 2003).

Statistical models are based on the known disiohutf landslides, which is taken as the
dependent model variable employed in finding diaibrelationship with instability factors
(geo-environmental variables). Many different stati techniques have been used in
literature. Therefore, statistical models can lassfied in (Reichenbach et al., 2018):
Classical statistics (which use methods like logistgression, linear regression).
Index-based (which use weight of evidence and becianalysis methods).

Machine learning (fuzzy logic systems, forest tjees

Neural networks.

Multi criteria decision analysis.

Other statistics.

VVVYYY

Any landslide susceptibility maps created needp@rwalidation.Statistical models for
landslide susceptibility zonation reconstruct tletationships between dependent and
independent variables using training sets, andyvtrese relationships using validation sets
(Guzzetti et al., 2006b). The quality (i.e., cotengy, robustness, degree of fitting and
prediction skill) of the proposed susceptibilityisgte should be established by the same
landslide data used to obtain the final map, ousing other pertinent landslide inventory
maps not employed in the construction of the m@dalcin et al., 2011). After a prediction
image is obtained, the model prediction performastoauld be based on the comparison
between the prediction results and the unknowretgrgttern, the areas affected by future
landslides (Chung & Fabbri, 2003). Multi-temporaital are required so that they can be
divided in two periods: in this way the trainingaset should be referred to an earlier period
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Figure 13. Example of susceptibility map. Different suscejitipiclasses are not considerddhe map show
the potentially susceptible areas (starting andut)rfor debris slides, debris avalanches and délonivs at
1:50 000 scale. (source: xGeo.no)

and are used to generate the prediction imageewhlldation dataset (which is referred to
the occurrences of the last period) is used asdhgarison term (Chung & Fabbri, 2003).
Alternatively, it is possible to adopt a spatial arrandom validation: the landslide
information is segmented using spatial (geographecéeria where the validation set is part
of a different portion of the territory; otherwisandom selection is used to obtain the
validation set. In contrast to the model predicpenformance, the model fitting perfomance
is obtained by comparing the prediction image it same dataset used to generate it.
Different metrics are used in literature to evadudie fitting rate (Reichenbach et al., 2018),
were the most common are: i) success rate curydsndslide density or frequency; iii)
Receiving Operating Characteristics (ROC) curves what concerns the model prediction

17



performances, the most common metrics are: |) ptiedi rate curves; Il) landslide density
or frequency; Ill) ROC curves.

The aim of this study is to implement a statistioaldel using a bivariate technique (Weights
of Evidence) based on the analysis of a landsinentory. This is obtained preparing
landslide density maps. The quality of the assessomually depends on the reliability of
the inventory (Reichenbach et al., 2018). The hiefsind statistical models is to couple all
possible instability factors with a landslide int@y. Thanks to GIS support, each
continuous (such as slope angle) and discretebtar{guch as lithology map) pertinent to
slope stability can be both created and conventeddifferent maps (Van Westen et., 2008);
then, each of them are overlayed on the landshidentory map. The result of these kind of
statistical methods is that each grid cell candpested to new values representing the degree
of probability, certainty, belief or plausibilithat may be subject to a particular type of
landslide in the future (Chung & Fabbri, 1993; BantiCarter, 1994; Van Westen et al.,
2005). WofE (Weights of Evidence) is a bivariatatistical method which is widely used in
landslide susceptibility assessment. It consistdapting every intrinsic and extrinsic data
map in a simple binary format (0,1) indicating,restively, the presence or absence of a

Aspect

Curvature

Slope

Elevation

Geo-lithological maps

Soil maps

Catchment

Distance to river

Other morphometric

Figure 14. The most used parameters (continuous and catefaridandslide susceptibility modelling
according to Reichenbach et al. (2018).
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certain class or interval of a determined parameétethis way, it will be contemporary
assessed, within each pixel, if the independenabk (every single class or interval of the
considered layer of information) occurs in conjumctwith the presence of the depend
variable (landslide event). The influence of eaahable is evaluated independently, which
is done taking into consideration the density oidiElide within each parameter class and
comparing it with the landslide density in the entarea. The weights of all predictor
variables are combined together resulting in a eadey landslide susceptibility index,
which can be described as a degree of probabflitgording to the literature review made
by Reichenbach et al. (2018), there have been @deauwnf input variables in producing
susceptibility maps and they can be grouped in fikematic clusters: geological,
hydrological, land cover, morphological and oth®mong the most used there are slope,
aspect, curvature, elevation, soil types, geo-iithical classes, river/catchment measures,
distance to river and other morphometric varialfegure 14.

Statistical techniques, such as WofE, can be regaes the most suitable for landslide
susceptibility mapping at medium scales of 1:10 600:50 000 (Dai et al., 2002; Van
Westen et al., 2005), and moreover, GIS-basedsstali methods have recently become
very common because of the capacity to obviateatbmence of information otherwise
difficult to obtain, the easy data management amtomization, the fast calculations and
the output and prediction accuracy. However, sédesavbacks are linked to the use of such
techniques:

» Using multiple predictor variables may violate thesumption of conditional
independence between these predictors, which isiregj for an unbiased
susceptibility estimate (Bonham-Carter, 1994; Meg6d.3).

» Statistical tecnhiques might be used in a black-lmsanner with inadequate
consideration of the mechanics of the physical ggees involved, thus correlating
non-pertinent predictor variables and giving midiag results (Dai et al., 2002).

» The simplification of the problem can lead to assuhmat landslides happen under
the same combination of factors throughout theystwda (Van Westen et al., 2003).

» Different types of landslide have different typdscausal factors and many studies
actually merge them together in order to developegaized statistical relations
(Van Westen et al., 2005).

» The use of expert opinion is more and more consilas subjective and sought to
be replaced by objective computer algorithms, tigusng more credits to the tool
than to the significance of the input data (Van et al., 2003; Van Westen et
al., 2005).
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3. Regional Setting of the study area
3.1. Climate

Average annual
precipitation
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B2 0 1000-1500
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Figure 15. Maps of Norway showing (a) the average annual teatpee and (b) the average ant
precipitation within the reference period 1961-198@ps frommet.ng modified).

Norway is a Nordic country and its climate showgéavariations because of its large
extension in latitude, the warming influences o thlorthern Gulf Stream and the terrain
physical variability. There are five distinct clileazones in Norway:
I.  Northwestern Norway extends above the Arctic Ciare has a subpolar oceanic
climate.

II.  The southwestern coast has maritime mild tempetaate. This part of Norway is
characterized by rapid changes in both weatheempetand temperature, with heavy
precipitations dominating throughout all seasons.

lll.  The southeastern coast has mainly humid continelmt@te with a smaller influence
of the ocean than the west coast.

IV.  The inland areas show a continental subarctic ¢téraad they typically experience
snowy weathers during winters.

V. The northern islands, which are Svalbard and Jayellahave polar climate.
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The mean annual temperature for the Norwegian @xadhdiuring the reference period 1971-
2000, is calculated to be +1.3 °C. The highest ahtamperatures, up to +7 °C, are found
along the coast of southern Norway and the lowesité high mountains with down to -4
°C (Hanssen-Bauer et al., 2017). For the refergaced (1971-2000), the mean annual
precipitation for the Norwegian mainland is estiethto be 1600 mm.

Annual precipitation is highest (>3500 mm) in cahparts in western Norway and lowest
(~300 mm) in the upper part of the valleydbrandsdalerisouth-eastern Norway) and in
interior parts ofFinnmarkcounty (Hanssen-Bauer et al., 2017). For visyalegentations,
please refer t&igure 15

It is widely acknowledged that an increasing terapee trend has been experienced over
the last century across the whole world. From 19@@ 2014 the annual mean temperature
for the Norwegian mainland increased by approxitgaéC (IPCC, 2012). The same trend
has been registered for what concerns precipitafitas. Annual precipitation over Norway
has increased since 1900, and particularly fromeatee1970s.

For the country, as a whole, the increase in anptedipitation is approximately 18 %
(Hanssen-Bauer et al., 2017). High-intensity rdisfare expected to increase both in
intensity and frequency, with the consequence dfiqguhuman and natural systems in
danger in a more severe way than observed befe@JJ 2012).

3.2. Geology

Norway is part of thd~ennoscandinaviarshield (or Baltic Shield). The geology consists
mainly of granitic and gneissic rocks, while sedmaey rocks (sandstone, limestone and
marine deposits) concentrate in few and small gfégare 16). The oldest rocks in Norway
are 2.9 billion years old and are located in Finrkmend along the coast ifromsand
Vesteralenwhile, moving south and west the bedrock becognadually younger: in the
Oslo region Figure 16) there is evidence of volcanic activity during ermian (250-300
Ma). With the exception of the Oslo Rift, whichaigailed rift system that continues into the
Skagerrak and the North Sea (Lidmar-Bergstrom g2@00), in the rest of Southern Norway
the bedrock was formed in more ancient eras adlitie remnant of two important mountain
chains: th&sothian(1700-1500 Ma) and tH&veconorwegiafabout 1130-900 Ma). But the
backbone of the whole country is the belt of tBaledonides The Scandinavian
Caledonides, are made up of Neoproterozoic toidnunetasedimentary and metavolcanic
rocks (700-400 Ma). Most of the limestones rockdlorway are located in this mountain
chain (more precisely in the north part of the ¢oyrbetweentrondheimandTromsg and
have a long history of subduction, which causeerafion and transformation into
metamorphic limestone, called marble, of a greybbreish colour. The genesis of
Caledonides has led to the closing of ldg@etusOcean, where large rock sheets were then
thrust from the Northwest to the Southeast. Insthigsequent time, rifting processes and the
warm climates during the Mesozoic and Tertiary édrthe erosion of the orogen (Lidmar-
Bergstrom et al., 2000). Western Norway is charastd by theTransscandinanavian
igneous belt. This area is comprised mostly ograhitic basement rocks that stretch along
a 1500 km long zone from southern Sweden to theteaflslands.
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Legend
I 1. Oslorift, magmatic rocks
I 2. Cambrosilurian sediments, Oslo rift

3. Devonian sedimentary rocks.
- 4. Caledonian intrusive rocks, mainly trondhjemite, tonalite, granodiorite and diorite
Il 5. Caledonian intrusive rocks, mainly granite and granodiorite
B & Seiland Igneous Province, mainly gabbroic rocks

7. Caledonian thrust-sheets, mainly Neoproterozaic metasedimentary rocks
| 8 Caledonian thrust-sheets, mainly Precambrian gneisses
I ¢ Caledonian, mainly metasedimentary and metamafic rocks
- 10. Egersund anorthosite
[0 1, Post-Sveconorwegian granites
I 12. Precambrian gneisses, affected by Caledonian orogeny

| 13, Precambrian gneisses, TIB affinity

14. Precambrian gneisses, undifferentiated
. 15 Lofoten AMCG suite
B 16. Archean

Figure 16. Geologic map of Norway (image from Sigmond (2002%dified).

3.3. Geomorphology and landslide activity

Most of today’s landforms in Norway can be attrémito the latest phase of the glaciations,
the Weichselianstadial, which took place between 117 and 11.7nkale the maximum
extension of the ice sheet occurred between 2218rikh (Olsen et al., 2002). Before the
inland ice covered and modelled the Scandinavianinpala throughout all the glacial
stages, the pre-existing landscape was generaltiyand characterized by gentle outlines:
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Figure 17. Example of quaternary deposits asset and debvis fthisposition throughout Jalster
municipality. It is noticeable the steep rock fadee overlying shallow quaternary cover and theerous
and neighbouring debris flow tracks.

that surface was called traleic surface (Strom, 1948). Before the end of Tertihre
was a high rate of fluvial activity and during Rleicene, outlet glaciers deriving from the
ice sheet emphasized the erosion forming over-ceepealleys, fijords and lakes. While in
Western Norway glaciers were widening and deepeexigting pre-glacial valleys (it has
reported a maximum vertical excavation of about®@teters inSognefjordl, the east of
Norway kept its fluvial character with valley inmas not deeper than 250 meters (Strom,
1948; Lidmar-Bergstrom et al. 2000).

Since the end of Pleistocene about 11 ka, the Stardn peninsula have been experiencing
a post-glacial rebound (or isostatic rebound), Wiuonsists of the rise of land masses after
the lifting of the huge weight of ice sheets durihg last glacial period.

This led to the formation of new coast lines anddpinland areas with a ground mainly
made of maritime clays, which usually become semsiin aerial conditions causing
problematic quick clay slides.

Where erosion rates are high, there are also veatnaulations of loose material.
mountainous area in Norway is covered by moraifié® latter consist of an unsorted
mixture of all grain sizes, from small clay paréislup to large boulders. The actual surface
of Norway is characterized by very large morainmcl aglacifluvial deposits, extensively
present in those areas situated between the watkesid the wasting ice sheet (Strom,
1948). Weathered material after deglaciation i® @smmon in Norwegian mountains.
Peripheral morainic deposits along slopes covetirgy underlying bedrock are widely
widespread, thus providing abundant and erodilideisienvolved in frequent slope activities
since the beginning of Holocengigure 17).

Landslides, together with floods and snow avalaschee one of the main natural hazards
in Norway (Nadim et al., 2009). Western and Nonthparts of the country are seriously
affected by snow avalanches, which are the resplenfar the main part of economic and
life losses. Over the past 150 years, snow avaénchused 1500 deaths (Kalsnes et al.,
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2016). Western and Northern Norway have been exparig also large rock slides and rock
avalanches which caused devastating tsunamis ifjotiaks, lakes and reservoir (Kalsnes et
al., 2016). About 5 008m? of Norway is covered by maritime clays, where 26£4his
area is made up of highly sensitive clay; quickrdides represent a particularly high hazard
in Eastern and Central Norway (Kalsnes et al., 2046ne of the documented landslides in
Norway have been triggered by earthquakes, givemibderate seismicity of the country.
Landslides are frequently triggered by adverse ¢yeological conditions. In this sense,
water plays an important role in affecting the slapstability. This is accomplished in two
ways: 1) the increase of pore water pressure andehline of the effective stress; 2) water
enhanced erosion. In both cases, the abundanceatsr ws related to the triggering
mechanism, which is in turn linked to the weattmrditions. Kalsnes et al. (2016) state that
the main weather-related landslide triggering fecto Norway are:

» Heavy and/or prolonged rainfalls, which result inaage availability of water
respectively for a short period or distributed cadonger period.

» Erosion, which take place during floods and mayseaslope undercutting; in
Norway, erosion is also observed to initiate inrocte beds, where the entrainment
of sediment may start debris flows.

» Rapid snowmelt, where water infiltrates into thewrd and, in the presence of
underlying impervious layers of frozen soil or rpdads to a rather rapid increase
of soil pore pressure.

» Weathering and frost weathering, which are procetiss are generally responsible
to produce regolith layers and materials frequeintiplved in landslide occurrence.

Today the debris flow activity is bound to the gtedopes found in small catchments
characterized by short river lengths and steepitodigal profiles: this landscape is

dominant in the west and north of the country. Heére morphology is in evolution with the

recent increasing rate of extreme rainfall evewtsch seriously affect the slope balance.
Human activities, such as clear cutting and intensbil use, are responsible for producing
an extra amount of sediment likely to be includadsiope activities. The periglacial

conditions prevailing in the south-central mountange and in the north are decisive in
making slopes susceptible to debris flows: the cedunfiltration capacity of permafrost

can result in an increase of runoff or the laygadement on slopes can frequently initiate
debris flows and slides (Berthling & Etzelmuille12). Debris flows can be explained both
by short-term intensive precipitation events and aacumulating over a longer period. This
can explain the two geomechanical initiation preesswhich can be found in Norway:

surface erosion during short and intense stormteyand slow build-up of pore pressure
over long longer time periods with lower rainfaitensity (Kalsnes et al., 2016).
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4. Field survey and statistical data analysis
4.1. Methods

The following sections are aiming to give an ovewiof the methods, the tools and the
findings which were employed to collect and analysemultiple aspects related to debris
flow initiation areas.

4.1.1. Baseline data analysis
4.1.1.1. National database of slides for Norway

H ] By
and
| jul -
[ ] a H«IIIIIEIV {m )
Kjedsrigsat
fsstoylen
]
Bakdestoylen
arden
Hutestogl,
Har
sz nes stoyt
OJ p T T
i L e P
AN BRI B el e S - T S T e L TR T
w TE . ...........
I/ Do g
S Helgheim Ei:lu el \\ . '
. B0 EIEI .............. i T
o B o
----- 15 m]
3 T H :
L Bjoroa
o O
Vas senden -
R, o - Dpnde
|/ Langhaugane i [u] &
A l n
O Skredtype
(] licke angitt
0 Stensked
5 B Undenannsskred
" ﬂ 0O Snaskred
‘Hm;':” B losmasseskred, uspes
a O Haukedalen
A 5 (] @ Leiskred
Ellstove ()| oo o = ]
= 3 B Jordskred
. =180 € o AN
E - } By 00 Flomsked u
O
n & B lsoedisl
.I:u Uiglicining
. a -
‘.:J't}ﬁn E-jl Vallestad — _ o

Figure 18. Example of the national database of rapid mass mewés for Norway. The images (a, b) shows
an overview of part of thBogn og Fjordaneounty. It is noticeable that the recorded evéauk of a

definition of the area affected by the mass moveniére recorded slides concentrate next to the majo
traffic routes, while they are seldom reportedeémote areas.
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The present study strongly aimed at producing peedata in order to develop consisting
results. As previously stated, the quantity, thaliggiand the type of information available
address the choice of the analysis methods anetlilagility of the output. All the existing
datasets were stated unsuitable for the realizaifoa landslide susceptibility map at a
medium scale. The national mass movement inveiidagdicke et al., 2009), with the joint
use of terrain models and aerial photographs, \eas tonsidered as a helpful tool for the
preliminary compilation of a new and reliable intany, which is restricted to release zones
of debris flows and of debris slides within thedstarea.

The national database of slides for Norwgig(re 18 integrates every registered event
concerning all types of rapid mass movements (dioly snow avalanches and ice falls).
Only time, location (which is stored as a poinpijected geographical positions) and type
of movement are the mandatory data; however, dlsr optional parameters like materials
involved and damages caused are sometimes subniittechational database contains more
than 33 000 events where the road authorities hadGeological Survey of Norway
provided the most part of the recordings which cavéme span of five decades (Jaedicke
et al., 2009). The different nature of the soum@ployed in building the mass movement
inventory is a considerable aspect when it com@sdge the quality and the quantity of the
reported observations. Most of the recorded evamsock falls and snow avalanches and
they are typically located close to the main roddg spatial distribution of the events is
biased towards the valleys with population andastiructure and, in addition to that, the
recorded slide events are not well distributedriret so a frequency analysis of events is
ruled out with this datas€faedicke et al., 2009; Meyer et al., 2013). Othaticeable
drawbacks of the national mass movement inventayevents prior to the 1970s are few
and they are mainly related to historical reportiashages and losses; the amount and
reliability of the data depends on the large valiigbof personnel which made the
observations. In this way, the number of real anceported landslides is most likely to
exceed the recorded events (Jaedicke et al., 2009).

Starting from all the consideration explained alhdhis thesis did not take advantage from
the Norwegian database of landslide because & falitside the feasible tools for the
realisation of a susceptibility map for the limitegeas ofFgrdeandJglstermunicipalities.

4.1.1.2. Geological and geomorphological setting of Fgrde
and Jglster Municipalities

FardeandJglstermunicipalities are part &dogn og Fjordanevhich is a county located in
Western Norway. For the most part of the study,ateaavailable bedrock geologic map is
at scale 1:250 000, which could provide just ageal overview. Geologic maps at a scale
of 1:50 000 are available only for some sectiothefNorwegian territory.
In Figure 19the bedrock map is shown. Some remarks can be:made
» The study area is mostly composed by metamorphéroo&, in particular by
Precambrian dioritic to granite gneiss and migraatit
» Second, the most Eastern parfgfstermunicipality and few and small areas on the
Southern part ofgrde the bedrock is composed by monzonite and quartz
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Legend
Amfibolitt og glimmerskifer

Diorittisk til granittisk gneis, migmatitt
Granitt, granodioritt

Grannstein, amfibolitt

Konglomerat, sedimentaer breksje
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Figure 19. Bedrock geologic map d¢fgrdeandJglstermunicipalities at a scale 1:250 000. (source: mgju.

monzonite with coarse grain while locally eye gaesspresent. Approximately, this
bedrock formed 1031 Ma.

» Ultimately, some spots of the study area presesmitg and granodioritic bedrock.
Eye gneiss with large feldspar porphyroblasts @¥§ can be found within this
bedrock.

Farde and Jglster municipalities are characterized by numerous §omhd valleys
surrounded by high mountain sides. The steep moustdes have led to several large
rockslides and rock avalanches since the lastajlaoi According to the national mass
movement inventory (Jaedicke et al., 2009) rockfahow avalanches and slide in soil and
debris are the most reported events within theystuda. Heading from the western part
(Farde)to the eastern pardglste) the mountain elevation tends to increase, as agethe
slope gradient Kigure 20Q. In accordance with this tendence toward Edstister
municipality territory exhibit more recent paragidcand periglacial signs than the areas
settled inFgrdemunicipality (the actualostedalsbreenglacier is closer to the eastern edge
of Jglste). This results in slightly different geomorphologfeatures due to local
diversification of the environment: the transitaharacter of landscape and slope activity is
more enhanced moving from the coast to the inlmod(Fardeto Jalste). However, steep
rock faces resulting from the past and deep glac@dion of the Last Glacial
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Maximum are present throughout the study area.
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Figure 20. Map showing digital elevation models covering thestpart ofFgrdeandJglstermunicipalities
Mountains tend to increase in elevation from EadMest.

4.1.2. Field survey
4.1.2.1. Field methods

Field survey usually requires the involvement oéldied personnel, onerous instruments
and a lot of time. For this research a minimalgiraach was the only possible choice.

The guiding principle of this fieldwork was to gathconciseness and comprehension, in
order to observe and record the main aspects datgeted phenomena.

The digital elevation models and the aerial phapbs were examined carefully before
planning the field survey. This preliminary phasealways essential when the time allocated
to the survey is limited.

All of the most accessible areas in the study are@ explored and, when required, some
arduous spots were reached. The data collectedstaifsnotes, photographs and GPS
points. All the efforts were addressed to the idieation of recent and less recent debris
flow and debris slide and to the comprehensiorheirtmagnitude, triggering mechanism
and visual geomorphologic features. This could cmmplished by evaluating the visible
characteristics of deposition zones, flow trackd srlease zone§igure 21 and by using

a multidisciplinary approach: morphology, interjattein of quaternary depositSigure 22

and the vegetation appearance were some of treretitf perspectives taken in account. In
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Meters

Figure 21. Field survey still constitutes a precious stepétedting the qualitative and quantitative features
of the natural phenomenon which is intended tortzdyaed. In combination with remote sensing, field
survey is necessary to get a real comprehensitheasbject of study. For this thesis, it was cotdda
preliminary evaluation of the digital surface madehich helped to locate areas likely to have pcedu
debris flow in the past. The most evident (and mgoevents were then observed in their entiretyh wi
greater attention paid to three geomorphologicabwof (a, b, ¢) deposition zone, flow track aniidtion
area.

this sense, the evaluation of the shape of thet fdeposits Figure 22, lateral deposit
structure Figure 22)and trees growing on such deposits helped to rezeghe nature of
the mass movement and to make a coarse estimtte pfobable time of activity. In some
cases, there were conducted interviews to locgblpdiving nearby suspected susceptible
zones, as this was considered useful to collecitiaddl historical informations on the
hazardous events.

Regardless of few cases, the main part of the vbdezvents needed to be deducted with
the help of digital elevation models, as the sighslebris flow deposits and tracks were
often concealed by new vegetation or obliteratechay.
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4.1.2.2. Debris flow categories and detected features

Figure 22. Photographs taken during the field survey conduittéardeterritory. The first (a) shows the
deposit structure of lateral confinement banks delbris flow channel, where clasts surrounded blyirna
grow in size upwardly. The second photograph (bpshthe terminal part of a debris flow track declgin
the deposition zone, where only large boulderscasts are visible.

Forde and Jglster Municipalities showed many ewdgf debris flow activity, which can
be generally considered as non-recent. The largergb the events was not documented
within the above-mentioned national landslide ineey because it does not take remote
areas in account. In order to better comprehendstindied phenomena, all the recorded
events were stored into four different categoriésgctv are defined in accordance with two
comparative terms: primarily, the deducted trigggrimechanism and secondary, the
geomorphological features. As stated in the pressmhapter, debris flows can alternatively
start as shallow slides or with enhanced chanrdibbad erosion. The higher percentage of
the recorded occurrences were observed to be tedgender the conditions of the latter
mechanism; on the other hand, about one-third efetients were observed to initiate as
translational slides affecting the thin soil cover.

Within the first mechanism (channel-bed erosiorire¢ different geomorphological
categories with repeatable features are highlighmekiis study:

1. Channelized or unconfined (usually at early stagedyris flows with short flow
tracks, small deposition volumes and weatheredaseleones strictly bounded to
steep, small and impermeable bedrock catchme&rgarge 23; the latter are capable
to provide enough strength to the descending whier so that it can erode and
entrain loose material. They usually gather in tetss which cut through an open
slope. Those kind of debris flows might be affedigdsnow avalanches and even
coexist together.
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Figure 23. Photographs taken during the field survey. Hedoimumented the no. 1 category. The main
visible features are (a) the steep and flat rock féa, b) the erodible debris tied to the catch@nb)
the debris flow track.

2. Channelized debris flow characterized by deep éttigullies in bedrockHigure
24). Other distinctive characteristics are the lagdgposition volumes (debris fans)
and wide, hinged release zones which are cirqupeshand deeply excavated.

3. Channelized debris flow characterized by enhancesdian of large glaciofluvial
deposits. Release zones are usually establishedg aftver lengths or in
periglacial/paraglacial conditions and are topofbreglly favourable for sediment
storage (the slope is usually gentle). High anddendwvater inflows might be the
responsible of debris discharges and consequenitlypth alluvial and debris fans
deposits.

Only one geomorphological category was describethi® second triggering mechanism:
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Figure 24. Photographs taken during the field survey. Hedoisumented the no. 2 category.
The main visible features are (a) the deep inaigély and the large volume of debris and
boulders in (b) the deposition zone.

4. Channelized or unconfined (usually at early stagketyis flows with short flow
tracks, small deposition volumes and small releases always triggered by thin
soil or debris slips over the underlying bedroEig(re 25; the latter might act as
an impermeable layer favouring the water sub-flowd,ahus, causing the regolith
cover instability. The release areas of this defwis-type are usually not bounded
to any steep rock faces, excluding the chance ypeavsional triggering conditions.
This category includes debris slides that may tumhebris avalanches.

The third category is composed by few elements ianthainly deducted from aerial

photographs, while the others were documented gfiréiald investigations. For a schematic
and concise representation of the followed con@ixocedure se€able 1.
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Figure 25. Photograph taken during
the field survey. Here is documented
the no. 4 category. The main visible
features are the lack of a rock wall
above the initiation debris slide and
the unconfinement of the mass
moving downward.

Triggering mechanism

— ¢ \

Soil slip Bedload erosion
\_ /. \L J
Short and
Small Large
- - Large clustered D.F.
(chgrr]lg/eollrzed chang?cl)lrz]ged D.F. channelized D.F|  (channelized
unconfined) D.F. glaciofluvial || Wit diﬁi%lsnmse . ggfqr/fé:j
on thin regolith arteries 9 u ined) on
steep open slopes

N -

Geomorphological features

Table 1. Subdivision of the recorded events in 4 differeategories based on triggering mechanism and
geomorphological features.
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4.1.3. Debris flow inventory

Debris flow inventory |

I:' Initiation areas

Ly Sl

Figure 26. For the realization of the (c) new debris flowémtory, it was indispensable the joint use of (a)
aerial photographs and (b) locally available quatary maps.
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Starting from the preliminary study of 1 m x 1 mrréén models (available on
https://www.hoydedata.no) and from the validatiocnanplished through the field survey,
a new inventory map for all debris flow initiati@neas was compiled for Fgrde and Jglster
territories. Other useful and indispensable map®wsed for this goal: aerial photographs
(available on _https://www.norgeibilder.no), quatagsn maps (available on
https://www.ngu.no) and the national mass movemémientory (available on
http://www.skrednett.no/). The aerial photograplwwer the Norwegian territory with
different time spans and different resolutions tigtwout the country: the oldest satellite
imageries are dated 1939 while the most recent amedated 2018 and have a resolution of
0.08 meters.

Quaternary maps realized by the Norwegian Geolbdgimiety (NGU) were locally
available: they consist of shapefiles (polygonmeedi, points) delineating sediments, soil and
loose rock deposits which were formed during thet @26 Ma. Quaternary maps were of
primary importance to delineate areas susceptblgtiate debris flows, despite the limited
availability throughout the study area.

The national mass movement inventory includes ntiba® 33 000 documented entries
(Jaedicke et al., 2009) distributed among the eguegions. Despite the large number of
recorded events, only 710 entries are classifiediedsis flows. Several drawbacks are
associated with this inventory: the records conefspoints which can both indicate
transition or deposition; the technical expertissponsible for the documentation of the
reported events is various and split between diffeinstitutes, thus producing temporal and
spatial inaccuracies; registrations of mass movésraae usually restricted to accessible and
populated areas. Considering the characteristidstlh@ drawbacks, this inventory was
regarded as unfitting for the scope of this study.

The new debris flow inventory consists of initiatiareasKigure 26), as the present research
addressed the definition of a susceptibility mdptes to the initiation conditions of debris
flows within the study area. On the other hand,itdeatification of landslide deposits was
an important step in inferring the related initatiarea. The inventory consists of 1105
polygons, where every element is stored in onehefgreviously mentioned categories
(which are defined with respect to the triggeringgcamanism and geomorphological
features). The location and the spatial extentvale release zone is well defined; the
temporal occurrence of the mapped events is midsarguse of the lack of certain and
detailed chronological records. The great numbesveints has to be imputed to the small
and detailed scale analysis, the examination obterareas and the fragmentation of single-
event initiation areas in different polygons (tdtbedefine the effective release zone). The
completion of the whole inventory was accomplishethually using ArcMap 10.1, in order
to obtain an accurate dataset for post-processiatysis. Possible sources of errors are
linked to the bad interpretation of the mass movemaad, therefore, to the delineation of
false initiation areas. In addition to that, somerdgs could be unnoticed and not reported
within the present inventory, cause slope failwas be easily (and rapidly) obliterated by
other mass movements, erosional processes, groiwvtlegetation, and human actions
(Reichenbach et al., 2018).

4.1.4. Statistical evaluation of terrain data

One further aim of this research was to assesstalistical significance and data distribution
of the terrain topographic variables (slope, flarewemulation, curvature and roughness are
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explained in detail in sectiob.1.1) within the mapped release areas and the relgipdru
portion of the catchment.

Catchment

.F. source area

——Pour point

D.F. track

D.F. deposit Figure 27. Conceptual scheme representing the
location of a pour point. The key issue of this ragier
is the distinction of the initiation and the trandp
domain.

The choice of studying the latter object arisesmfrahe need of evaluating the
hydrogeological conditions under which the obsearis flows initiate. This was possible
by determining the number of contributing cellsisting on the mapped initiation areas.

As the source areas were fully determined with ¢benpletion of the inventory, the
catchments had to be circumscribBay(re 29: this has been made possible by identifying
the pour points located between the debris flowaton domain and the transport domain
(Figure 27. In this way, only the area contributing to tledided pour point was delineated.
This was accomplished by using ArcGIS 10.1., withich the flow accumulation rasters
were calculated from the available DEMs of the gtatta and both Snap pour point and
Watershed tools of Spatial analyst toolboxes werpleyed: the pour points were manually
placed on the cell of highest flow accumulationAesn the initiation and transport domain
and the watershed related to every catchment weaslated.

The last step concerned the mean and standardidewalues which were derived with the
tool Zonal statistics as table (ArcGIS 10.1) whiehs helpful to determine statistics within
source area polygons and catchment polygons. Oga@,asource areas and related
catchments were assigned to one of those four @ateghich were determined during the
field survey (based on triggering mechanism anargephological features of the observed
debris flow).
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Null hypothesis:

One-tailed test X — X,
Ho: py = p= 272
Se
Alternative hypothesis:

s =g |1,

Hytpg # 1y e P ni ny

a=0.05 s 2= (n, — 1)si + (n, — D)s3
o =

n1+ n2—2

: v=Mm+ n,—2)

Figure 28. Explanatory image and formulas used for the peréarone-tailed T-tests, whefg is the
standard erroi, is apooledestimate of the standard deviation, found by caoinigithe sample variances

of the two data sets, stands for the degrees of freedom, wiijeandn; refer to sample mean and sample
number of elements.

{ Legend

Pour points
8]

Catchments

Figure 29. Example of how the catchments (related to everycgoarea) are extracted from the detected
pour points.
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Ultimately, F-tests and one-tailed Student’s TedsSigure 2§ were performed, considering
data belonging to every category as different sampvhere the comparison terms were the
sample variance (F-test) and the mean value ()-fédest could be accomplished where
the F-tests were positive (a critical assumptiainas the tested sample variances need to be
equal) and because the populations from which #mepkes were drawn are normally
distributed (another required assumption to perftrentests).
Statistical tests were referred to:

» Spatial extension of catchments (flow accumulation)

» Slope gradient and curvature within source aredscatchments.

» Roughness within the only source areas.

All these topographic parameters were derived fdigital elevation models of 1 m x 1 m
resolution using the Arc Toolbox functions of Ar&IL0.1. The choice of the terrain
variables to be tested fall on the most commonpertnent parameters which are clearly
linked to the assessment of the debris flow indgrasusceptibility. In this thesis, curvature
and roughness, are considered as proxies for thrtijaation of the slope morphology
which in turn are linked to erosion, run-off proses and sediment availability.

Every category (considering source areas and cactsnseparately) was tested pair-wise
for the equality of the sample meahi  with a 5% level of significancei 0.05), implying
that it is acceptable to have a 5% probabilitynairrectly rejecting the null hypothesis.

All the calculations were performed using Microdexcel.

4.2. Results

In the following sections the results of the stated analyses performed over the mapped
debris flow source areas (contained within the megy) and the related upper catchments
are reported, where special attention is giveméosubdivision in categories.

4.2.1. Statistical comparison between source
areas categories

Source areas

Categories
1 2 3 4 tot
mean std mean std mean std mean std mean std
Slope 37.3 66 471 80 255 63 306 55 359 82

(°)

Curvature -2.15 1.94 -407 253 -0.92 058 -2.34 1.88 -2.31 201
(m™1)

Roughness 0.08  0.03 0.16 0.14 005 0.01 0.06 0.01 0.08 0.05
(M)

Table 2. Mean and standard deviation calculated for temata distributions within the mapped initiation
area polygons.
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Figure 30. Frequency distribution of the mean slope valuekiwiall source area polygons, considering
the subdivision in categories. Bin width = 1°.
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Figure 31. Frequency distribution of the mean roughness vahittsn all source area polygons
considering the subdivision in categories. The lgrstpows log-transformed values. Bin width = 0.04.

The performed F-tests and T-tests over the mearesalf the terrain data variables of slope,
curvature and roughness gave all negative reshlltsample distributions within source

areas polygons were obtained by subdividing theaiterdistribution data (statistical

populations) among the respective terrain categdbased on triggering mechanism and
geomorphological features of the observed delwis)fl Every tested sample was found to
be statistically different from the othefadure 30, 31, 32 The four categories were tested
pair-wise for each topographic parameter and epesgible combination between them was
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Figure 32. Frequency distribution of the meauarvature values within all source area polygt
considering the subdivision in categories. Bin widt0.5m™1.

performed. Where some of the combinations resultgubsitive F-tests, the following T-
tests gave negative responses in every case.

Within all source areas, the average value of stppdient is 35.9°, curvature is -2.8i?
and roughness is 0.08 m.

For what the data distributions within the categerilable 3, some observations can be
made:

» The second category (debris flows with deep incigélies) shows the greatest mean
value of slope (47.1°), curvature (-4.87 ') and roughness (0.16)

» The third category (debris flows set along glacie#l channels) has the lowest
mean values (slope: 25.5°, curvature: -t92, roughness: 0.05 m).

» The two remaining categories show values closénddotality of the source areas,
with the first one (short and clustered debris #am open slopes) relatively steeper
(37.3°) and with a bigger value of mean roughn8<33(m).

» The fourth one (which relates to debris flows atitig as shallow soil slips) holds a
gentler slope and a smaller value of roughnespégjoadient: 30.6°; roughness 0.06
m) than the first category.

Generally, the standard deviation of the mean adlistributions is large for each terrain
variable.

4.2.2. Statistical comparison between catchments
categories

For what concerns the upper catchments relateldetaletected debris flow source area in
FardeandJglsterterritories, the performed F-tests and T-tests tdwe mean values of the
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terrain data variables of catchment contributirepaslope and curvature gave all negative
results. All sample distributions within the catamh polygons were obtained by
subdividing the terrain distribution data among tégpective terrain categoridsdure 33,

34, 35 and were tested pair-wise considering every ptsstiombination between the
different topographic variables.

The calculated total mean areal extension is @f4; the mean value of slope is 33.6°
while, on average, curvature is estimated to beiab®1m™!.

Catchments
Categories
1 2 3 4 tot
mean std mean std mean std mean std mean std
Area2 0.04 0.04 011 014 025 024 0.02 0.04 0.04 o0.07
%Zg;e) 353 73 373 95 251 39 296 51 336 7.6

Curvature 0.01 0.14 -0.01 0.08 0.00 0.02 0.00 0.18 0.01 0.15
(m™~1)

Table 3. Mean and standard deviation calculated for terdaia distributions within the catchment polygons
related to every mapped source area.

-}
=}
f

Category 1

%)
[

Category 2

v
=]
e

Category 3

Category 4

Relative Frequency
w w o P
2 ¢ 7 &

N
o
1

201

= | (S I I,
20 2.5 3.0 35 4.0 4.5 5.0 55 6.0 6.5
Log10 (contributing areas)

Figure 33. Frequency distribution of the mean areal valughefcatchment polygons, considering the
subdivision in categories. The graph shows logdfieimed values. Bin widt9.16.

The data distribution within the categories is shomwTable 3

> The third-category catchment shows the largest aadize (0.2%m?) and the lowest
mean slope value (25.1°).
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Figure 34. Frequency distribution of the mean slope valuesutaled within the catchment polygons,
considering the subdivision in categories. Bin Widt1°.
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Figure 35. Frequency distribution of the mean curvature vatasulated within the catchment
polygons, considering the subdivision in categor#s width~0.06m™1.

» The fourth category consists of catchments provigd very small areal values

(0.02km?) and with a mean slope value of 29.6°.
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> The second catchment type, on average, is relativast (0.11km?) and steep
(37.3°).

» The first category shows values which are the medinent considering the totality
of the catchments.

Higher values of standard deviation arise fromebgmation of curvature, as well as from
the distribution of the areal extent of the catchtadlable 3.

4.2.3. Discussion

NORMALIZED STATISTICAL RELATIONS BETWEEN THE FOUR CATEGORIES

concave )
Eslope Ecurvature catchment extension

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Figure 36. For a better and relative comparison between tte diatribution of the 4 categories, the va
are adjusted from 0 to 1, with O correspondincghtlowest value between the categories and 1 tlathest
Curvature is referred to negative values (see Tahlehich in turn represents a measure of surdaceavity.

The relations (in terms of the most representatereain data) between the different
categories are schematizedFigure 36 slope and curvature within the source areas and
areal extension of the upper catchments are naethfrom O to 1 for relative comparisons
between the ranging values of the four categoBssry category weighted differently in

data distribution assessment: the first categobp¥% of the totality, the second is 10%, the
third is 3%, the fourth is 31%.

Considering the totality of the mapped elements résults show that within the study area,
average values of slope calculated for all iniatareas are comprised between 26° and 47°,
while upper catchments mean extensions fall betwieemnterval 0.02 — 0.2bm?. These

values are comparable to the thresholds referrethieédNorwegian territory reported by
Fischer et al. (2012) and by Meyer et al. (2013).

On the basis of the informations collected durihg field work and of the conducted
statistical analysis, some statements concernmglifferent categories can be made:
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The standard deviation of the topographic paramdistributions within both
mapped source areas and related catchments isajgri@rge. The mean values of
slope, curvature, roughness and contributing area@ead out over a wide range,
indicating a great variability of the quantitatiegrain features linked to the observed
debris flows within the study area.

The majority of the mapped debris flows are chamed| have a short track, usually
cut through open slopes and start with bedloadardsategory 1), otherwise they
can be triggered by shallow slips of the weathesed covering the bedrock
(category 4); despite channelized debris flow witlde and deep incised gullies
(category 2) constitutes only 10% of the totalihgy have a relevant impact on the
landscape with their vast deposition fans. Categor)3 is statistically irrelevant as
it constitutes only 3% of the investigated inithatiareas.

Debris flows belonging to category no. 2 hold vetgep and very concave initiation
areas and the catchment extension insisting odebas flow source zone is large
as well. Under these conditions, those catchmgad tgay direct great amounts of
water into the prominent deep channels filled witleathered material. The
availability of coarse debris and large bouldersibin the deposition zones may be
explained with a relatively higher average valueoofghness within the source areas
(seeTable 3. The enhanced runoff can explain the large vokiared deposit fans
of these debris flow-type, with which are general§sociated. Debris flows of this
kind are more easily detectable and monitored foeirt visible physical

6860013N

5430

N

Koordinatsystem: ETRS89/UTM sone 33N b e——
A‘ g 1:5 000 (format: Ad liggende)

uskifsdato: 04032019 NORGE[JJBILDER

Figure 37. Aerial photograph (taken from Jglster municipalgiiowing debris flows mapped laslonging t«
the first category. It is discernible the steep #atlrock face insistig on the initiation zones, the numer
and dense flow tracks which coexist alongside hagibsence of a well-defined fan. Enhancedoffiderivec
by intense rainfalls or snow melts may be the raside for triggering debris flows of this kind, ikdhdebris
slides or soil slips seem to be unrelated to tlggéring mechanism ahose type of phenomenon. (im
source: norgeibilder.no)
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characteristics; however, they are not very widesgrthroughout the study area if
compared to the first and fourth categories.

Events related to the firsFigure 37) and fourth categories are strongly present in
the study area. Even though they are linked to Iemateal extents of deposition
zones and to smaller deposition volumes, the obdaerritory showed many signs
of their recent and less recent activifigure 37). Given that these kind of mass
movements usually trigger on steep and flat hiisl@nd given the presence of a
favourable landscape throughout the study areatf@odghout Western Norway),
their spatial spreading is extremely difficult toegict. The two categories show
similar curvature values. The source areas belgngmn both categories show
comparable “measures of concavity” thus indicathmag the slope may concentrate
similar amounts of surface runoff and subsurfacaigdwater flow. However, for
what concern mean slope gradient values, the ¢amstgory seems to occur in
relatively more steep hilly areas. Interesting edestions can be made for debris
flow belonging to the fourth category, where atietalow slope angle (mean value
of 31°) is not counterbalanced by a larger contiifguarea (upper catchment mean
value of 0.02km?). Possible reasons may be ascribed to undetecteohdwater
flow patterns of adjacent catchments or to the mment role of direct infiltration
during rainstorms.
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5. Susceptibility modelling
5.1. Methods

The contents of the following sections seek toinatthe required steps to get the necessary
data to be used in a susceptibility model for detbow initiation assessment. For this study,
the Weights of Evidence method is employed.

5.1.1. Terrain data and thematic layers

After the above-mentioned analysis (see chap®of the functional relationships between
known or inferred instability factors (slope, ugstocontributing area.)..and the past and
present distribution of debris flows, this studgnad at exploiting the statistical method of
WofE (Weights of Evidence) for landslide suscefitypmodelling.
Debris flow source areas were considered as clipmiasks for those terrain parameters and
thematic maps which are regarded as importantnméitive factors in statistical debris flow
susceptibility modelling. The idea behind this asfind the conditions which have been
critical in the past and extrapolate them in spgacdentify other potential debris flow source
areas not affected yet. According to Van Westeal.¢2003), many statistical models relate
debris flow inventories to the environmental sun@ing conditions, as the main underlying
assumption is that the initiation of future delflisvs will occur under the same conditions
as in the past. Here, few topographic parametere wensidered as proper preparatory
variables able to affect the slope stability:

% Slope gradient.

% Flow accumulation.

< DEM elevation.

% Total curvature.

% Roughness.
High degree of slope and high upstream contribldneg are
two aspects widely linked to increasing probabitifymass
wasting.
Slope is calculated as the ratio of the vertice¢ rand the
horizontal run. It can be expressed in two typeunits,
degrees or percentage. For this thesis, slope eldgigire
40) was directly calculated from the available DEMghe
study areaKigure 38 by using the Slope tool of Spatial
Analyst toolbox (ArcGIS 10.1).
The flow accumulationKigure 39 is a measure of the number of the accumulatdd cel
flowing into each downslope cell. This parameter aé primary importance for
hydrogeological calculations. For this thesis, flagcumulation rasters were obtained from
different DEMs by performing the Fill tool (usefid remove small sinks and imperfections
in the DEMSs), Flow direction tool (which createsaater of flow direction from each cell to
its steepest downslope neighbour) and Flow accuronl#ool of Spatial Analyst toolbox
(ArcGIS 10.1).
Curvature Figure 40 is calculated as the second derivative of th&asar(unit of measure:
m~1). It can be regarded as a helpful parameter timatt how water flows across the
topographic surface, to understand erosion andffrgmocesses, to estimate the physical
characteristics

rise

0 = degree of slope

run
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Kilometers

Figure 38. Digital elevation models of the study area.

Figure 39. Some examples of the terrain data layers and the
thematic layers used: (a) flow accumulation, (hjgltnessanc
(c) AR50.
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of a drainage basin and deduce where greater #ngcles of soil gather. Total curvature is
the combination of two orthogonal normal sectiohthe terrain surface (which are called
the profile and the plan curvature) and describdes tbpographic surface curvature,
regardless of slope direction. Negative values wiWatureindicate that the surface is
upwardly concave at that cell, while positive valumdicates convexity. Total curvature is
here calculated through the Curvature tool of $patnalyst, as it need a DEM as input.
Roughness is defined as a measure of the locacgutbpographic variability, where high
values are related to high fraction of finely sghogcro-irregularities on the surface texture.
Topographic roughness may be based on standaratidevof slope, standard deviation of
elevation, slope convexity, variability of plan e@xity, or some other measure of
topographic texture. Terrain roughne$sg@re 39 is here derived by calculating the
standard deviation of the subtraction between a Ddfid the same smoothed elevation
model (unit of measuren). This could be accomplished with the joint us&ofal Statistics
tool (using a 3 x 3 calculation window) and Ra&alculator tool of Spatial Analyst toolbox.
The resolution of the roughness map corresponttseteesolution of the DEM used for the
extraction.

Apparently, the DEM elevation is not directly r@dtto slope instability. For this thesis it is
taken into account as it has been successfullyeapf landslide modelling in many cases
(Reichenbach et al., 2018).

Figure 40. Some examples of the terrain data layers and the
thematic layers used: (a) slope, (b) total cuneatund (c)
Lgsmasser N50.
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Curvature and roughness are the only variables ealsie range is directly correlated with
the cell size of the used DEM, with bigger rangesoaiated to elevation models with smaller
cell size.

In addition to the above-mentioned continuous Vdei®, categorical datasets were chosen
to be included in susceptibility modelling. It ismmonly acknowledged that some geo-

lithological types, some types of quaternary sedisievegetation and human activity may

influence debris flow initiation.

Two thematic layers were here considered:

» Lasmasser N5(Figure 40, which is the map of the main soil types and supiifi
deposits covering the bedrock surface, with datpped in scale 1:50 000 or finer
(available on https://www.ngu.no).

» ARS5O0(Figure 39, which is literally the areal resources map.dh e regarded as
the land use map, with data represented in scél@ @00 or finer (available on
https://www.nibio.no).

The first thematic map mainly shows the distribatid moraine deposits, landslide deposits,
fluvial deposits, glaciofluvial deposits, organiepisits and exposed bedrock.

The second thematic map consists of a multi-layap.rfor this study, the layer referred to
as “Arealtype” was used. This layer partitionsshedy area in arable land, farmland, swamp
zones, forest, anthropogenic areas, areas covgredrllb and low forest vegetation, areas
permanently covered by ice or snow, river/lake, sea

The reason related to the employment of the abosetioned terrain continuous variable is
explained: all the parameters that were judged gnais or inconsistent with the associated
problem are here avoided. For what concerns thedtie layers, the choice was made
because of the restricted availability of such piads (e.g. the scale of the only available
bedrock map was too coarse).

5.1.2. D.F. initiation susceptibility
5.1.2.1. Weights of Evidence

This research aimed at coupling direct and undoletailed mapping of debris flow source
areas with statistical modelling. The first aspisctisually related to small scale studies,
while the second is typical of regional-scale stgdiThe decision of correlating a set of
environmental indicators with a debris flow invelyttss common. This approach inevitably
derives from the lack of spatially distributed picgs parameters such as soil depth or slope
hydrology, which are the only unambiguous datateeldo slope instability. Nevertheless,
landslides and their occurrence are controlled hysgal laws that can be analysed
empirically, statistically, or deterministically.o@ditions that cause landslides (i.e., the
instability factors), directly or indirectly linketb slope failures, can be collected and used
to build predictive models for landslide spatiatoaence (Hutchinson, 1988). Statistical
susceptibility maps (which show the spatial prossrie landslide without quantifying any
probability) still remain powerful and reliable elojs able to exploit terrain and categorical
variables which approximate the landslide-prepaydtactorsDai et al., 2002; Van Westen
et al., 2005) and to quantify their influence;histway, the explanation of the exact relation
between slope and landslide occurrence is overcome.

Debris flows need a steep slope, availability afamsolidated sediment and sufficient water
supply: slope gradient, flow accumulation, curvafmoughness, superficial deposit type,
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land use and bedrock type can be regarded as dirdahdirect factors affecting the spatial
likelihood of debris flows.

Training Evidence Maps
Sites 1

Debris flow Initiation areas Area
density analysis analysis
| |

Measurement
of Spatial
Association

Weighted
Evidence Maps

Evidence
Optimization
¥
Predictor Maps
(Layers of Evidence)

Prior
Probability
Classification

Scheme

e

L—l\ JII::..-i
Posterior Probability

Figure 41. Flow chart illustrating the Weights of Evidencedetiing method. (source: Leonard et
al., (2002), modified).

A Weights of Evidence methoé&igure 41) was here chosen to couple the above-mentioned
predictor variables. WofE is a data-driven statadtbivariate method using a log-linear form
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of Bayes' theorem to determine the weight of imgooee of every single factor (Bonham-
Carter, 1994). To apply WofE, the first step isdonpute the prior probability of landsliding.
This task is accomplished by using the trainingdsagt Figure 42, which corresponds to
the inventory of debris flow initiation areas iretstudy areaHigure 41). The spatial density
of the reported events is then used to comput@dias, which is the ratio of debris flow
occurrence probability to the probability that itlwmot occur:

_ Npix(landslide)
Ppriori - N.
pix (total)

Ppriori _ Npix(landslide)

0, i0ri
priori
1- Ppriori Npix (total) — Npix(landslide)

where Ny ixianasiiae) 1S the number of raster cells containing mappédatideflow source
areas, WhileVy,; (orar) IS the total number of every cell in the studyaare

WofE method is a binary classifier system and it oaly operate with discrete predictor
variables: while land use and superficial depasiéps are already categorical data, values
of slope, flow accumulation, curvature, elevationl @oughness needed to be reclassified in
defined classes consisting of small ranging vallibs. underlying principle of this method
is the evaluation (in terms of pixels) of the preseor absence of the predictor variable
classes within debris flow source areas and thesemprent attribution of their relative
weight. WofE is based on the measurement of thBas@ssociation of every reclassified
predictor variable.

According to Bayes' theorem, the frequency of adalde can be used to estimate its
probability. In this way, forj classes related tovariables, positive Weightsl/l@) and

negative weightsl¥;;) can be computed as follows:

Npix(1) Npix(2)
N1Vt No: N1Vt N,;
+ _ pix(D)™ pix(2) . ypr— _ pix(1) " " pix(2)
Wl] - loge Nplx(3) ’ Wl] loge Nplx(4)
Npix(3) PNpix(4) Npix3)*Npix(4)
jth class ofith variable
Debris flow source area presence absence
presence Npix1 Npix2)
absence Npix3) Nopix(a

where, withWi} > 0 the predictor variable class is positively correthwith debris flow
occurrence; with’l/l-jf < 0 the predictor variable class is negatively coteglano correlation
exists if WJ~0. Conversely withW;; > 0 the predictor variable class is negatively
correlated with debris flow occurrence; withi;; < 0 the predictor variable class is
positively correlated; no correlation existWﬂf ~ 0.
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Figure 42. Overview of the inventory map related to debrisilinitiation areas. For this thesis, this
object was used as the training data set for WafHeting. It was reclassified (with ArcGIS 10.1)
in a binary raster map to differentiate the presascabsence of debris flow source areas.

At first sight, the contrast C, which is the difece betweet/;; andW;;, gives the rate of
correlation of a determined variable class withl#meslide occurrence.

C = Wl-]l- - Wl;

Positive weights and negative weights retain theesamportance in computing the
proneness of a certain variable class to initiaterid flows.

All the weighted values obtained are then overkd combined in order to obtain the
posterior probability, which is in turn calculatedm the posterior odds as follows:

n m
Logeoposterior Z Z WU + loge priori

i=1j=1

P _ Oposterior
posterior —
1+ Oposterior

The posterior probability is the landslide susdafty index (LSI) and can be regarded as
an updating of the prior probability. Through tndormative layers it has added additional
evidence (in terms of landslide occurrence proligpilo those terrain units (raster cells)
which contemporary belong to predictors classestipely associated with debris flow

initiation and don’t belong to classes negativedgaiated with debris flow source areas.
The final product of the WofE modelling is a rastaap reclassified to the posterior
probability (LSI), where the raster values owninigher values corresponds to higher
probabilities of landsliding. Where the value oflle&ceeds the prior probability, there is a
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positive correlation with the targeted phenomendhe event that the posterior probability
equals the prior probability, no further predictiméormation is gained.

An implicit assumption in the Bayes' theorem is¢baditional independence of the different
predictor variables employed. Bonham-Carter (1983ijts out that all classes of every
predictor have to be tested pair-wise and the ngaticy table must includeygvalue for

all possible combinations of the classes of twaljoter variables. Both the assumption and
the conditional independence test are, in practdécult to respect and to accomplish
(given the huge number of possible combinationsvéen the different classes). For this
reason, in order to directly reduce the effectateel to the possible conditional dependence,
some of the predictor variables could be altereftiomitted in the computation of the
posterior probability; this can result in an entehfitting between the susceptibility map
and the landslide inventory.

All the steps necessary to run the WofE model vaeamplished through to the joint use
of ArcGIS 10.1 and MATLAB R2018b, where the firsasvused for converting rasters to
ASCII files and vice versa (achieved by using tlem&rsion toolbox), and the second was
used as the environment for computing the Weiglivadlence method.

5.1.2.2. Model performance
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The landslide susceptibility map obtained by usigWofE method needed to be tested for
its reliability. The receiving operating characstia (ROC) curve is one of the most
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commonly used metrics in the literature to evaluhgemodel fitting performance and the
model prediction performance. In combination witte tROC curve, which is used to
visualize the performance of a binary classifiee AUC (Area Under Curve) value can be
regarded as the best way to summarize the moderpemnce in a single number. Generally
speaking, the higher the area under the ROC cinevdoeetter the model at distinguishing
terrain units which are susceptible to initiataradslide from those which are not susceptible.

The ROC curve and the respective AUC value arde@lto classification problems at
various thresholds settings. The ROC curve isgibitith True Positive Rates (TPR) against
the False Positive Rates (FPT) where TPR is og-tivas and FPR is on the x-axis. TPR (or
Sensitivity) is the probability of detection of cectly classified debris flow cells (True
Positives) within the mapped source areas (comdpiasitive); FPT is the probability of
finding falsely classified debris flow cells (FalBesitives) within the mapped source area
(condition positive). FPT can also be calculated asSpecificity, where specificity is the
ratio of True Negatives to the sum of true negatiaad false positives (FP). In a binary
classification system like WofE, there are four gible outcomes: in addition to the ones
which are mentioned above (TP and FP), a True Neg@EN) occurs when a raster cell is
correctly classified as stable (it falls outsidemeflow source area), while a False Negative
(FN) is falsely classified as instable.

TPR = ——
TP+ FN
Specificity = TN
pecificity = TN T FP
FPR = 1 — Specificity = ki
= pecificity = TN T FP
Ground truth Ground truth

ve

Negative
Positive

> Negative

o
Negative TN FN\

Negative TNV‘ FN
Positive FP @

Positive (F_P)Al TP
N\ N\

True Positive Rate False Positive Rate

Predicted
Predicted

Sensitivity and Specificity are inversely proponiab to each other. When the decision
threshold of LSI (Landslide Susceptibility Indes) decreased, this would result in more
True Positives and less True Negatives thus tiseaa increasing of the TPR (Sensitivity).
Similarly, when the threshold is increased, thisuldaresult in fewer False Positives and
more False Negatives thus, we obtain lower HRRufe 44.

It can be deduced that the guiding principle of RQ@ves concerns the analysis of the
probability distributions for both detection andsialarm. The rate of “separability” (the
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Figure 44. By varying the decision threshold, the value of TR, FP, FN changes. The increase of
the threshold corresponds to a leftward movemetiterROC space; the decrease of the threshold
corresponds to a movement to the right. (sourc&ip#/dia, modified)

overlap between the two distributions) determires shape of the curve and thus how
capable the model is to distinguish between thly predicted raster cells and the false
alarms. The best-case scenario would be when tbdlistributions do not overlap; vice
versa, type 1 (false positive findings) and typ@alse negative findings) statistical errors
are introducedKigure 44. By varying the decision threshold, they can baimized or
maximized.

FPR and TPR respectively depicts relative trads-oétween True Positives (benefits) and
False Positives (costs). In our case, the beshbalis accomplished by varying the decision
threshold (Cut-off value) of LSI value over the whoange for a fixed number of times.
ROC analysis provides tools to select possiblymaktimodels and to discard suboptimal
ones, where the decision making is independentign ftand prior to specifying) the cost
context or the class distribution. The area unldercurve (AUC) shows values that state the
spatial accuracy assessment for the model. Thegbssible prediction method would result
in a point in the upper left corner of the ROC spdeigure 43, representing 100%
Sensitivity (no False Negatives) and 100% Spetyfi¢ho False Positives). A random
sampling would give a point along a diagonal lirenf the left bottom to the top right corner
(Figure 43.

When computing the AUC, its value is usually expesswith decimal numbers (e.g. a value
of 0.75 means that there is 75% probability thatrttodel will be able to distinguish between
cells positively and negatively associated withrdefbows initiation areas).

For this study, the ROC curves method is used tonate the classification model’s
performance in terms of success rate. No predictade has been taken in account also
because multi-temporal data are not available. pioezedure for the generation of a
predictive rate is similar to that of the succest®,rwith the main difference that a more
recent landslide inventory map is used to chetkaflandslides have indeed occurred in the
areas indicated as highly susceptible. While tloeess rate measures a goodness of fit (since
it indicates how well the mapped source areas fihé susceptibility zoneghe prediction
rate provides the validatiaof the predictions. However, the success ratedgffits also a
useful indicator for the quality of the producedmeptibility map. The drawback is that it
doesn’t show how good the resulting weight scoagsexplain the input landslide inventory
that was used to calculate them (Chung & FabbA91%an Westen et al., 2003).
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The discretization scheme of the continuous vaegfdlope, elevation, flow accumulation,
curvature, roughness) and the different combinateord omission) of the totality of the
predictor variables (considering al&dr50 and Lasmasser N50are reasons of different
performances of the WofE model. The discretizatsoan important step to evaluate, since
subjective choice of the number of classes entilsade-off between retaining high
information content and obtaining statisticallyrsfgcant results (Meyer et al., 2013). In this
sense, different cases scenarios were testedlarg],different AUC values were obtained
and compared in order to evaluate the best combmatf predictors.

5.2. Results

The sections comprised in this chapter illustragermain findings issued from debris flow
susceptibility modelling with the WofE method. Enagls is given to the results linked to
the model which fits better to the training dataused to generate it.

5.2.1. Weights of the predictor variables

The DEM and all the terrain data layers (rasteeseweclassified to 5 x 5 meters resolution
in order to reduce the computation time.

As the categorical variablesgsmasser NS®AR5Q were already provided with standalone
classes, only the continuous predictors neededtéiqgang.

Two different manual classifications were perfodne

1. The first consists of a dense and equally distebusubdivision of slope, flow
accumulation, curvature and roughness betweeratters extreme values.

2. The second, based on the data distribution anaiyssérated in the chaptet.2
consists of a manual greater refinement of stesityi consistent intervals, while
more extreme values were retained in wider classes.

As the largest errors are tied to classes covannyg small portions of the study area and
containing few debris flow cells, in both cases/thvere merged to the neighbouring classes
to prevent erroneous weighting scores.

The results of the two classification scheme weragared on an equal footing on terms of
predictors. By changing the amount of predictoesdusr modelling and by testing different
combinations of predictors, the first classificatecheme was never associated to models
with relative larger fitting rates when comparedthe models produced by the second
partition scheme. However, just a slight improvetrayuld be appreciated for the second
classification scheme since the AUC values showen@est enhancing of the fitting rate.
The models based on the second discretization sshewmmpared to the ones which were
employed in the first discretization scheme, insegkits performance by 1% at best. Starting
from these considerations, from here on out, thesis will refer only to the second
classification scheme of the predictor variables;esit showed better reliability.

The continuous predictor of slope gradient is based classification of 12 classes; the bin
width varies from 5° for middle values to 15° fotreme values. The same applies for DEM
classification which consists of 58 variable classes more resolution was required for
central intervals. Roughness and contributing areadivided based on a logarithm scale,
which are respectively 15 and 19 classes of vagialidith. Total curvature is partitioned in
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26 classes where smaller and more numerous binsetraround O and negative values
(surface upwardly concave).
The contrast values, computed using the WofE methoel represented iRigure 45
Positive association with source areas are foutiairwvihe following intervals:

» Slope angles between 25° and 75°.
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Flow accumulations of 800 to 250 06} (0.008km?2- 0.25km?).

Curvature between -7 and -Gl ! and between 0.1 and t8?.

DEM (elevation) between 370 and 1050 m a.s.l.

Roughness of 0.03 to 0.10 m.

AR50classes of 30 and 50, which stand for foresteasaaad lower canopy covers.
Lasmasser N56lasses of 0, 73, 81, 82, which stand respectifeglpare mountain
areas, weathering material (stone and block ridmndslide material (continuous
cover with great power), landslide material (inc@me or thin cover over the
bedrock).

VVVYVYY

For what concerns the highest positive contrastescahe interval of slope comprised
between 30° and 45° showed the best correlatidntivé targeted phenomenon (debris flow
initiation), as well as contributing areas rangfrgm 0.015 to 0.06%m?2. There is only a
slight distinction between all the negative valaésurvature (ranging from -7.1 and -0.13),
which roughly hold the same amount of (positiveptcast. In the study area, elevation
values comprised between 775 m a.s.l. and 935 .mand values of roughness comprised
between 0.03 m and 0.08 m seem to have a bettedation with the debris flow initiation.
Ultimately, the land use map and the map of theedigial deposits showed expected
positive associations with areas marked as cougyéow scrubs and low forest vegetation,
weathered and loose material, landslide mater@avéver, unexpected positive associations
are related to forested areas and bare rock amas) should theoretically fall outside of
the landslide initiation domain. The reason of thaly be ascribed to the representative scale
of the used maps, which is large if compared tosipetial extent of the mapped release
areas. In this way, the categorical thematic mapg Ine misleading and deceptive.

The observed values of positive contrast, whiclcakculated ast = w;; — W;; , are
generally low as they do not overcome the threstalde of 2, while negative contrasts are
larger.

5.2.2. Models performances for different
combinations of predictors

Models performances

Slope Flow Curvature DEM Roughness AR50 Lgsmasser  Success
accumul. N50 rate
a . 77%
b . . 78%
C . . 76%
d . . . 7%
e . . . 82%
f . . . . . 79%
g . . . . . . . 76%

Table 4. Model success rates resulting from different coratiams of predictor variables.
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Figure 46. ROC curves for the model compu
through different combinations of the predi
variables. For references (a, b, c, d, e, f, gagdese
Table above. AUC values are referred to the arelal
the curve, while the Cuwff values stands for tl
posteria probability threshold calculated over
number of cases. It is highlighted the model (ejch
obtained the best performance through the comioin
of slope, flow accumulation and elevation.
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Since the variation of the classification schemestit yield any relevant consequence, the
model performance is tested in response to diffex@mbination of the used predictors. The
prior probability of debris flow initiation is 0.@1throughout the study area. All the pixels
with a value of posterior probability (which is tH&S1 index) greater than the prior
probability should be considered as susceptibiritiate an event.

The model performance is evaluated through theespondent AUC values obtained by
varying the decision threshold 250 times. Terratadre first considered singly and then in
association with the others. Trable 3the most important results are reported:

» The success rate for the only slope model is 77% W5% of the entire area

exceeding the LSI value of 0.010.

The success rate of slope and flow accumulati@i®is with 48% of the entire area

estimated as susceptible.

The success rate of slope and total curvature % With 45% of the totality

estimated as susceptible.

Slope, flow accumulation and curvature model shawnceess rate of 77% with 43%

of the study area covered.

Slope, flow accumulation and elevation model shau@ess rate of 82% with 39%

of the study area estimated as susceptible.

Slope, flow accumulation, curvature, roughnesseaadation model (all the terrain

predictor variables are considered) show a sucats®f 79% with 39% of the study

area estimated as susceptible.

» The model with the totality of the predictor coresield AR50andLgsmasser N5
addition to the terrain variables) show a succass of 76% with the 48% of the
entire study area estimated as susceptible.

vV V VYV VvV V

The ROC curves and the corresponding AUC valuesenind the better overall
performance of the WofE model using the combinatbrslope, flow accumulation and
elevation Figure 46 and a cut-off value of 0.012.

For this susceptibility mag=(gure 47, with a resolution of 5 x 5 m, posterior probélab
values range from 0 to 0.325 and 5 susceptibilagses are defined according to standard
deviation data classification technique as followexy low low, medium high, very high
which cover 43%, 31%, 16%, 7%, 3% of the study .area

Susceptibility class | % of area covered %d. f.pixels
% area covered
Very low 43 0.1
Low 31 0.8
Medium 16 2.0
High 7 3.0
Very High 3 4.7

Table 5. Percentage of area covered by every susceptibiigs and ratio of the percentage of debris
flow source area pixels captured to the percernshgeea covered.
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The ratio of the percentage of source areas cailted by every class to the percentage of
the area covered by the same class is a good todmfadebris flow initiation susceptibility:
the ratio is remarkably larger for the zone clasdifs very high susceptibl€gble 5.

5.2.3. Discussion

This study dealt with the development of a dellow susceptibility map for initiation areas.
The study area is restricted to the main part @ tdrritories ofFgrde and Jglster
Municipalities. This could be accomplished by usthg WofE method and a new debris
flow inventory specially made for the above-mengéidrgoal. The latter object served for a
further aim, which is the analysis of the terraataddistribution within debris flow source
areas in order to better investigate the diffedetiris flow-types encountered during the
field survey.

The higher success rate (82%) in susceptibility eliody was here achieved through an
arbitrary classification driven by the previousesssnent of data distribution frequencies
and through the combination of slope, flow accutoitaand DEM as the only predictor
variables Figure 46. Based on the result of this study, terrain datedictors such as
curvature and roughness are related to slightlyefasuccess rates models (79%), while the
worst performance (76%) is tied to the joint uséath the totality of terrain and categorical
(AR50andLgsmasser NjQlata layersKigure 49.
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Figure 48. Magnification of the susceptibility map within F@rdhunicipality (part one).
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Figure 50. Magnification of the susceptibility map within Jelsmunicipality (part one).
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Figure 52. Magnification of the susceptibility map within Jelsmunicipality (part three).
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Figure 54. Magnification of the susceptibility map within Jeismunicipality (part five).
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Figure 55. Magnification of the susceptibility map within Jesmunicipality (part six).
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Figure 56. Magnification of the susceptibility map within Jels municipality (part seven).
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Figure 57. Magnification of the susceptibility map within F@rdhunicipality (part four).
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Figure 58. Magnification of the susceptibility map within F@rdhunicipality (part five).
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This may suggest the impracticability of the twertratic layers in locating the areas
susceptible to initiate debris flow, as it may bdicated by the low positive contrast values
distributed among only few classdsdure 49. Here, the proper use and combination of
pertinent predictor variables seems to influenceCAdlues much more than the choice of
the discretization scheme; however, further testsequired.

When considering the susceptibility map with thetbg (Figure 47, estimated very high
and high susceptible areas seems to be more cosmteehivhere the landscape shows a
steeper slope gradient and where the average ielevathigher (which corresponds to the
eastern part of the study area). More details eanldserved ifFigure 59 Generally, the
upper parts of the slope, coinciding with thoseclmatents insisting on well-defined
channels, are marked as highly susceptible zortess@ame applies for the same channels,
which seem to be favourable zones for debris floivation regardless for the relatively
lower values of slope gradient and elevation: thé be ascribable to the “weight” of the
flow accumulation predictor.

Some pitfalls, which were not considered in thiglgt could be linked to the presented

0,175 0,35

____Kilometers .

Figure 59. Magnification of the susceptibility map within J&ismunicipality. The larger
channels and their relative upper part of the beetimin high concentrations of very high
and high susceptible cells.
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susceptibility model:

» Conditional independence of variables classes.

» Uncertainties related to the weighting score ofdifferent classes.

» Biased estimation and evaluation of the spatiartxof the mapped source areas
thus determining errors tied to susceptibility mbadg.

» Absence of a multi-temporal test dataset, and tiheisieglected estimation of a real
predictive rate capable of revealing the model grerhince in prediction of future
landslides.

» A model with a large AUC has a better statisti@afprmance than a different model
with a lower AUC. However, the second model maynme meaningful from a
geomorphological perspective than the first moBe&i¢henbach et al., 2018).

One further outstanding question may concern hosvrttodel performances would be
influenced by considering only a subset of the megy based on the debris flow types
(categories). In this sense, the percentage dttltly area calculated as susceptible to debris
flow initiation (posterior probability exceedingetprior probability) might be decreased.

For a better spatial comprehension of the calcdlateneness to initiate debris flow and
debris slides within the study area, please ref&igures 48, 49, 50, 51, 52, 53, 54, 55, 56,
57, 58, 59

Although the success rate of the presented subdgptimodel (Figure 49 is good
compared to those reported from literature, it resha general indicator of slope areas
which may be prone to future failure, without amgsgible prediction in terms of time and
damage extent. The validation of landslide susb#yimapping and its usefulness depends
on the maintenance of appropriate records indigatie frequency and magnitude of on-
going landslide activity and its relationship wiénrain and triggering conditions (Dai et al.,
2002).
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