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Abstract

The dissertation investigates the significant impact of table parsing on enhanc-

ing the accuracy and efficiency of document parsing and question answering

systems. This research is motivated by the practical challenges experienced

during an internship at Bayer, where the necessity for enhanced parsing tech-

niques became clearly evident. By integrating advanced parsing techniques

with Natural Language Processing models, the research addresses the chal-

lenges of extracting and interpreting information from various types of docu-

ments, with a particular emphasis on tables.

A central aspect of this work is the impact of table parsing within the document

parsing and question answering processes and the evaluation of the proposed

optimizations through experiments and assessments by human experts. These

evaluations measure the impact of the optimizations, implemented through ta-

ble parsing, on parsing quality and the question answering system. They high-

light the system’s ability to accurately parse documents and generate pertinent

and relevant responses to queries, underscoring the crucial role of precision in

document parsing for effective question answering.

The research findings demonstrate a substantial improvement in document

parsing and question answering capabilities as a result of the optimized table

parsing techniques. The dissertation details the advantages and limitations of

different parsing methods, proposing solutions that enhance the performance

of the document question answering system.

Table parsing is shown to be essential for improving the system’s ability to

comprehend complex queries and documents, leading to more accurate and

efficient information retrieval.
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Chapter 1

Introduction

In the rapidly evolving domain of Artificial Intelligence, the field of Natural

Language Processing has witnessed significant advancements in recent years.

This progress is particularly notable in the domains of document parsing and

question answering; effectively managing and extracting meaningful insights

from the rapidly expanding volume of both unstructured and semi-structured

data is becoming increasingly essential. This necessity underscores the re-

quirement for advanced methodologies capable of navigating, extracting, and

interpreting information across a wide range of document formats. The com-

plexity of these challenges extends beyond mere technical issues, impacting

the way information is accessed and utilized, especially given the vast amount

of data awaiting analysis and interpretation.

The goal of this dissertation is to explore the potential for improving docu-

ment parsing and question answering, with a specific focus on extracting and

processing tabular data. The objective is not only to provide improvements to

current systems, but also to enhance the performance and capabilities of both

document parsing and document question answering processes. By analyzing

the current methodologies, this dissertation examines the potentialities within

tabular data extraction and processing to harness the power of unstructured

and semi-structured data in an increasingly information-driven world.
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1.1 Document Parsing for Question Answering

Document parsing is a fundamental step in the process of transforming un-

structured or semi-structured text into a structured format that can be utilized

by question answering systems. It involves various techniques and tools that

analyze the content of documents, identify key elements, and convert them

into a format suitable for further processing. The significance of accurate

and efficient document parsing cannot be overstated, as it directly impacts the

quality of the information retrieved and the answers generated by the question

answering system.

The aim is to investigate the role of document parsing in the context of ques-

tion answering platforms. By examining different parsing approaches, the

goal is to highlight the critical aspects that contribute to the successful ex-

traction of relevant information from documents, assessing the strengths and

weaknesses of various parsing tools, including their ability to handle diverse

document structures and formats.

1.2 Extracting Information from Tables

Tables are a common and important feature in many documents, providing

structured data that is often essential for understanding the overall content.

Despite their significance, tables present unique challenges for parsing sys-

tems due to their diverse formats and the complex relationships between their

elements. Effective table parsing is crucial for extracting accurate information

and improving the overall performance of document parsing systems.

Tables encapsulate key information in a concise format, but their structural

complexity can lead to significant parsing difficulties. Rows and columnsmay

spanmultiple cells, contain nested tables, or include a variety of data types and

formats. Addressing these challenges requires specialized techniques that go

beyond standard text parsing methods.
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1.2.1 Improving Table Parsing for Enhanced Information

Extraction

The optimization of tabular data extraction is crucial for enhancing the quality

and accuracy of retrieved information, which, in turn, significantly improves

outcomes in question answering tasks. The examination includes a variety of

tools and custom models developed to deal with the challenges table parsing

presents, evaluating their contributions to the document parsing framework as

a whole.

The implemented approach involves the application of parsing tools, namely

Azure AI Document Intelligence (formerly known as Form Recognizer) and

Unstructured Core Library/API Services. Additionally, the incorporation of

rule-based systems, designed specifically for distinct types of documents, plays

a central role as well. The analysis delves into the complexities of these tools

and models, exploring their effectiveness in handling diverse tabular struc-

tures and optimizing the extraction process to investigate their impact on the

accuracy and completeness of extracted data.

1.3 Motivation and Research Questions

Themotivation behind this dissertation stems from the practical challenges en-

countered while working on document parsing in an industry setting. During

an internship at Bayer, involvement in the Decision Science and Language AI

team included contributions to a significant project. This experience provided

firsthand insights into the difficulties associated with extracting meaningful

information from documents, particularly those containing intricate tables or

presenting complex layouts. It highlighted the critical need for improved pars-

ing techniques to enhance the effectiveness of document parsing and question

answering tools.
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1.3.1 Bayer’s Project - Internal Generative AI Platform

The project focuses on Bayer’s Internal Generative AI Operating System, de-

veloped to support various use cases across the value chain within a secure

environment. Created by a multidisciplinary team of Bayer experts, the plat-

form aims to utilize the potential of Generative AI within the organization.

It is designed to enable broad access to Generative AI, enhancing innovation

and productivity.

One of platform’s key features is its integration of advanced AI capabilities,

including ChatGPT and open-source language models, with access to both in-

ternal and external data sources. This integration improves knowledge access

and content creation while ensuring compliance with data privacy and secu-

rity standards, including IT strategies, cybersecurity, legal, data privacy, and

responsible AI protocols.

The platform supports various functionalities, such as handling documents,

audio, images, and video, and it can be customized for specific use cases. Ad-

ditionally, the User Interface and API access facilitate the scalable adoption

of Generative AI, enabling users and teams to utilize AI-driven insights and

automation in their respective areas.

This dissertation focuses on experiments conducted on parsing and document

question answering processes to investigate their performance and explore po-

tential enhancements. The project served as a foundation for this research,

aiming to demonstrate possibilities for enhancing existing functionalities, par-

ticularly in document parsing and the subsequent question answering process.

This involved a detailed analysis of the current system’s performance in these

areas and the development of strategies and approaches to improve efficiency

and effectiveness. These enhancements aimed to optimize document process-

ing and understanding, thereby enriching the Generative AI’s contribution to

decision-making processes.
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1.3.2 The Role of Parsing and Question Answering Tools

Document parsing plays a crucial role within this research, as it enables the

processing and understanding of various file types, including PDFs, images,

Word documents, and PowerPoint presentations. This allows the efficient ex-

traction of valuable information from different types of documents. The doc-

ument question answering tool leverages document parsing by allowing users

to query parsed documents and receive accurate, context-aware answers. This

capability significantly enhances knowledge discovery and content creation

processes by providing quick access to relevant information embedded within

complex documents.

Together, these capabilities highlight the pivotal role of parsing and question

answering tools in enabling comprehensive document analysis and facilitating

informed decision-making.

1.3.3 Research Questions

This dissertation delves into several key research questions that are crucial for

understanding the impact of table parsing on document parsing and question

answering systems:

• How does the accuracy of table parsing affect the overall performance

of document parsing systems?

This question explores the direct impact of precise table extraction on

the integrity and utility of the parsed document content, assessing how

well different parsing techniques handle complex tabular data.

• What improvements can be achieved in question answering results by

integrating optimized table parsing techniques?

This question points to the enhancements in question answering perfor-

mance related to the inclusion of accurate table parsing, evaluating the

contribution of tabular data to the overall quality of answers.
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• How do different parsing tools and models compare in terms of their

effectiveness and efficiency in handling tabular data?

This question involves a comparative analysis of various parsing tools,

assessing their performance and robustness in processing different types

of documents.

1.3.4 Experimental Approach

To address the outlined research questions, a set of experiments is designed to

evaluate both the parsing approach of the involved parsers and the results of

the document question answering process post-parsing. This evaluation en-

compasses a range of diverse documents such as PubMedQA, Master Batch

Record, and Standard Operating Procedure documents, chosen for their diver-

sity and relevance, providing a robust benchmark for assessing the proposed

parsing techniques.

1.4 Summary

In summary, this dissertation aims to demonstrate that the integration of op-

timized table parsing with general document parsing procedures can lead to

significant improvements in the performance of document question answer-

ing systems. Through a series of experiments and analyses, evidence will be

provided to support this hypothesis, along with insights into the best practices

for achieving accurate and efficient document parsing.

The comprehensive approach involves evaluating parsing techniques using

various documents, measuring their performance during both parsing and ques-

tion answering tasks with standard metrics, and conducting case studies to

validate the findings in real-world scenarios.



Chapter 2

Background

The processes of parsing and document analysis represent the basis for under-

standing and extracting meaningful information from both unstructured and

semi-structured data. These tasks involve breaking down textual informa-

tion into structured representations for further analysis. Document analysis

is a subset of parsing, and it focuses on understanding the structure, content,

and context of documents, thereby enabling processes such as information re-

trieval and natural language processing and understanding.

Parsing techniques, ranging from traditional methods to deep learning ap-

proaches, play a central role in many different applications, not least in doc-

ument question answering systems. These systems leverage the structured

data derived from parsing to generate precise answers to user queries, thereby

demonstrating the importance of parsing in real-world applications.

This chapter explores the key concepts of parsing and its applications, focus-

ing on document analysis and information retrieval. It provides an overview of

various parsing techniques and introduces the processes of document question

answering and evaluation.



2.1 Understanding Parsing in NLP 8

2.1 Understanding Parsing in NLP

Natural Language Processing is a domain within Artificial Intelligence that

focuses on the interaction between human and machine languages. It can be

described as the process by which machines extract information from natu-

ral language inputs and then generate natural language outputs. Natural Lan-

guage Processing can be categorized into two main components, i.e., Natural

Language Understanding or Linguistics, which involves linguistic analysis to

comprehend the text, and Natural Language Generation, which implements

the task of text generation [10].

The main aspects of Natural Language Processing include information re-

trieval, which involves the storage, search, and retrieval of information from

textual documents, machine translation, which is related to the automatic trans-

lation of one human language into another, and language analysis, which is

related to parsing the input sentences to construct syntactic trees and perform

semantic analysis [6]. Together, these components, outlined in Figure 2.1, en-

able machines to process and understand human language.

Figure 2.1: Information Extraction, Machine Translation, Language Analysis [6]
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Parsing is a fundamental task within Natural Language Processing, bridging

the aforementioned gap between human language and machine comprehen-

sion. It involves the analysis of text to understand the grammatical structure

and the relationships between words, with the aim of enabling machines to

reproduce human language with a certain degree of accuracy. There are two

main types of parsing:

• Syntactic Parsing: This type focuses on the grammatical structure of

sentences, identifying parts of speech and the syntactic roles of words.

• Semantic Parsing: This type aims to understand themeaning of entities

within the sentence beyond their syntax, by interpreting the context.

The application of parsing techniques extends beyond traditional linguistic

analysis. The following section delves into the topic of document and table

parsing. Through these processes, the goal is to explore and examine tech-

niques and methods implemented to handle the complexities of unstructured

textual information and tabular data formats.

2.2 Document and Table Parsing

Document parsing is a fundamental task within the field of Natural Language

Processing. It involves the systematic examination of text documents with the

aim of extracting relevant information, relationships, and entities. Its impor-

tance derives from the ability to dissect both unstructured and semi-structured

textual contents. Therefore, it can be defined as the process of extracting struc-

tured data from unstructured documents, identifying relevant information, and

structuring and organizing it into a format that is both usable and readable.

Document parsing finds its applications in many different domains, highlight-

ing its role in performing information extraction, data mining, and natural lan-

guage understanding. A data parser is a tool that analyzes the information

presented in a specific format, taking a large set of data and breaking it down
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into smaller and meaningful components. Parsers are used in all high-level

programming languages and can be integrated into existing systems to auto-

mate workflow in an efficient way. Typically, a document parser employs

Optical Character Recognition (OCR) to analyze documents, while advanced

parsers may also adopt machine learning approaches [20]. The parser should

be capable of distinguishing between various document sections, such as head-

ings, paragraphs, narrative text, titles, and tables, enabling the extraction of

specific data and insights from each of them.

The process previously described is known as Data Parsing, which is usually

performed using two main approaches [11]:

• Rule-based approach: In this method, the user defines a template of

the document to be used as a reference for extracting information. The

drawback of this procedure is that it is necessary to provide a document

with the same structure as the template, since even slight differences

could prevent the method from working properly.

• Model-based approach: Thismethod ismostly used for extracting data

from unstructured documents and relies onmachine learning and natural

language processing. These models are trained using a large range of

unstructured documents to enhance their ability to recognize fields and

extract data.

In practice, document parsers combine both rule-based and model-based ap-

proaches, enabling them to efficiently process different types of document

formats, regardless of their layout, and to effectively extract data.

Document parsing faces numerous challenges, ranging from the complexity of

document structures to the need for data accuracy and validation post-parsing.

The adaptability of parsing tools to different document formats is necessary

for achieving accurate data extraction. However, ensuring data accuracy can

be particularly challenging, especially with handwritten documents or those
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formatted in unconventional ways, requiring strong and robust recognition ca-

pabilities. After parsing, the validation of extracted data is essential to elimi-

nate unreliable information, especially when dealing with sensitive processes.

Scalability is also critical, because parsing solutions need to handle growing

volumes of documents in an efficient way to meet business demands. Last but

not least, the flexibility to adapt to changing requirements over time is neces-

sary to avoid constant workflow re-automation efforts [19].

Beyond these challenges, there are additional complexities in document pars-

ing technologies, including the intrinsic difficulties of achieving 100% data

extraction accuracy across many different templates and document formats,

the challenge of debugging complex AI systems, and the limited support for

multiple languages. All of the mentioned factors collectively contribute to

making it difficult to efficiently parse documents.

In this context, table parsing is a critical aspect of document parsing, involving

the extraction of structured data from tables within documents. Tables often

hold crucial information, posing challenges for extraction, thus emphasizing

the importance of accurately recognizing table structures. Table parsing, like

document parsing, presents numerous challenges due to the diverse formats

in which tables can be presented. The challenges illustrated in Figure 2.2

exemplify the difficulties in recognizing table structures. These include irreg-

ular structures, such as merged cells or nested tables, which make it difficult

to extract information. Additionally, the presence of missing data in empty

cells, variability of column headers, and the need to understand the context

surrounding the table within the document, make the parsing an even more

complicated and demanding process [17].

As discussed thus far, effectively addressing both document and table parsing

presents significant complexity but is also necessary for reliable information

extraction. The Azure Form Recognizer and Unstructured parsers, which are

explored in the following section, play an important role in this field of study.
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Figure 2.2: Challenges in Table Structure Recognition Task [17]

2.3 Tools for Document and Table Parsing

In the domain of document and table parsing, two state-of-the-art tools have

emerged as crucial in transforming unstructured data into organized and valu-

able information: Azure AI Document Intelligence (formerly Form Recog-

nizer) and Unstructured Core Library/API Services. These tools represent the

combination of advanced machine learning models and algorithms to inter-

pret and manage different document formats. Both are designed to automate

data extraction and processing, enhance and enrich data-driven strategies, and

facilitate document search tasks, marking a significant improvement in docu-

ment management and offering businesses new ways to use their information

that were not available before.

Azure AI Document Intelligence, formerly known as Form Recognizer, is a

cloud-based service within Azure AI. It simplifies the creation of intelligent

document processing solutions by using machine learning models to extract

text, key-value pairs, and tables from different types of documents, including

forms, invoices, and receipts [1]. Its key features include:

• Document Understanding: Ability to comprehend and extract struc-

tured data from various document formats.

• Pre-built models: Availability of pre-built models that simplify the ex-

traction of common information from documents.
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• Integration: Seamless integration with other Azure services and tools.

• Advanced analytics: Provision of advanced analytics functionalities,

such as sentiment analysis and entity recognition.

Unstructured offers a comprehensive suite of API services and open-source

solutions, including the Unstructured Core Library, which further enhance its

capabilities. The library has the aim to simplify the preprocessing of docu-

ments for downstream tasks [22]. Key features include precise document ex-

traction, extensive file support, and robust core preprocessing functionalities

such as partitioning and cleaning. The partitioning functions within Unstruc-

tured enable the extraction of structured content from unstructured documents

by breaking them into ‘Elements’ such as Title, Narrative Text, Table, List

Item, and more. This segmentation process allows for the selection of content

that is specifically relevant for the application requirements. Depending on

the file type of the source document, Unstructured determines the appropriate

partitioning function to apply, ensuring efficient and relevant data extraction.

In this scenario, both Azure Form Recognizer and Unstructured serve as docu-

ment parsers but they differ in their capabilities and approaches. Azure Form

Recognizer is usually customized for extracting data from documents with

predefined layouts, as it employs a machine learning approach. On the other

hand, Unstructured is designed to extract information from semi-structured

and unstructured documents without relying on templates. However, both of-

fer flexibility and customization options to handle diverse formats and struc-

tures within analyzed documents.

Despite their differences, they share the same main goal of facilitating com-

prehensive document understanding and analysis, thus helping in the imple-

mentation of the question answering process over documents. Indeed, Azure

Form Recognizer and Unstructured can significantly streamline the extraction
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and processing of data from documents, which is essential for generating an-

swers that are accurate and contextually relevant.

As previously mentioned, parsers transform unstructured data into a struc-

tured format that can be then easily queried. This means that when questions

are posed regarding a specific document, the tools have already organized the

data in a way that makes it easier the task of finding the correct answer. The

text is supposed to be formatted and structured for analysis by Large Lan-

guage Models, enabling them to provide accurate answers [14]. This is par-

ticularly beneficial for complex question answering scenarios, allowing for a

more reliable system that is capable of handling a variety of document types

and queries, with the aim of providing insightful responses. This foundation is

essential for the subsequent exploration into the document question answer-

ing process, where structured data translates into insights through advanced

querying and analysis techniques.

2.4 Document Question Answering

Document question answering can be defined as the process of extracting rel-

evant and pertinent information from a given document or set of documents to

answer a user-provided question. This multi-stage process involves different

steps, starting with document parsing, followed by question understanding,

document retrieval and comprehension, and answer generation.

The diagram in Figure 2.3 illustrates the various stages of the document ques-

tion answering process.

The process starts with document parsing, a crucial phase that involves break-

ing down the documents into more manageable units, typically into sentences

or words, using techniques like tokenization and sentence segmentation. This

step also involves cleaning and preprocessing the text to remove any irrele-

vant information such as stop words, punctuation, and special characters. Ad-

ditionally, stemming and lemmatization may be applied to reduce words to
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their root form, ensuring that different forms of the same word are treated as

identical.

The next stage is question understanding, a process that leverages natural

language processing techniques to extract the semantic and syntactic struc-

ture of the question. Techniques such as Named Entity Recognition, Part-

of-Speech Tagging, and Dependency Parsing are used to identify key entities,

understand the grammatical role of each word, and determine the relationships

between different words in the question, respectively. This step of the process

also involves keywords extraction, which highlights the important words or

phrases that will guide the successive steps.

Figure 2.3: Diagram Illustrating the Document Question Answering Process

Following question understanding, the system proceeds todocument retrieval.

This step involves identifying and retrieving documents that are most likely

to contain the answer to the question. Techniques such as Keyword Matching

and Vector Space Retrieval are utilized. Keyword Matching identifies docu-

ments that contain the extracted keywords, while Vector Space Retrieval rep-

resents both the question and the documents as vectors in a high-dimensional

space. More advanced techniques such as Latent Semantic Indexing or Topic



2.4 Document Question Answering 16

Modelling may also be employed. These approaches account for the semantic

relationships between words and can thus retrieve documents that are concep-

tually related to the question, even if they don’t contain the exact keywords.

The retrieved documents then undergo a comprehension stage. In this step,

the system identifies sentences or chunks of text that are likely to contain the

desired answer. This includes techniques like text chunking, which groups

contiguous pieces of text together based on their Part-of-Speech tags, and

coreference resolution, which links pronouns and other referring expressions

to their appropriate entities. Machine learning models may also be used to

score and rank the retrieved text chunks based on their relevance to the ques-

tion.

The final answer generation step involves extracting or synthesizing an an-

swer based on the identified text chunks. This could include simply extract-

ing text from the document or more complex processes like answer synthe-

sis, where the system combines information from multiple text chunks or

rephrases the information to create a more concise and coherent answer.

Thus, the described process begins with parsing, after which the system must

understand the question and extract keywords from it. Once the question

is comprehended, the system retrieves relevant documents from a database.

These retrieved documents are then analysed to identify sentences or chunks

of text that likely contain the desired answer. This underscores the importance

of correct document parsing; without it, the question answering system would

be unable to determine the most appropriate response to the user’s query.

The following section examines the evaluation of parsing and question an-

swering techniques, assessing their effectiveness in extracting data and gen-

erating accurate responses based on parsed information, thereby providing a

comprehensive assessment of natural language understanding systems.
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2.5 Parsing and Question Answering Evaluation

Delving into the evaluation of the parsing process and the document question

answering process within natural language understanding systems reveals cru-

cial insights into their efficiency and performance. This involves comparing

techniques and approaches, and identifying weaknesses in the involved appli-

cations.

2.5.1 Evaluating Parsing Approaches

The evaluation of parsing quality in the field of Natural Language Process-

ing involves various approaches and metrics, reflecting the complexity of the

parsing process. Parsing accuracy is one of the fundamental metrics used to

determine the effectiveness of parsing algorithms. Additionally, precision, re-

call, and F1-score are among the quantitative measures implemented for eval-

uating the parsing results. Furthermore, considering the previously mentioned

metrics, speed must be also considered as an important factor, particularly for

applications that require real-time or large-scale parsing. The goal is to ensure

that the parsing process is efficient and scalable.

When it comes to parsing using Azure Form Recognizer, its parsing quality is

based on several metrics [1]:

• Accuracy: It ensures that the parsed information faithfully represents

the content of the original document.

• Confidence Scores: Azure Form Recognizer assigns confidence scores

to each extracted element, which can be used to evaluate the reliability

of the parsing procedure. This value ranges from 0 to 1, where a value

closer to 1 indicates higher confidence.

• Error Rate: The frequency of errors in extraction, including missed

and wrongly identified information.
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• Processing Time: A critical performance metric, reflecting the effi-

ciency of the process.

Similarly, the evaluation of the quality of parsing using Unstructured is as-

sessed through different factors [22]:

• Extraction Quality: The accuracy of the extracted data in relation to

the content of the original document.

• Detection Class Probabilities: When Unstructured analyzes a docu-

ment, it assigns each element a class based on what it believes the ele-

ment represents. The detection class probability value is a measure of

how confident the model is in its classification decision for each ele-

ment. This value ranges from 0 to 1, where a value closer to 1 indicates

a higher confidence.

• Flexibility: The ability to parse a wide range of file formats, reflecting

the adaptability of the tool to varying data sources.

• Processing Time: As mentioned earlier, this metric is used to under-

stand and evaluate the efficiency of the process.

By comprehensively evaluating parsing quality using the aforementionedmet-

rics, it is possible to gain insights into the performance and capabilities of the

involved algorithms. The evaluation step is essential for driving improve-

ments, enhancing the reliability of NLP applications.

2.5.2 Evaluating Document Question Answering Process

Evaluating the document question answering process involves several meth-

ods to assess the effectiveness of providing accurate and relevant answers to

user queries. When evaluating the document question answering system, both

target answers and generated answers are used for comparison. The target

answers, or ground truth, represent the correct, reference responses to the
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given questions. Human experts typically manually annotate these answers

and serve as the gold standard against which the performance is measured.

Thus, they provide a benchmark for assessing the accuracy, relevance, and

completeness of the system’s responses, namely the generated answers.

Some common approaches to perform document question answering evalua-

tion are:

• Data Collection: This involves collecting a dataset consisting of doc-

uments and corresponding questions, paired with their ground truth an-

swers. The dataset is used as a baseline for evaluating the performance

of the system.

• Evaluation Metrics: Define relevant evaluation metrics for assessing

the performance of the system.

• Human Evaluation: Have experts assess the quality of the system’s

answers by comparing them to the ground truth ones. Through man-

ual inspection and comparison with ground truth answers, experts can

provide valuable qualitative feedback on the accuracy, relevance, and

comprehensiveness of the system’s responses.

• Automatic Evaluation: This involves the comparison of the system’s

answers to the ground truth ones using predefined evaluation metrics.

Automated techniques such as BLEU (Bilingual EvaluationUnderstudy)

and ROUGE (Recall-Oriented Understudy for Gisting Evaluation) can

be used to evaluate the quality of generated responses.

Implementing a combination of these methods, the evaluation of the docu-

ment question answering system can be performed to enhance its overall per-

formance. To this end, a variety of automated evaluation metrics are utilized,

each offering different insights into the quality of the answers provided by the

system.
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ROUGE Score - Recall Oriented Understudy for Gisting Evaluation

ROUGE, short for Recall-Oriented Understudy for Gisting Evaluation, com-

prises several automatic evaluation methods designed to measure the similar-

ity between summaries. It includes a range of measures, such as ROUGE-N,

which specifically evaluates the overlap of n-grams between system-generated

text and reference text, with a focus on recall. Formally, ROUGE-N assesses

n-gram recall by comparing a candidate summary to a set of reference sum-

maries.

The computation of ROUGE-N can be seen in Figure 2.4. In the displayed for-

mula, n represents the length of the n-gram, gramn, and Countmatch(gramn)

is the maximum number of n-grams co-occurring in a candidate summary and

in a set of reference summaries [13].

Figure 2.4: Formula for Computing ROUGE-N Score [13]

ROUGE-L is based on the longest common subsequence, which can be useful

for the evaluation of the fluency and coherence of the output provided by the

system. For document question answering systems, ROUGE scores provide

a measure of how comprehensively the system’s answers capture the main

contents of the reference text.

BLEU Score - Bilingual Evaluation Understudy

The BLEU score is commonly used for evaluating machine translation. It op-

erates on the principle of n-gram co-occurrence between the generated trans-

lation and one or more reference translations.

BLEU assesses the quality of generated text by computing the precision of n-

grams, which are continuous sequences of n words from the text. BLEU also
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includes a brevity penalty to avoid favouring translations that are too brief,

concise, incomplete, or lacking necessary details. In the context of document

question answering, the BLEU score canmeasure the precision of the system’s

answers by comparing themwith target answers, providing a quantitativemea-

sure of lexical and syntactic similarity [15].

The BLEU score is computed using the formula shown in Figure 2.5, where

BP represents the brevity penalty. The value of the brevity penalty is outlined

in Figure 2.6.

Figure 2.5: Formula for Computing BLEU Score [15]

Figure 2.6: Brevity Penalty in the Formula for BLEU Score [15]

Cosine Similarity

In the evaluation of document question answering systems, Cosine Similarity

is anothermethod tomeasure the similarity between the generated answers and

the target answers. Cosine Similarity is a metric that measures how similar

two vectors are by computing the cosine of the angle between them. In the

context of text analysis, it is used to assess the similarity between documents

or sentences. The value of the Cosine Similarity ranges from -1 to 1, where

1 indicates identical orientation, 0 indicates orthogonality (i.e., no similarity),

and -1 indicates opposite orientation. This metric is handy for text because it

accounts for the distribution of words rather than their absolute counts, making

it invariant to document length.
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Given two vectors of attributes, A and B, the Cosine Similarity is presented

using a dot product and magnitude, as shown in Figure 2.7 [21].

Figure 2.7: Cosine Similarity [21]

Cosine Similarity can be applied using different text representation methods.

Eachmethod has its own strengths and use cases, from simple frequency-based

approaches to advanced semantic embeddings.

Bag of Words Model. In the Bag of Words model, documents or sen-

tences are represented as vectors where each dimension corresponds to a word

from the vocabulary, and the value represents the frequency of the word in the

document or text. This model involves the creation of a vocabulary of all the

unique words in the text corpus and then the representation of each document

or sentence as a vector indicating the count of each word from the vocabulary

itself. This metric is used to compute the lexical similarity between the vec-

torized forms of the system’s answers and the target answers.

The primary advantage of Bag of Words is its simplicity; by reducing text to a

set of word counts, it allows for straightforward implementation and interpre-

tation. While Bag of Words is a simple and effective approach for comparing

sentences, it is important to note that it does not account for the semantic rela-

tionships or similarities between words, nor does it consider the relevance of

words within the text itself. Consequently, it provides a basic measure of tex-

tual similarity sufficient for a clear, quantifiable measure of overlap between

texts but may fall short in capturing deeper semantic meaning.

Term Frequency-Inverse Document Frequency. The TF-IDF repre-

sentation enhances the Bag of Words approach by considering not only the
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frequency of words in a document, i.e., Term Frequency, but also their distri-

bution across the entire corpus, i.e., Inverse Document Frequency. The Term

Frequency (TF) measures how often a word appears in a document, while

the Inverse Document Frequency (IDF) measures how important a word is by

considering its occurrence across multiple documents. The formulas for com-

puting the Term Frequency and the Inverse Document Frequency are outlined

in Figure 2.8.

This approach mitigates the problem of common words overshadowing im-

portant terms by assigning higher weights to words that are more unique and

informative. It results in a weighted scheme that emphasized words that are

moremeaningful within each document or sentence, creating a substantial rep-

resentation of the textual content.

Figure 2.8: Term Frequency - Inverse Document Frequency Formulas [9]

By applying Cosine Similarity to TF-IDF vectors, it is possible to obtain a

more informative and rich evaluation of the generated answers, as this ap-

proach takes into account both the lexical presence and the significance of

words within the text.

Sentence Transformer. Sentence Transformers, for example BERT or

RoBERTa, represent a significant advancement in the field of Natural Lan-

guage Processing. The development of Sentence Transformers has introduced

the capability to generate semantically rich embeddings for sentences. These

models work by encoding sentences into dense, fixed-size vectors and they are

trained to create embeddings that place semantically similar sentences in close
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proximity within the embedding space. When Cosine Similarity is computed

between embeddings of the generated answers and the target ones, it captures

the semantic similarity at a level that goes beyond simple word co-occurrence,

meaning at a much deeper level than Bag ofWords or TF-IDF representations.

This allows for a deeper evaluation of the meaning conveyed by the answers,

enabling the assessment of not just lexical similarity but also the underlying

intent and context of the sentences. This makes Sentence Transformers par-

ticularly effective for tasks requiring an understanding of sentence meaning

and context.

Universal Sentence Encoder. The Universal Sentence Encoder is an-

other advanced method for generating embeddings, designed to capture com-

prehensive semantic information from text. This encoder utilizes deep learn-

ing techniques and it is optimized for different natural language understand-

ing tasks, including semantic similarity, text classification, and clustering [4].

Universal Sentence Encoder generates high-dimensional embeddings for sen-

tences that encapsulate complex linguistic patterns and contextual dependen-

cies.

Figure 2.9: Similarity Scores with Universal Sentence Encoder Embeddings [3]
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Figure 2.9 shows the sentence similarity scores using embeddings from the

Universal Sentence Encoder [3]. By using Cosine Similarity on these em-

beddings, it is possible to evaluate the similarity between texts at a semantic

level, discerning nuances in meaning and intent that simpler models might

miss. This approach is particularly advantageous for tasks where the phrasing

may differ but the underlying meaning is consistent.

By utilizing a variety of metrics, the assessment procedure for document ques-

tion answering systems becomes comprehensive, multi-dimensional and ro-

bust. Each metric offers a unique viewpoint on the quality of the responses,

ranging from basic lexical similarity to more complex semantic comprehen-

sion. This diverse method of evaluation is crucial in highlighting areas that

require improvement, thereby driving the advancement of document question

answering systems that are not only more accurate but also contextually sen-

sitive.

2.6 Summary

This chapter focuses on the role of parsing and document analysis in extracting

essential information from unstructured and semi-structured data. It empha-

sizes the significance of various parsing techniques, spanning from traditional

methods to deep learning approaches, particularly in the context of document

question answering systems.

The discussion begins with an overview of parsing in the field of Natural Lan-

guage Processing, highlighting syntactic and semantic parsing as fundamental

components. Furthermore, it explores document and table parsing, address-

ing associated challenges andmethodologies, including rule-based andmodel-

based approaches for information retrieval from documents.

The introduction of Azure AI Document Intelligence and Unstructured Core
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Library/API Services as parsing tools is presented, detailing their functional-

ities and contributions to data-driven tasks and document search operations.

The chapter delves into the process of document question answering, empha-

sizing the pivotal role of accurate parsing in achieving optimal performance.

The chapter concludes with an exploration of evaluation tools and methods for

both parsing and document question answering processes. It discusses vari-

ous metrics utilized to assess the effectiveness of natural language processing

systems in comprehending and generating human language.



Chapter 3

Methodology

This chapter delves into the methodology employed for implementing the doc-

ument parsing process and the subsequent document question answering tasks

in the experiments and research conducted. The emphasis is placed on the

critical role of the parsing procedure, which is fundamental in the information

extraction process. The purpose of the parsing procedure, detailed in the sub-

sequent sections, is to analyze documents with the aim of extracting as much

detailed data and information as possible.

The described methodology not only covers the extraction of textual informa-

tion but it also extends to the task of table parsing, which involves the extrac-

tion and understanding of data presented in tabular format within documents.

This approach is implemented with the objective of potentially enhancing the

question answering process on processed documents. To investigate this en-

hancement, subsequent evaluations are conducted on the responses generated

during question answering processes, based on the information extracted dur-

ing parsing. The steps of the evaluation process will be discussed at the end

of this chapter.
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3.1 High-Level Document Question Answering

Document question answering is a complex task in Natural Language Process-

ing that involves understanding and extracting precise answers from a docu-

ment based on a given question. This task requires the model to have a deep

understanding of the document’s content, context, and structure.

One of the methods utilized in document question answering is the Retrieval-

Augmented Generationmodel, which combines the strengths of both retrieval-

based and generative approaches to provide a more accurate answer.

In the RAGmethod, the process starts with the retrieval of relevant documents

or passages from a large corpus based on the given query by using dense vec-

tor retrieval methods to create high-dimensional vector representations of both

the query and the documents. The vectors are compared to find the documents

that are most similar to the query. Once the relevant documents are retrieved,

a generative model is used to create the response.

The RAG model offers several advantages for document question answering.

By retrieving relevant documents before generating the response, it can pro-

vide amore detailed and pertinent answer than amodel that only uses the query

as input. Additionally, by including a generative model, it can generate more

fluent and human-like responses than those produced by extractive models.

As crucial as methods like RAG are to the document question answering pro-

cess, their efficacy heavily relies on the quality of the document parsing pro-

cedure. Parsing is the first step in the data processing pipeline, and it signif-

icantly influences subsequent steps, including the performance of document

question answering models.

To delve deeper into the process of document parsing and its crucial role, the

next section explores the stages of the data processing pipeline. This section

will focus on how parsing methodologies can significantly impact the overall

accuracy and efficiency of document understanding.
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3.2 Detailed Document Parsing Approach

Document Parsing is the initial step of the data processing pipeline, trans-

forming raw documents into structured data that can be easily interpreted.

This process is automatically initiated upon the upload of a file to the system.

Specifically, when a user uploads a new file, the uploading process automat-

ically triggers the parsing endpoint to analyze the document using one of the

aforementioned tools, namely the Azure Form Recognizer parser and the Un-

structured parser, based on the supported file extension.

In order to demonstrate how table parsing can enhance the overall document

parsing process by extracting relevant information stored in table formats, the

analysis begins by examining the responses of the two implemented parsers,

introduced in the previous chapter.

3.2.1 Parsing with Form Recognizer and Unstructured

The behaviour of the Azure Form Recognizer parser is defined within the

FormRecognizerParser class. This class is responsible for uploading and

parsing files, indeed utilizing the Form Recognizer parser, which supports the

following file extensions: [“.pdf”, “.bmp”, “.png”, “.jpeg”, “.jpg”, “.tiff”].

In this class, the client DocumentAnalysisClient is instantiated, providing

different methods such as begin_analyze_document(), which specifically

is designed to analyze text fields and semantic values in a given document.

The method returns an instance of LROPoller from which it is possible to

call the result() method to retrieve an AnalyzeResult object [1]. This

object contains various attributes, including documents, pages, paragraphs,

and tables. Consequently, it is possible to leverage the object itself to re-

trieve data from the input document for understanding its content and layout.

The focus is placed on the extracted pages, which are represented as a list

of DocumentPage objects, and on extracted tables, represented as a list of
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DocumentTable objects. Each page is processed to create a Document ele-

ment to store information related to it, such as the document identifier, text

and additional metadata, like the source and the author related to the uploaded

document, and the page number. The text of a given page is retrieved using the

DocumentLine class, which allows concatenation of textual information line

by line. Moreover, the analysis of lines turns to be relevant to detect poten-

tial table captions, which typically follow a regular pattern, easily identifiable

(e.g., “Table n. Caption of the table”).

After creating the Document elements, the next step is the analysis of the re-

trieved list of DocumentTable objects. Each object represents a table con-

sisting of table cells arranged in a rectangular layout [1]. Figure 3.1 shows an

example of a parsed table in the Form Recognizer result object.

Figure 3.1: Parsed Table Example in Form Recognizer ‘result’ Object and Reference
Table Snapshot

Among the attributes, one can find the cells contained within the table and,

by utilizing the “kind” field of cell objects, it is possible to store information

about column headers and row cells, while maintaining the association with

the former table by the table identifier. Similarly to what has been imple-

mented for the pages of the document, one DocumentTable element is created

for each table, storing the table caption, the list of column headers, and a dictio-

nary representing the rows. The rows dictionary is a crucial component of the
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table parsing process. This mentioned dictionary is implemented by utilizing

column headers as keys and cell contents as values. This strategy maintains

the correlation between rows and columns, guaranteeing that the stored text

remains as insightful as possible. It not only preserves the semantics of the

table data but also enables effective reconstruction of the table’s structure. In-

deed, this correlation prevents misinterpretations and mismatches, preserving

the context of the data. This approach ensures a comprehensive understanding

of the meaning and significance of the information within the table; also, the

connection between column names and row contents significantly simplifies

querying tasks.

While the textual content of documents is stored as plain text, table content

is retained in theMarkdown format, which is generated using the aforemen-

tioned rows dictionary. The creation of a Markdown representation for tables

within a document during the parsing process offers numerous advantages.

Markdown’s simplicity and straightforward syntax make it easy to read, write,

and transform tables into this format, and its wide acceptance across multiple

platforms enhances the portability of tables, facilitating their sharing and vi-

sualization across various platforms. The compatibility with HTML is also

beneficial since it enables the conversion when displaying the table on a web

page. By using Markdown, the structure and relationship between different

data points are preserved, ensuring that the integrity of analyzed data is main-

tained. Thus, the Markdown format provides a simple and compact way to

maintain the table layout, which proves to be particularly beneficial for re-

trieval purposes.

A very similar reasoning is applied when parsing documents using Unstruc-

tured as the parser. The UnstructuredParser class defines the parser’s be-

havior, which supports the following file extensions: [“.txt”,“.eml”,“.html”,

“.md”, “.json”, “.jpeg”, “.jpg”, “.png”, “.doc”, “.docx”, “.ppt”, “.pptx”,

“.pdf”, “.xlsx”, “.xls”, “.csv”]. The parsing process involves making an API
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POST request with specified data to customize the response generation. The

API endpoint provides several parameters to tailor the processing of docu-

ments, with the specific request data outlined as follows:

• files: the file to be parsed;

• strategy: “hi_res”;

• skip_infer_table_types: “[]”;

• pdf_infer_table_structure: “true”.

The “hi_res” strategy leverages document layout to gain additional infor-

mation about document elements [22]. The specification of the last two pa-

rameters is essential. The default value for “skip_infer_table_types” is

[“.pdf”, “.jpg”, “.png”, “.heic”], indicating document types for which ta-

ble extraction should be skipped [22]. As a result of this parameterized re-

quest, table parsing within PDFs is performed in the same manner as for

all the other supported file extensions. Specifically, when “hi_res” is se-

lected, “skip_infer_table_types” is set to empty list, and the parameter

“pdf_infer_table_structure” is set to True, any Table Elements ex-

tracted from all types of documents will include an additional metadata field,

namely “text_as_html”, providing the HTML representation of extracted ta-

bles [22], as shown in Figure 3.2.

The parsing process relies on retrieved Element objects, simplifying the pre-

procesing of structured and unstructured documents for various tasks and en-

suring data from any source is transformed into an easily usable format [22].

The output is a list of document Element objects representing different com-

ponents of the source document; element types can be distinguished by exam-

ining the “type” parameter. When iterating through the retrieved elements,

two main cases are distinguished:

1. if the analysed element “type” is equal to “Table”, then the table text

is stored as an HTML string within a list of tables;
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2. in any other case, the retrieved text associated with the current element

is concatenated into a string.

The extracted text is then used to generate a Document object, as described

also for the Form Recognizer parser. Additionally, each HTML string in the

list of tables is processed to generate a DocumentTable object. As previously

mentioned for Form Recognizer, the table content should be converted into

Markdown format. To achieve this, the HTML string representing the table

must be converted into a dictionary of rows. Therefore, the following HTML

tags are utilized to reconstruct the table layout:

• <thead>: is used to group header content;

• <th>: defines a header cell;

• <tr>: defines a row and contains one or more <th> or <td> elements;

• <td>: defines a standard data cell.

In so doing, by listing and associating headers and row cells, the rows dictio-

nary needed for conversion into Markdown is created.

Figure 3.2: Parsed Table Example in Unstructured ‘result’ Object and Reference Ta-
ble Snapshot

Until now, the general procedure for parsing files using both Form Recognizer

and Unstructured parsers has been outlined.
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However, it is also possible to customize their behavior to parse files follow-

ing a specific template by implementing custom rule-based parsing approaches

for the parsers. In doing so, ensure that relevant information contained within

those files is neither overlooked nor misunderstood. Consequently, this op-

timization also ensures that the document question answering process is en-

hanced.

3.2.2 Custom Rule-Based Parsing Models

A Rule-Based Custom Model for parsing with Unstructured and Form Rec-

ognizer parsers can be described as a tailored approach to retrieve data from

documents using predefined rules or patterns. The idea is to define these spe-

cific rules or patterns, such as regular expressions, to guide parsing algorithms

and improve the overall parsing process. In this analysis, custom models are

defined in order to correctly parse Master Batch Record and Standard Op-

erating Procedure documents used for the conducted experiments, which are

subsequently employed to perform parsing and document question answering

evaluation.

Parsing MBR Documents

A Master Batch Record (MBR) is a document that contains the approved

ingredients, formulation, and instructions guiding the production of a phar-

maceutical product. This document enables manufacturers to follow the nec-

essary regulatory guidelines when manufacturing a product [12].

MBRs are files containing recipes instructing the production line on obtaining

a certain product. These documents usually present a highly specific struc-

ture that must be analyzed accurately to understand the described procedures

in the correct way, as they describe sensitive processes. The provided docu-

ments are primarily in PDF format and mainly consist of tables. Since both

Unstructured and Form Recognizer support PDF file extension, they can be
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parsed using either of these tools.

Figure 3.3 illustrates one possible example of a page from a Master Batch

Record. In this specific case, for the documents used in the experiments, on

each PDF page, located at the upper right corner, the name of the subrecipe that

is described by tables within the page itself can be found. This indicates that

both the relationship between each table and its corresponding subrecipe, as

well as the relationships between tables stored on the same page, must bemain-

tained. These relationships are essential for describing all the steps of each

subrecipe accurately. Each table describes one process, which is indicated

as table header/caption using a path-like structure (e.g., XX/XX/YYY/YYY000

- YYY000 Name of the process) where the last part (in the example, YYY000)

serves as its identifier. Therefore, when parsing MBRs, it is important not

only to preserve the table structure but also its caption, describing the path

where the process is stored inside the system, and the subrecipe to which it is

associated.

Figure 3.3: MBR Document PDF Page Example: Table Structure Illustration - Con-
tent Redefined

Custom parsing rules are defined within theUnstructuredmodule, where the

parsing process is redefined. The subrecipe of the process is identified using
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a pattern matching approach, with the page number being retained for subse-

quent association of the MBR table with the corresponding subrecipe. Two

regular expressions are established to retain table captions for both standard

and MBR tables. Upon matching a MBR table caption, a specific flag is ac-

tivated, and the caption is also stored into a list. The same process is applied

to a standard table, excluding the activation of the flag. This Boolean value

is essential, firstly, for storing the second part of the caption for MBR doc-

ument tables. Indeed, the caption comprises not only the path-like structure

previously mentioned but also of a final textual element (e.g., “Decision” or

“Common operation”, as shown in Figure 3.3), which is usually identified

by Unstructured as a separate element from the path. Furthermore, the flag is

used to check and determine when it is necessary to pair the MBR table with

its subrecipe.

After the text has been read and the flag is activated, the table caption is up-

dated with its final part. If the flag is not activated, the analysis of the elements

continues. When the current element is a table and the flag is set to True, in-

dicating the presence of a MBR table, the association between the table and

the subrecipe is carried out using the page number.

Ultimately, a dictionary for storing tables is created, where the key is the cap-

tion and the value is a quadruple consisting of the Markdown representation,

the subrecipe, the text in HTML format, and the page number.

All the information stored in the aforementioned dictionary is then utilized

to create DocumentTable objects, each corresponding to one table. Specifi-

cally, the subrecipe and the page number enable the creation of relationships

between consecutive tables under certain conditions. As mentioned before,

tables within the same page, sharing the same subrecipe, denote subsequent

steps of the same process. Therefore, the connections between them are cru-

cial.

Prior to creating one DocumentTable object, the possible connection with the

previously stored table must be checked, by performing the following steps:
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1. Checking for existing tables: The process starts by checking the pres-

ence of tables within the list of tables. If the list is empty, the current

one is marked as “First table”.

2. Comparing subrecipes: If the list is not empty, the subrecipe asso-

ciated with the current table is compared with the subrecipe of the last

inserted one. If theymatch, the process proceeds to the next step. Other-

wise, the relationship is marked as “No detected relationship - different

subrecipe”.

3. Matching page numbers: After checking the subrecipe match, the

page number of the current table is compared with the page number

of the last inserted one. If the page numbers match, the ID of the last

inserted table is stored as the relationship ID. In case of a mismatch,

the relationship is marked as “No detected relationship - different page

number”.

In the case of Unstructured, if a table has more rows than a predefined num-

ber, the HTML text is used to create table chunks, which are converted into

Markdown format and subsequently used to create embeddings. If the table’s

row count does not exceed the limit, the Markdown format stored in the afore-

mentioned dictionary is directly used the create the embeddings.

The Form Recognizer parser also has specific rules defined for meaningful

information storage when parsing MBR documents. Regular expressions are

used for pattern matching to identify table captions within both MBR and reg-

ular documents. The same logic is applied to subrecipes, which are stored in

a list paired with the page number. As implemented with the Unstructured

parser, the association between one table and the subrecipe indicated in the

page where the table is located is performed using the page number.

As already highlighted for Unstructured, one crucial piece of information that
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needs to be stored is the relationship between subsequent tables, as they rep-

resent sequential steps within a process delineated by the subrecipe; the goal

is to maintain the order and the associations between these tables.

To establish relationships between subsequent tables, the previously outlined

steps are executed prior to creating the DocumentTable object:

1. Checking for existing tables.

2. Comparing subrecipes.

3. Matching page numbers.

The process ensures the preservation of the order and association among the

extracted tables, facilitating downstream analysis and processing based on

these established connections.

In all instances, prior to being embedded, the Markdown strings are concate-

nated with the table captions and subrecipes to maximize the meaningfulness

of the text.

Parsing SOP Documents

A Standard Operating Procedure (SOP) document provides detailed step-

by-step instructions that describe how to carry out a given process [5]. SOPs

typically include information such as the purpose of the described procedure,

the requiredmaterials or equipment to implement it, instructions, and expected

outcomes. As for MBRs, SOPs contain mainly tables but they are in DOC or

DOCX formats, thus allowing them to be parsed using only Unstructured.

Upon analyzing the selected documents for the experiments, it is evident that

tables within SOP documents serve to provide a detailed description of the

process being described. Each table depicts one of its steps and may consist

of 1 to 3 columns, showcasing the roles involved in the step, its description,

and document references. However, the primary focus is on the “Description”

column as it typically contains all the necessary information to outline the pro-

cess itself. In fact, below the aforementioned column, all potential conditions
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in which the step is implemented are listed and the subsequent approaches

to follow are described. One possible example of an SOP document table is

shown in Figure 3.4.

Figure 3.4: SOPDocument Table Example: Structure Illustration -Content Redefined

Just as with MBR documents, the sequence of tables and their relationship are

crucial pieces of information in this context. In fact, as previously noted, each

table provides the detailed description of a step within the SOP outlined in

the analyzed document. Therefore, it is important to preserve this information

and leverage it effectively for extracting pertinent details from the document.

To correctly store the content of process-description tables, custom rules for

the Unstructured parser are defined by setting additional guidelines to those

previously described.

First, it is essential to identify within the document where the detailed pro-

cess description begins. This is achieved through pattern matching, where the

text is analyzed to identify the presence of an element of type “Title” with

textual content equal to “Detailed process description”. When this pattern

is matched, it indicates that subsequent tables within the document describe

the steps of the process; thus, a Boolean flag is activated. Additionally, since

all table captions need to be stored, the parent_id value for the element of

type “Title” and textual content “Detailed process description” is saved. The

parent_id may be used to infer where an element resides within the overall

hierarchy of a document [22]. This procedure also ensures that tables located
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below a section of the document different from the one detailing the process

description are parsed as standard tables. For instance, “Title” elements may

have another “Title” element as a parent; these sub-titles can intend to be

the captions of the subsequent “Table” elements in this specific case, located

within the detailed process description section of the document. That’s why

this value is then used to store all the contents of successive elements of type

“Title” as table captions, provided that the flag is active.

After saving the captions, the analysis of subsequent elements continues. If

the current element is a table and the flag indicating the start of a SOP process

is set to True, the extraction of the sub-table under the column “Description”

is implemented, and its Markdown format is computed. As mentioned for

MBR documents, the dictionary for storing tables is created, where the key is

the caption and the value is, in this case, a tuple consisting of the Markdown

representation and the text in HTML format.

Preserving the relationship between successive tables is essential for outlin-

ing the process required to achieve the desired outcome in the correct order.

When it comes to SOP documents, the table’s caption can be used to store as-

sociations. For all the other tables within the document, the captions follow a

format such as “Table 1”, whereas captions for tables representing individual

steps of the process are created using the step number and the short description

associated with the step itself. Therefore, before creating the DocumentTable

object, certain steps must be executed to establish the relationships:

1. For each table, the search for a patternmatching the caption is performed

using the regular expression “Table \d+”.

2. If no match is found in the caption, indicating a table representing a

step of the process, the caption of the previous table is checked. If the

previous table’s caption contains amatchwith the pattern “Table \d+”,

the current one is marked as “First table”; otherwise, the table ID of the

previous table is used as the relationship identifier.
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3. If a match is found in the current table’s caption, the relationship iden-

tifier is set to “No detected relationship”.

These steps involve checking captions and establishing relationships based on

the presence or absence of specific patterns, ensuring that the relationship be-

tween tables is appropriately identified and handled.

Similar to MBR tables, if a SOP table has more rows than the predefined num-

ber, the HTML text is used to create table chunks, converted into Markdown

format, which are subsequently used to create embeddings. If the table’s row

count does not exceed the predefined limit, the Markdown format stored in

the aforementioned dictionary is used to create them.

Before embedding, the Markdown strings are combined with the table cap-

tions to enhance the overall meaningfulness of the text.

With the detailed document parsing approach now explained, attention turns

to the post-parsing procedures. This phase involves integrating the extracted

Document and DocumentTable elements into a vector database for subse-

quent processing and document question answering.

3.3 Post-Parsing Procedures

Upon completing the parsing process, whether using the Form Recognizer

or the Unstructured parser, both Document and DocumentTable elements

are then added to a vector database. In this research, the QDRANT Vector

Database is utilized. This database acts as a vector similarity search engine,

providing a user-friendlyAPI to store, search, andmanage points (i.e., vectors)

along with additional payload. QDRANT is well-suited for deploying appli-

cations based on the matching of embeddings generated by neural network

encoders. The use of vector databases facilitates quicker and more accurate

retrieval of unstructured data already represented as vectors. This capability

helps in providing users with the most relevant results for their queries [16].
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Points in QDRANT are characterized by:

• unique point ID;

• payload, a JSON object containing metadata;

• vector, a high-dimensional representation of the data.

Figure 3.5: Diagram Illustrating Table Parsing within Document Parsing Process and
its Subsequent Steps

To insert documents and tables into the vector database, they both need to be

chunked and embedded. Chunking breaks data into smaller pieces since vec-

tor databases need data to be in smaller chunks for both storage and retrieval,

while embedding converts textual data into fixed-size vectors preserving the

semantic context. Consequently, document and tables chunks are created and

then passed to the embedders for embedding creation.
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The embedding process is necessary for enabling document question answer-

ing because, as mentioned before, it transforms textual data into a numerical

format. Embeddings capture both semantic and syntactic relationships be-

tween words, allowing machines to process textual data effectively [8]. Em-

bedding techniques allow question answering models to process documents

with different lengths and also facilitate matching questions to relevant por-

tions of the text, enabling them to provide meaningful answers.

Figure 3.5 presents the diagram illustrating the document parsing process and

its subsequent steps.

Provided the Document and DocumentTable elements are inserted into the

data store, the subsequent step involves the actual document question answer-

ing procedure, outlined in the following section, which precedes the evaluation

of the extracted information.

3.4 Document Question Answering

The document question answering process is a central mechanism for retriev-

ing precise information from specific documents uploaded by users.

The operational workflow of this process is implemented as a sequence of

events, starting from a user query and ending with the delivery of the response.

1. User Query: The process starts with a user submitting a query, looking

for information within a particular document.

2. Document Analysis: Upon receiving the user query, the system con-

ducts a comprehensive analysis to comprehend the context and scope

of the query. This involves implementing techniques such as natural

language processing and document indexing to identify relevant docu-

ments.

3. Information Retrieval: Subsequent to document analysis, the system

employs specific algorithms for information retrieval. This includes
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methods like TF-IDF (Term Frequency-Inverse Document Frequency)

and Neural Network-based approaches, to extract sections or passages

that are relevant to the query from the identified documents.

4. Answer Generation: The system creates a concise and accurate re-

sponse using NLP libraries and machine learning models. This process

involves techniques such as summarization, paraphrasing, and models

for answer validation.

5. Response Delivery: The response is provided to the user.

The outlined process of document question answering plays a critical role in

efficiently retrieving precise information from specific documents. Its primary

goal is to guarantee that users receive correct responses and enhance their

overall knowledge retrieval and acquisition experience.

3.5 Evaluation

In the context of information extraction and retrieval, the efficacy of parsing

and question answering systems is crucial.

The evaluation pertains to two components of the research: the document pars-

ing process and the document question answering process. Through detailed

analysis, the aim is to uncover strengths, weaknesses, and identify opportuni-

ties for improvements.

3.5.1 Evaluating Document Parsing

The evaluation of the parsing process is a complex task. The basis of any ro-

bust document analysis platform lies in its ability to accurately parse different

document formats. The evaluation framework for the parsing process is mul-

tifaceted, considering not only the accuracy and efficiency of data extraction

but also the scalability and adaptability of the process to handle documents of
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diverse complexities and formats.

One of the key metrics for assessing the efficiency of parsing approaches is

parsing time, which directly impacts the overall throughput of data process-

ing pipeline. Additionally, in the field of document parsing, the challenge of

accurately extracting information from different document layouts and format

is significant. The output from Form Recognizer is characterized by the con-

fidence score which is crucial for the evaluation of the efficacy of the parsing

process. Similarly, elements extracted through parsing with Unstructured are

characterized by the detection class probability field within the metadata.

The confidence score from Form Recognizer plays a crucial role in determin-

ing how certain the model is about the output, thereby enabling users to eval-

uate the reliability of the extracted data. Meanwhile, the detection class prob-

ability assigned by Unstructured to each of the retrieved elements quantifies

the likelihood that a detected element correctly belongs to a specific classifi-

cation category assigned by the model.

Thesemetrics, whichwill be analysed in a subsequent chapter, are useful to the

evaluation of the performance and reliability of document parsing approaches

and data processing methods. They provide a structured way to measure the

success of parsing strategies, ensuring that the system can handle the com-

plexities of document analysis with high accuracy.

To evaluate the effectiveness of these processes, the following section dis-

cusses the evaluation framework used for document question answering tasks.

3.5.2 Evaluating Document Question Answering

The process of evaluating the responses generated during the question answer-

ing process involves the use of a set of queries for each document that is under

analysis. These queries are provided by domain experts, ensuring their rele-

vance and insightfulness.

Each query is also paired with a corresponding target answer, which forms
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the basis of the Evaluation Framework, built on the comparison between tar-

get answers and generated responses.

Following the collection of question-target answer pairs, the next phase of

the process involves obtaining answers based on the data collected from the

previously described parsing procedure. Upon completion of this phase, the

comparison is performed by computing different quality measures. This com-

parison serves multiple purposes, such as assessing the accuracy of the gen-

erated responses and providing valuable insights into the system’s strengths

and weaknesses. The aim is to ensure that the system’s outputs are not only

accurate but also align with the expectations of the experts.

The evaluation process is not solely performed by computing quality measures

to perform the comparison, but also by conducting human evaluation. In this

case, experts are engaged to review the responses generated by the system,

bringing their expertise and understanding to evaluate them.

By providing a description of the experimental setup, the next chapter de-

scribes the evaluation processes to gain meaningful insights into the efficacy

of the document parsing and document question answering processes, thereby

enriching the understanding of their performance.

3.6 Summary

The chapter presents the methodologies adopted for document parsing and

document question answering processes, emphasizing the role of parsing in

extracting detailed and comprehensive data from documents to enhance the

efficacy of question answering tasks.

The chapter details the high-level process for document question answering,

exploiting the Retrieval-AugmentedGenerationmodel that combines retrieval-

based and generative approaches to yield accurate answers. Further, it delves

into the detailed approach for document and table parsing, describing how the

implemented parsers transform raw documents into structured data.
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The focus is also posed on rule-based custom models for parsing MBR and

SOP documents, and on the post-parsing processes for efficient retrieval dur-

ing the question answering tasks.

The chapter ends with an evaluation section that describes the methodology

for determining the quality of both document parsing and question answering

processes.



Chapter 4

Case Studies and Experimental

Analysis

This chapter is dedicated to the experiments conducted to evaluate the perfor-

mance of the question answering process over various documents, including

MBRs, SOPs, and a selection from the PubMedQA dataset, all of which have

undergone the parsing procedure prior to the question answering process.

The chapter presents an in-depth analysis of the methods used to compute the

metrics during the conducted experiments and the subsequent results. The

purpose is to assess the effectiveness and the accuracy of the generated an-

swers, as well as the system’s ability to extract and synthesize information

from complex documents.

The results of the experiments are presented in the form of tables, which pro-

vide a clear and concise view of the performances.

In essence, the chapter is crucial in understanding the practical application

and implication of the question answering process in real-world scenarios. It

offers an overview of the process’s strengths and potential areas for improve-

ment. The interpretation and discussion of these results are addressed in the

subsequent chapter.
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4.1 Experimental Setup

The evaluation of the document question answering system is performed using

three different sets of documents: documents selected from the PubMedQA

dataset, a MBR document, and SOP documents.

4.1.1 PubMedQA Dataset

PubMedQA is a publicly available dataset specifically designed for biomedi-

cal, text-based question answering [7]. It is built on top of PubMed abstracts,

a comprehensive resource of life science literature, and is thus a reliable and

relevant dataset for the evaluation of the document question answering tool.

The dataset is unique in its structure and composition. It consists of biomedi-

cal research articles, each linked to a question-answer pair, in addition to other

information such as the context, namely the section of the document where the

answer can be found, labels and meshes, the final decision, namely the ‘Yes-

No’ answer to the query, and the long answer. Figure 4.1 shows an example

of one entry of the PubMedQA dataset.

The questions are designed to reflect the information-seeking behaviour of

biomedical researches, and the answers are manually generated by human an-

notators based on the content of the corresponding document.

For the purpose of this evaluation, a selection of document is made from

the PubMedQA dataset; along with the documents, corresponding ‘Question-

Long Answer’ pairs are also selected, creating the baseline for the evaluation

framework.

However, as the PubMedQA dataset provides only one question-answer pair

for each article, additional question-answer pairs are added to each document

to broaden the scope of the evaluation. These questions were related to both

the textual content and the tables present within the documents. The target an-

swers for these additional questions are determined by experts, ensuring their

relevance.
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Figure 4.1: Example of One Entry of the PubMedQA Dataset

After establishing the datasets used for evaluation, the next step is to define the

quality measures andmetrics applied to assess the performance of the question

answering system.

4.2 Quality Measures

The evaluation for PubMedQA and MBR documents is conducted using dif-

ferent metrics: ROUGE score, BLEU score, and Cosine Similarity. Cosine

Similarity is computed using various representations, namely Bag of Word

representation, TF-IDF representation, Sentence Transformer representation,

and Universal Sentence Encoder representation.

4.2.1 ROUGE Score

The ROUGE score is computed by using the RougeScorer, a tool that com-

putes different ROUGE scores, each capturing different aspects of the com-

pared texts.
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When using:
RougeScorer(

['rouge1', 'rouge2', 'rougeL'],

use_stemmer=True)

it implies a request for three specific types of ROUGE evaluations:

• ROUGE-1: Measures the overlap of unigrams (single words) between

the system-generated summary and the reference summary. It is a mea-

sure of the presence of individual words, without considering their order

or context.

• ROUGE-2: Measures the overlap of bigrams (pairs of adjacent words)

between the system-generated summary and the reference summary. It

is a more stringent metric than the previous one as it considers the order

of the words and can capture more information about the coherence of

the summary.

• ROUGE-L: Measures the longest common subsequence between the

system-generated summary and the reference summary. It assesses the

longest string of words that appears in both the system-generated sum-

mary and the reference summary in the same order. ROUGE-L can nat-

urally capture the sentence-level structure similarity naturally and does

not require predefined n-grams.

Using a stemmer means that the words are reduced to their base root form

before the overlap is computed. This can help in matching words that have

the same root but are in different forms (for example, “running” and “ran”

both stem to “run”).

Each ROUGE score typically provides three values, namely recall and preci-

sion, and the F1-score which is the harmonic mean of precision and recall:

• Recall: Measures the proportion of words (or bigrams, subsequences,

etc.) from the reference summary that appear in the system-generated
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summary. A higher recall indicates that more of the reference content

is captured by the system-generated summary.

• Precision: Measures the proportion ofwords (or bigrams, subsequences,

etc.) from the summary generated by the system that occur in the refer-

ence summary. A higher precision means that the content of the system-

generated summary ismore likely to be relevant to the reference content.

• F1-score: Balances precision and recall, providing a single score that

weights both equally. The F1-score is particularly useful when compar-

ing systems that might have different trade-offs between precision and

recall.

4.2.2 BLEU Score

The computation:

bleu_score =

sacrebleu.corpus_bleu([system_output],

[references])

is an invocation of the corpus_bleu function, taken from the sacrebleu

library, which is used to compute the BLEU score for machine translation

quality.

The parameter of the function are the following:

• System Output: It is a list containing the translations produced by the

machine translation system. Each element in the list is a string repre-

senting a translated document or sentence. In this case, it contains the

generated answer.

• References: This is a list containing the reference translations, which

are the human-produced translations that are considered the gold stan-

dard. Each element in the list is another list of strings, where each string
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is a possible reference translation for the corresponding system output.

There can be multiple translations for a single piece of system output to

account for the variability in acceptable translations. In this case, it is

the target answer.

The output of the function is a floating point number ranging from 0 to 100.

A higher BLEU score indicates a higher similarity between the system output

and the reference text. So, the closer the BLEU score is to 100, the more the

generated responses resemble the target ones, indicating better quality.

4.2.3 Bag of Words and TF-IDF Representations

Bag of Words and TF-IDF representations are also used for performing the

evaluation of the generated responses. The implemented procedure involves

computing the similarity between two text strings, the target answer and the

generated answer, by representing the texts in numerical form and then cal-

culating the Cosine Similarity between the numerical representations. As just

mentioned, the procedure uses two different methods for text representation,

Bag of Words and Term Frequency-Inverse Document Frequency, and then it

assesses the similarity using Cosine Similarity.

• Bag of Words representation by using the CountVectorizer: The

CountVectorizer is used to convert the text data into a matrix of to-

ken counts, which constitutes the Bag of Word representation. In this

representation, each unique word in the text corresponds to a feature (di-

mension) in the vector, and the value in each dimension is the count of

the number of times that word appears in the text. Bag of Words models

the presence and frequency of words but ignores the order of words.

• TF-IDF: The TFIDFVectorizer converts the text into a TF-IDF repre-

sentation. It is similar to Bag ofWords but also accounts for each word’s

importance in the text corpus. It assigns higher weights to words that

are frequent in a document but not across documents.
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In both cases, Cosine Similarity is computed, yielding a score ranging from -1

to 1. A score of 1 indicates that the texts are identical, 0 indicates no similarity,

and -1 would imply complete dissimilarity. However, with non-negative rep-

resentations like Bag of Words and TF-IDF, the score will always fall between

0 and 1, reflecting the degree of similarity between the texts.

4.2.4 Sentence Transformer

The aim of the procedure is to compute the semantic similarity between two

sentences using a pre-trained transformermodel. This is achieved by encoding

the sentences into high-dimensional vectors (embeddings) that capture their

semantic meaning and then calculating the Cosine Similarity between these

embeddings. In this case the SentenceTransformer class from the library

sentence_transformers is used. This library provides an easy-to-use in-

terface for working with sentence embeddings. The SentenceTransformer

model is initialized using a pre-existing, pre-trained model checkpoint.

Specifically, the involved models are the bert-base-nli-mean-tokens and

the xlm-r-distilroberta-base-paraphrase-v1.

• The bert-base-nli-mean-tokensmodel is an extension of the origi-

nal BERT model specifically optimized for sentence-level embeddings.

It is trained on a large corpus of English data with a focus on natural

language inference data and is designed to produce sentence embed-

dings that can be compared using Cosine Similarity. This model has

been fine-tuned in order to produce meaningful sentence representa-

tions. The strength of the model lies in its ability to understand and

encode the nuances of the English language, making it useful for tasks

involving semantic similarity or paraphrase identification.

• The xlm-r-distilroberta-base-paraphrase-v1 model is derived

from the XLM-RoBERTa model, which is a scaled cross-lingual sen-

tence encoder. The model is fine-tuned on paraphrase identification
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tasks across multiple languages. It leverages knowledge distilled from

multilingual training, which allows it to capture semanticmeanings across

different languages more effectively than monolingual models.

Based on the insights detailed above, the first model is employed for analyz-

ing and comparing responses in English. On the other hand, the second model

is utilized for comparing the generated and target answers extracted from the

MBR document and some documents selected from the PubMedQA dataset,

which are written in German.

The sentences to be compared, namely the target answer and the generated an-

swer, are then converted into a fixed-size embedding vector. The embeddings

are created to encode semantically similar sentences into similar vectors. Fi-

nally, the Cosine Similarity function is computed with the embeddings of the

two sentences, yielding the similarity score.

4.2.5 Universal Sentence Encoder

In this case, the procedure is similar to the previously described one in that it

aims to compute the semantic similarity between two sentences, the target an-

swer and the generated answer. However, the key difference lies in the model

used to obtain the sentence embeddings. In this procedure, theUniversal Sen-

tence Encoder from TensorFlow Hub is used instead of the Sentence Trans-

former library. This model is pre-trained and can convert sentences into high-

dimensional embeddings. It is designed to handle a wide range of languages,

including German, and is trained to generate meaningful sentence embeddings

for various types of input text. As before, the Cosine Similarity between the

two sentence embeddings is then computed.

The difference between this approach and the previous one using the Sentence-

Transformer library is primarily the model used to generate the embeddings:

• Universal Sentence Encoder: This is a model developed by Google

that is trained on a variety of data sources and tasks. It is designed to
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produce embeddings that are useful across a wide range of tasks and

languages. These embeddings are generally good at capturing semantic

meaning and can be used for tasks like semantic similarity, clustering,

and classification.

• Sentence Transformer: This uses models specifically fine-tuned for

producing embeddings that can be compared with Cosine Similarity.

These models are often based on BERT or similar transformer architec-

tures and are fine-tuned on natural language inference data to produce

embeddings that reflect sentence meaning.

While these metrics provide a quantitative analysis of the generated responses,

they are complemented by human evaluation to ensure a comprehensive eval-

uation.

4.3 Human Evaluation

Human evaluation plays an important role in the evaluation process, as it is

conducted by experts who are enlisted to rate the quality of the generated an-

swers. This kind of evaluation is performed to assess the quality of generated

responses to queries related to SOP documents. The aim of this evaluation

lies in its ability to provide insights into the effectiveness and relevance of the

generated answers, ensuring they meet the standards expected in real-world

scenarios.

The results are categorized into distinct grades, each assigned a specific letter

and color, creating an easily interpretable framework for assessing the levels

of accuracy and detail observed in the responses to the queries. The grades

take into account various aspects of the responses, including their precision in

addressing the query, the depth of detail provided, and their alignment with

the informational needs specified in the SOP documents.
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Grades can be described as follows:

• A (Correct and Detailed): This category represents responses that are

not only accurate in addressing the query but also include details that

enrich the understanding of the SOP content. It indicates that the in-

formation extracted is well aligned with the query’s intent and offers

additional context where necessary.

• B (Correct but Not Detailed): Responses under this classification ac-

curately meet the query’s requirements but do not include many details.

While the answer to the question is correct, it lacks details that might

further clarify the SOP content or provide a deeper understanding.

• C (Partially Correct): This designation is given to responses that only

partially address the query. They may contain some elements of accu-

racy but are incomplete.

• D (Incorrect orMisinterpreted): Responses classified as ‘D’ are those

that misinterpret the query or the SOP content, generating incorrect or

irrelevant answers. This implies a discrepancy between the information

provided and what is asked, suggesting a misunderstanding of the query

or the document’s details.

• NA (No Answer): The ‘NA’ category is used for instances where the

query did not yield any response from the SOP document. This could be

due to the absence of relevant information within the document or lim-

itations in the parsing process that prevented the extraction of potential

answers.

Each of these categories plays an important role in evaluating the effectiveness

of the parsing process and the clarity of the SOP documents. By analyzing the

distribution of responses across these categories, it is possible to assess the

comprehensiveness and accessibility of the information contained within the
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SOPs, as well as identify areas for improvement in both document preparation

and query formulation.

4.4 Document Question Answering Results

The presented results stem from a comprehensive analysis of the document

question answering process applied to PubMedQA, MBR, and SOP docu-

ments. For each document, two distinct evaluations are conducted: one in-

corporating table parsing procedures within the whole parsing process, and

another that excludes them. The aim of this analysis is to discern the po-

tential enhancement in query results offered by table parsing, in addition to

the baseline parsing procedure. Parsing is conducted using both Form Rec-

ognizer and Unstructured parsers for PDFs. However, for SOP documents,

which are inWord document format, only the Unstructured parser is used. The

efficacy of parsing and the subsequent question answering results related to

PubMedQA andMBR documents are assessed using the aforementioned met-

rics: ROUGE score, BLEU score, Bag of Words and TF-IDF representations,

Sentence Transformer, and Universal Sentence Encoder. For the assessment

of queries over SOP documents, human evaluation is conducted, wherein ex-

perts are enlisted to rate the quality of the generated answers according to the

previously described grades.

4.4.1 Results - PubMedQA Documents

Tables 4.1, 4.2, 4.3, and 4.4 present the results derived from parsing five dif-

ferent files selected from the PubMedQA dataset. The first query used in this

analysis is extracted directly from the dataset itself, serving as the baseline of

the examination. Subsequent queries are determined by experts. These addi-

tional queries pertain to both the textual content and the tables within the doc-

uments. This approach ensures a deeper evaluation of the parsing procedure

to determine the effectiveness of information extraction from the knowledge
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embedded in both the text and tables of the selected documents.

4.4.2 Results - MBR Document

Tables 4.5, 4.6, 4.7, and 4.8 present the results obtained from the document

question answering process performed after parsing a MBR document. The

queries, selected by experts, pertain to both the textual content and the tables

within the document.

4.4.3 Results - SOP Documents

Table 4.9 presents the results derived from document question answering ap-

plied to seven different SOP documents. The queries, selected by experts,

pertain to both the textual content and the tables within the documents. These

results are categorized according to a legend, shown in Figure 4.2, which is

crucial for interpreting the data accurately.

4.5 Summary

The chapter focuses on the evaluation of document question answering pro-

cess applied to different types of documents, all of which undergo a parsing

procedure to prepare the data for analysis. The goal is to assess the accu-

racy and effectiveness of the generated answers to highlight the strengths of

the question answering process and identifying potential areas for improve-

ment. The experimental setup involves the evaluation of question answering

system, which includes computing quality measures and performing human

assessments. Detailed results demonstrate its performance and offer insights

into the document question answering process, deepening the understanding

of the system’s capabilities and setting the stage for further discussion in the

subsequent chapter.
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Table 4.1: PubMedQA DocQA Results - Form Recognizer with Table Parsing
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Table 4.2: PubMedQA DocQA Results - Form Recognizer without Table Parsing
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Table 4.3: PubMedQA DocQA Results - Unstructured with Table Parsing
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Table 4.4: PubMedQA DocQA Results - Unstructured without Table Parsing
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Table 4.5: MBR DocQA Results - Form Recognizer with Table Parsing

Table 4.6: MBR DocQA Results - Form Recognizer without Table Parsing
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Table 4.7: MBR DocQA Results - Unstructured with Table Parsing

Table 4.8: MBR DocQA Results - Unstructured without Table Parsing
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Table 4.9: SOP DocQA Results - Unstructured with/without Table Parsing

Figure 4.2: Legend for interpreting SOPs results



Chapter 5

Discussion of Document Question

Answering Results

The chapter delves into the comprehensive analysis and interpretation of the

results presented previously. These results are derived from experiments that

evaluate the performance of the document question answering process. The

analysis includes a comparison between the results obtained with and without

performing table parsing during the document parsing process to highlight the

impact of this technique.

The aim is to provide a thorough discussion of the results, examining their im-

plications and potential impact on the performance. The objective is not only

to understand the effectiveness of the document question answering process

but also to highlight its strengths, weaknesses, and areas for improvement.

Additionally, the examination seeks to determine whether table parsing can

be considered a crucial step in document parsing for the extraction and inter-

pretation of detailed information from documents, especially within complex

domains.
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5.1 Analysing PubMedQA Documents

To comprehensively evaluate the results of the document question answer-

ing process over PubMedQA documents, it is essential to take into account

the metrics provided: ROUGE scores, BLEU score, and Cosine Similarity

measures using Bag of Words, TF-IDF, Sentence Transformer, and Universal

Sentence Encoder embeddings. These metrics offer insights into the quality

of the generated answers compared to the target answers, focusing on aspects

such as overlap in key terms, semantic similarity, and overall coherence.

The parsing process for PubMedQA documents is performed both using Un-

structured and Form Recognizer methods. This comprehensive approach en-

sures a thorough assessment of the effectiveness of different parsing strategies

on the quality of the responses.

5.1.1 Form Recognizer Analysis: Impact of Accurate Table

Parsing

This section discusses the results obtained from parsing the PubMedQA doc-

uments with the Form Recognizer parser, including the contents of the tables

by properly parsing them.

File 1 - 10808977

According to the ROUGE scores results across the questions, it is possible to

observe varying degrees of overlap, with some questions showing relatively

higher precision and recall. This indicates a closer match between generated

and target answers.

TheBLEU scores across the questions vary, indicating differences in the qual-

ity of the generated answers. For instance, the third question, as shown in

Figure 5.1, presents a notably higher BLEU score, suggesting a closer match

to the target answer.

Cosine Similarity results obtained with Sentence Transformer and Universal
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Sentence Encoder embeddings generally provide higher similarity scores, sug-

gesting that these embeddings capture semantic similarities more effectively

then Bag of Words or TF-IDF representations.

Figure 5.1: QUERY 3 of File 1 from PubMedQA: Target vs. Generated Answers
using Form Recognizer with Table Parsing

File 2 - 11729377

Higher ROUGE scores in some answers suggest a better match in terms of

covered content, while lower scores in other indicates areas where the gen-

erated answers may have missed key details or introduced information not

present in the target responses.

The BLEU scores across different questions show a range of values, indicat-

ing varying levels of quality in generated answers. Higher scores suggest that

the generated answers are more closely aligned with the target answers, cap-

turing the most relevant information more accurately.

Higher values inCosine Similaritymeasures, especially those obtained using

Sentence Transformers and Universal Sentence Encoders, suggest a stronger

semantic alignment between the generated and target answers. These mea-

sures indicate howwell the generated answers capture the underlying meaning

and context of the target answers, beyond the textual overlap.

File 3 - 16418930

The precision, recall, and F-measure values associated to different ROUGE

scores suggest that while there is some alignment between the generated and

target texts, the extent of this alignment varies significantly across different
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questions. An example is the first question shown in Figure 5.2, which is char-

acterized by high recall but low precision. This indicates that while most of

the target answer is captured by the generated answer, there is also significant

additional information that may not be directly relevant.

Figure 5.2: QUERY 1 of File 3 from PubMedQA: Target vs. Generated Answers
using Form Recognizer with Table Parsing

Across the questions, the BLEU scores vary, with some questions showing

relatively high scores, suggesting a closer match to the target answers, and

others showing lower scores, indicating less similarity.

For example, the third question, shown in Figure 5.3, presents a notably high

BLEU score, suggesting a good quality match between the generated and tar-

get answers.

Figure 5.3: QUERY 3 of File 3 from PubMedQA: Target vs. Generated Answers
using Form Recognizer with Table Parsing

Generally, the Cosine Similarity scores are relatively high across the differ-

ent representations, indicating a good degree of semantic alignment between

the generated and target texts. The Universal Sentence Encoder embeddings

tend to provide high similarity scores, suggesting that they are effective at

capturing the semantic content of the answers.
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File 4 - 17208539

ROUGE scores across the questions indicate different levels of overlap be-

tween the generated answers and the target answers.

Taking as example the first question, shown in Figure 5.4, it has relatively low

precision and higher recall. This indicates that the generated answer may in-

clude relevant information but also contains additional details not present in

the target answer.

Figure 5.4: QUERY 1 of File 4 from PubMedQA: Target vs. Generated Answers
using Form Recognizer with Table Parsing

Across the questions, BLEU scores vary significantly. For example, the fifth

question, shown in Figure 5.5, presents a notably high BLEU score, suggesting

a high quality of the generated answer in terms of matching the target answer.

Figure 5.5: QUERY 5 of File 4 from PubMedQA: Target vs. Generated Answers
using Form Recognizer with Table Parsing
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TheCosine Similarity scores are relatively high across the different represen-

tations, indicating a good degree of semantic alignment between the generated

and target texts. The Sentence Transformer and Universal Sentence Encoder

embeddings tend to provide high similarity scores.

File 5 - 26037986

Higher ROUGE scores in some answers suggest a closer match in terms

of content, while lower scores in others indicate discrepancies in capturing

or presenting the key information from the target answers. The third ques-

tion, shown in Figure 5.6, has relatively high precision and recall, indicating

a strong alignment between the generated and target texts.

Figure 5.6: QUERY 3 of File 5 from PubMedQA: Target vs. Generated Answers
using Form Recognizer with Table Parsing

The BLEU scores across the questions show a range of values, reflecting dif-

ferences in the quality of the generated answers. Higher scores, such as those

seen in the second question, shown in Figure 5.7, suggest a good qualitymatch,

capturing the essential information accurately.

The Cosine Similarity scores are generally relatively high, especially those

obtained using Sentence Transformers andUniversal Sentence Encoders. This

suggests that, semantically, the generated answers capture the essence of the
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target answers well, even if there are some discrepancies in the specific de-

tails.

Figure 5.7: QUERY 2 of File 5 from PubMedQA: Target vs. Generated Answers
using Form Recognizer with Table Parsing

To summarize, ROUGE scores demonstrate a mixed performance in how well

generated answers match target answers, with some responses closely align-

ing and others significantly deviating by either missing important information

or adding useless details. This inconsistency highlights the challenges in ac-

curately capturing essential content. BLEU scores further highlight this point;

higher BLEU scores in some responses suggest a good quality match, whereas

lower scores in others point to a need for improvement to ensure that generated

answers more closely align with the target answers. Cosine Similarity mea-

sures show strong semantic similarity, suggesting that despite discrepancies

in details or wording, the generated answers capture the essence of the target

answers.

5.1.2 Form Recognizer Analysis: Implications of Missing

Table Parsing

This section presents the discussion of the results obtained from parsing the

PubMedQA documents with the Form Recognizer parser, without properly

performing table parsing.
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File 1 - 10808977

Across all questions, the ROUGE scores indicate a moderate level of over-

lap between the generated and target answers. The F-measures, which balance

precision and recall, are relatively low, meaning that while there is some over-

lap, significant portions of the target answers are not captured by the generated

ones.

The BLEU scores vary significantly across questions, with some scores indi-

cating a better match than others. The values suggest that while some answers

may capture key elements of the target response, there might be mismatches

in terms of exact wording or phrasing.

The Cosine Similarity results using the Bag of Words and TF-IDF represen-

tations are relatively low across all questions, indicating a moderate similarity

between target and generated answers. This suggest that the overall match

is not very high even if some keywords are shared. Using Sentence Trans-

former and Universal Sentence Encoder representations, the results are gen-

erally higher than the ones obtained in the previous cases, but overall, they

remain quite low.

Figure 5.8: QUERY 2 of File 1 from PubMedQA: Target vs. Generated Answers
using Form Recognizer without Table Parsing

For example, the second question, shown in Figure 5.8, presents high Cosine

Similarity when using the Sentence Transformer representation. This sug-

gests that semantically, the generated answer is quite similar to the target one.

Despite this, upon reviewing the answers, it is noticeable that the generated

response lacks specific quantitative data due to improper parsing of tables.
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File 2 - 11729377

ROUGE scores are generally low across all questions, indicating lack of over-

lap between the generated and target answers. This suggests that while the

generated responses may capture some of the concepts, they diverge in detail

or exact wording from the target responses.

BLEU scores are also generally low, indicating that the generated answers

are not closely aligned with the expected target responses in terms of precise

language and structure.

The Cosine Similarity scores are higher when using Sentence Transformer

and Universal Sentence Encoder embeddings, suggesting these representa-

tions find a moderate level of semantic similarity. However, the lower scores

obtained with the other two representations indicate less similarity at the level

of specific word usage and term frequency.

File 3 - 16418930

ROUGE scores across the questions indicate varying levels of overlap. High

recall scores suggest that the generated answers tend to include most of the

target content but lower precision scores hint at additional information being

included.

One example of this is shown in Figure 5.9, where the recall is high but it has

very low precision, since additional information are included in the generated

answer.

Figure 5.9: QUERY 1 of File 3 from PubMedQA: Target vs. Generated Answers
using Form Recognizer without Table Parsing
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BLEU scores show a range of alignment from low to moderate, with higher

scores in questions where the generated answer more closely matched the tar-

get in terms of specific details and wording.

Cosine Similarity metrics, particularly those using advanced models like the

Sentence Transformer and Universal Sentence Encoder, often show higher

scores than Bag of Words or TF-IDF. This means that, even when the exact

wording or details differ, the generated responses capture the semantic content

of the target ones.

File 4 - 17208539

ROUGE scores vary across questions, with higher scores in questions that

don’t require the table contents to be correctly parsed. Lower scores are ob-

tained in those questions strictly related to tables within the document, reflect-

ing the failure to capture the specific details when Table Parsing is not properly

performed.

BLEU scores also vary, with the second question, shown in Figure 5.10, pre-

senting a high score, suggesting a close match in the structure and information

content.

Figure 5.10: QUERY 2 of File 4 from PubMedQA: Target vs. Generated Answers
using Form Recognizer without Table Parsing
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Similar to ROUGE scores,Cosine Similarity results are higher for those ques-

tions related to the textual content of the document while they are lower when

it comes to answering using the information stored within tables.

File 5 - 26037986

HighROUGE scores, observed in the second question, indicate a strong over-

lap suggesting that the generated answer closely matched the target one in

terms of specific details. For questions strictly related to table contents, the

results are very low.

Also in this case, in the second question, which may be answered even if the

information in the document tables is not well processed, the BLEU score is

quite high. On the other hand, for questions covering table contents, BLEU

scores are lower.

Taking again into consideration the second question, shown in Figure 5.11,

high Cosine Similarity scores suggest a strong semantic match between the

generated and the target answers. This implies that despite any difference in

wording, the core concepts are similar. As mentioned for the other metrics,

answers that should contain table information perform lower results.

Figure 5.11: QUERY 2 of File 5 from PubMedQA: Target vs. Generated Answers
using Form Recognizer without Table Parsing

To sum up, performance varies significantly across questions, depending on

whether the requested information is located solely within the document’s ta-

bles or within its textual content. The analysis reveals strengths in capturing

general concepts and weaknesses in detailing specific, accurate information.

This variability underscores the importance of enhancing information retrieval
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and of implementing proper table parsing processes to improve precision, es-

pecially in contexts requiring detailed information extraction.

5.1.3 Comparative Insights: FormRecognizerwith andwith-

out Table Parsing

To evaluate and compare the results obtained with and without performing

table parsing, examining the metrics across various questions is useful. Sev-

eral key observations emerge across the different questions and metrics when

comparing the results. These observations highlight the impact of table pars-

ing processes on the accuracy, comprehensiveness, and semantic similarity of

generated answers compared to target answers.

Firstly, it is possible to take as an example the first question and the related

answers from File 1:

QUERY: What are the values associated to Intention to have a

mammogram in 1996?

EXPECTED ANSWER:The values associated to the intention to have

a mammogram in 1996 are characterized by Percent on schedule

of 72 and p-value equal to 0.001.

GENERATED ANSWER including table parsing: The percent

of schedule for intention to have a mammogram in 1996 (yes vs.

no) is 72%, and the p-value associated with it is.001.

GENERATED ANSWER excluding table parsing: I’m sorry,

but none of the provided documents contain a table with values

associated with the intention to have a mammogram in 1996.

Please ensure that the correct document was uploaded or provide

additional documents that might contain this information.
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When table parsing is performed, the results show a moderate level of over-

lap and semantic similarity between the expected and the generated answers.

Without proper table parsing, the system is not able to retrieve the requested

information from the document.

Another example of this behavior can be seen in the fifth question and the

related generated answers from File 1:

QUERY:What are the values related to Reported facilitator during

1995?

EXPECTED ANSWER: According to the information stored in the

document, in 1995 the 77% of the participants reported a facil-

itator. Having a deeper look at the document, it is possible to

retrieve also information related to 1996 and 1997. Namely, in

1996, 75% of the participants reported a facilitator and in 1997

the 73%.

GENERATED ANSWER including table parsing: The values

related to Reported facilitator during 1995, as per the table in the

uploaded document, are as follows: in 1995, the reported value

was 77, and the p-value was .073. These values are from the table

in the uploaded document.

GENERATED ANSWER excluding table parsing: I’m sorry,

but none of the documents provided contain a table or any values

related to a ‘Reported facilitator during 1995’. Please ensure the

correct document has been uploaded or provide additional details

to aid in the search.

In this case, the response generated including table parsing does not perfectly

overlap with the expected one, resulting in moderate ROUGE and BLEU

scores. Nonetheless, the high semantic similarity suggests that the content

of this generated response closely aligns with the target response.
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To highlight the impact of table parsing within the document parsing process,

consider the answers to the fifth question from File 2:

QUERY: What information are provided related to Surgical complica-

tions?

EXPECTED ANSWER: The information related to surgical complications

are provided in the context of split-liver transplantation (SLT) and living-

related liver transplantation (LRT). The table within the document com-

pares the objectives and results of SLT and LRT, and it mentions that

liver function parameters and surgical complication rates did not dif-

fer significantly between the two groups. It also notes that in the SLT

group, the mean cold ischemic time was longer than in the LRT group,

and serum values of alanine aminotransferase during the first postoper-

ative week were significantly higher in the SLT group. Biliary compli-

cations were more frequent in the living donor group compared with the

split group, but this difference was not statistically significant. Addi-

tionally, there is no technical reason why biliary complications should

be more frequent after living donor liver transplantation.

GENERATED ANSWER including table parsing: The table in the

uploaded documentmentions surgical complications related to liver trans-

plantation. Specifically, it notes that biliary complications were more

frequent in the living donor group compared with the split group. How-

ever, the statistical analysis showed that this difference was not signif-

icant. The document also mentions that there is technically no reason

why biliary complications should be more frequent after living donor

liver transplantation.

GENERATED ANSWER excluding table parsing: I’m sorry, but the

tool did not provide any specific information related to surgical compli-

cations in a table within the uploaded document. It might be possible

that the tool was unable to extract tables from the document. Please

provide more context or check the document manually for the required

information.
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In this case, the results, characterized by very high ROUGE and BLEU scores

as well as high Cosine Similarity scores from performing table parsing, indi-

cate a strong accuracy and overlap with the target response, alongside a sig-

nificant semantic match.

Analyzing the results from File 3, one relevant example is the third question:

QUERY: What is the MW LR associated to n = 9 and Visus > 0.1?

EXPECTED ANSWER: The value of MW LR related to Visus > 0.1

and n equal to 9 is 0.17 ± 0.3, as shown in the table 5 of the

provided document.

GENERATED ANSWER including table parsing: The value

of MW LR related to Visus that ranges in the interval between

0.32 and 0.1 and n equal to 9 is 0.17 + 0.3 and 0.17 - 0.3.

GENERATED ANSWER excluding table parsing: The docu-

ment does not provide specific information about the MW LR as-

sociated with n = 9 and Visus > 0.1. The document contains some

charts and discussions related to Visus measurements with Lan-

doltring and E-Haken, but no specific values or relationships for

n = 9 and Visus > 0.1 are explicitly mentioned.

Figure 5.12: Table within File 3 taken from PubMedQA dataset [2]

The generated answer, after parsing tables within the document, accurately

identifies the row of the table containing the requested information, as con-

firmed by referring to Figure 5.12. This figure depicts the table from File 3 of
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the PubMedQA dataset, which contains the required information.

On the other hand, without table parsing, a failure to provide specific informa-

tion can be observed, indicating a lack of detail extracted from the document.

The fourth question over File 4 can also serve as an explicative example for

this behavior:

QUERY:What are the values associated to scoring itemABD (n=21)?

EXPECTED ANSWER: The values associated with the scoring item

ABD (n=21) are listed as follows: total is equal to 11.28 + 7.75;

continence is equal to 4.38 + 4.77*; stool pattern is equal to 2.71

+ 2.24*; enterocolitis is equal to 4.19 + 2.98. Asterisks (*) next

to some values indicate that P is less than .05.

GENERATED ANSWER including table parsing: The values

associated ABD (n=21) are: Total scoring ranged from 0 to 40: 0

to 10, excellent; 11 to 20, good; 21 to 30, fair; 31 to 40, poor. The

total score for ABD was 11.28 ± 7.75.- When the subcategories

of stooling scores were examined, the continence score for ABD

was 4.38 ± 4.76. The stooling pattern score for ABD was 2.71 ±

2.24.

GENERATED ANSWER excluding table parsing: I’m sorry,

but the tool did not find any information related to ‘scoring item

ABD (n=21)’ in the provided document.

Figure 5.13: Table within File 4 taken from PubMedQA dataset [18]

When table parsing is employed, the generated answer provides a detailed

breakdown of the scores associatedwith the ‘ABDgroup’, which closelymatches
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with the target response. Thus, the metrics indicate a good level of similar-

ity, especially when computing Cosine Similarity using the Sentence Trans-

former. Figure 5.13 shows the table within File 4 of the PubMedQA dataset

from which the information is derived.

Moving to File 5, one last example can be shown:

QUERY: What is the overall 1-year mortality rates in all ages and

particularly in those aged over 70, both during their hospital stay

and subsequently in the community?

EXPECTED ANSWER: The overall 1-year mortality rate in all ages

is 25%, which rises to almost 50% in those aged 70 and older.

Specifically, for those aged over 70 years old, the 1-year mortality

rate is 37%. This information indicates a significant increase in

mortality rates with age, particularly in the older population, both

during their hospital stay and subsequently in the community.

GENERATED ANSWER including table parsing: The over-

all 1-year mortality rate in all ages for patients undergoing emer-

gency laparotomy is 25%, which rises to almost 50% in those

aged 70 and older. This indicates a significant increase in mortal-

ity rates with age, highlighting the need for improved outcomes

and care, both during the hospital stay and, in the community,

particularly for the older patient demographic.

GENERATED ANSWER excluding table parsing: The over-

all 1-year mortality rate for all ages is 25%. However, this rate

increases significantly in older age groups, rising to almost 50%

in individuals aged 70 and older. These figures encompass mor-

tality during hospital stay and subsequent community living.

In this scenario, the first answer provides specific mortality rates for all ages
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and for individuals over 70, closely matching the expected answer. Mean-

while, the second answer provides general mortality rates without specific de-

tails. This serves as further evidence that including table parsing enhances the

information extraction process.

The comparison demonstrates the significant impact of table parsing processes

on enhancing information extraction from documents. It clearly shows that ta-

ble parsing increases the accuracy and specificity of extracted information, as

demonstrated by performance metrics. The absence of table parsing results

in reduced accuracy and relevance of generated answers, making the question

answering system less capable of answering queries related to tables.

5.1.4 UnstructuredParserAnalysis: Impact ofAccurate Ta-

ble Parsing

This section discusses the results obtained from parsing the PubMedQA doc-

uments with the Unstructured parser, including the contents of the tables by

properly and accurately parsing them.

File 1 - 10808977

ROUGE scores vary across questions, with some answers showing good over-

lap and others indicating room for improvement.

BLEU scores are relatively low, indicating that while some correct informa-

tion is captured, the phrasing and order may differ significantly from the target

answer.

Cosine Similarity scores are relatively higher when using Sentence Trans-

former and the Universal Sentence Encoder representations, suggesting that

despite differences in wording or structure, the generated answers capture a

similar semantic space to that of the target answers.
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For example, in the third question shown in Figure 5.14, the generated an-

swer closely matches the target answer, providing a detailed breakdown with

correct inclusion of percentage and the p-value, matching the target answer’s

data.

Figure 5.14: QUERY 3 of File 1 from PubMedQA: Target vs. Generated Answers
using Unstructured with Table Parsing

File 2 - 11729377

The variability in ROUGE and BLEU scores across questions highlights the

challenge of capturing and reproducing specific details and statistical data.

Where the generated answers align closely with the target answers in terms of

specific details, for example in the fourth question shown in Figure 5.15, the

metrics reflect this with higher scores.

Figure 5.15: QUERY 4 of File 2 from PubMedQA: Target vs. Generated Answers
using Unstructured with Table Parsing

The BLEU score in this case is 71.02, which is exceptionally high, reflecting

an almost exactmatch in phrasing and sequence of ideas between the generated

and target answers.

High Cosine Similarity scores indicate that the generated answers generally

capture the correct topics, even if they sometimes miss specific details.
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File 3 - 16418930

TheROUGE scores across the questions show variable performance in terms

of precision, recall, and F-measure. These variations indicate that while the

generated answers often capture a significant portion of the content found in

the target answers (as suggested by the recall values), they may also include

additional information not present in the target or miss key phrases, affecting

precision.

One example of this case is shown in Figure 5.16, where the generated answer

includes relevant content not precisely matching the target’s wording.

Figure 5.16: QUERY 1 of File 3 from PubMedQA: Target vs. Generated Answers
using Unstructured with Table Parsing

The BLEU scores range from low to moderate across the questions, suggest-

ing that while there is some level of coherence between the generated and

target answers, there are also discrepancies in exact wording, order, and struc-

ture.

Cosine Similarity scores generally indicate amoderate to high level of seman-

tic similarity between the target answers and the generated ones, which tend

to capture the underlying meaning and key concepts of the target responses.

File 4 - 17208539

The ROUGE scores exhibit a range of values, indicating variability in the

overlap between the generated and target answers, though not always with

high precision.

TheBLEU scores also show variability, with some questions achieving higher

scores, indicating a better match in the sequence of words and phrases. For
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instance, the fifth question shown in Figure 5.17, has a BLEU score of 37.47

suggesting that the generated answer closely matches the phrasing and struc-

ture of the target answer.

Figure 5.17: QUERY 5 of File 4 from PubMedQA: Target vs. Generated Answers
using Unstructured with Table Parsing

Cosine Similarity scores generally indicate moderate to high semantic sim-

ilarity between the generated and target answers. This suggests that, at a se-

mantic level, the generated answers tend to capture the key concepts of the

target answers well.

File 5 - 26037986

The ROUGE and BLEU scores show variability, indicating differences in

how well the generated answers capture the content and match the sequence

of words and phrases of the target responses.

Figure 5.18: QUERY 3 of File 5 from PubMedQA: Target vs. Generated Answers
using Unstructured with Table Parsing

Cosine Similarity scores indicate moderate to high semantic similarity be-

tween the generated and target answers. For example, the third question shown
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in Figure 5.18, has very high Cosine Similarity scores (BoW: 0.92, TF-IDF:

0.89, Sentence Transformer: 0.98, Universal Sentence Encoder: 0.97), sug-

gesting that the generated response captures the underlying meaning of the

target answer well.

In summary, high ROUGE and BLEU scores in certain instances reflect a

strong alignment in content, structure, and phrasing. Conversely, lower scores

in other questions reveal discrepancies in detail accuracy, wording, and se-

quencing. Cosine Similarity scores generally showmoderate to high semantic

alignment across most questions, suggesting that the generated answers suc-

cessfully capture the essence of the target answers, despite variations in detail

or expression. Overall, these results highlight the crucial need for balancing

precise detail with semantic coherence in the generated responses.

5.1.5 Unstructured Parser Analysis: Implications of Miss-

ing Table Parsing

This section presents the results obtained from parsing the PubMedQA docu-

ments with the Unstructured parser, without properly performing table pars-

ing.

File 1 - 10808977

ROUGE scores across the questions vary, suggesting a mix of partial and

good alignments depending on the question.

BLEU scores are relatively low, indicating that there might be room for im-

provement in the precision of the generated answers.

Cosine Similarity scores, especially those from the Sentence Transformer and

Universal Sentence Encoder, are generally high, indicating a good semantic

similarity between the generated and target answers.
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Taking the third question as an example, shown in Figure 5.19, the gener-

ated answer provides detailed percentage but misinterpret the specific values

related to “being on schedule for a mammogram in 1996”. The target re-

sponse focuses on a specific percentage and p-value, which the generated an-

swer overlooks.

Figure 5.19: QUERY 3 of File 1 from PubMedQA: Target vs. Generated Answers
using Unstructured without Table Parsing

File 2 - 11729377

ROUGE and BLEU scores vary across questions, indicating differences in

the degree of textual overlap between target and generated responses. The

highest scores are observed for the fourth question, shown in Figure 5.20, since

it can be answered even without collecting all the information from tables.

Figure 5.20: QUERY 4 of File 2 from PubMedQA: Target vs. Generated Answers
using Unstructured without Table Parsing

The Cosine Similarity scores are generally high across all representations,

even when there are differences in the exact wording or details provided.
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File 3 - 16418930

ROUGE and BLEU scores vary, reflecting differences in detail and accu-

racy. BLEU scores range from low to moderate, which suggests that while

some generated answers have a reasonable level of precision, others fall short.

One example of this case can be seen in the second question, shown in Figure

5.21, for which no answer is provided.

Cosine Similarity scores are moderate, reflecting the discrepancies in spe-

cific details and accuracy, as well as the gap in the coverage of the document

content by the generated answers.

These moderate scores also highlight the misinterpretations and extraction er-

rors from the document, related to the absence of proper table parsing proce-

dure.

Figure 5.21: QUERY 2 of File 3 from PubMedQA: Target vs. Generated Answers
using Unstructured without Table Parsing

File 4 - 17208539

ROUGE scores indicate a moderate to high level of overlap between the gen-

erated and target answers, while BLEU scores range from low to moderate

suggesting that some generated answers fall short.

Cosine Similarity scores are generally moderate, with the highest scores ob-

tained over questions not related to table contents.

Generally speaking, the generated answers either omit necessary details or

incorporate extraneous context not requested by the question.

File 5 - 26037986

The ROUGE scores indicate a moderate level of overlap between the gener-

ated and target responses for some questions but low overlap for others.
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Also the BLEU scores range from low to moderate, suggesting that just some

generated answers have a reasonable level of precision.

The Cosine Similarity scores are generally moderate, presenting higher re-

sults for those questions related to the textual content of the document without

involving tabular information.

Considering the fifth question as an example, shown in Figure 5.22, the gen-

erated answer provides information about “living donors and grafts”, which

is not relevant to the question, leading to an incorrect response that does not

align with the target answer.

Figure 5.22: QUERY 5 of File 5 from PubMedQA: Target vs. Generated Answers
using Unstructured without Table Parsing

To sum up, the evaluation of generated answers across various documents

highlights a combination of detailed data presentation and inaccuracies, espe-

cially in extracting broader contexts and specific details from the documents.

While some answers, specifically those that do not include tabular informa-

tion, align well with target responses, others lack details or present incorrect

information.
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5.1.6 Comparative Insights: Unstructured Parser with and

without Table Parsing

Evaluating and comparing the results obtained with and without performing

table parsing provides insights into the effectiveness of incorporating struc-

tured data analysis in understanding and summarizing research findings.

First of all, it is possible to take as example the first question and the generated

answers from File 1:

QUERY: What are the values associated to Intention to have a

mammogram in 1996?

EXPECTED ANSWER:The values associated to the intention to have

a mammogram in 1996 are characterized by Percent on schedule

of 72 and p-value equal to 0.001.

GENERATED ANSWER including table parsing: The values

associated with the intention to have a mammogram in 1996 are

as follows: the percent on schedule for those who intended to get

a mammogram, it was 77%, and for those who did not intend to,

it was 40%; the associated p-value is .001.

GENERATED ANSWER excluding table parsing: The values

associated with the intention to have a mammogram in 1996 are

as follows: - Percent on schedule (those who intended to get a

mammogram): 77% - Percent off schedule (those who intended

to get a mammogram): 23% - Total (those who intended to get

a mammogram): 87% - Percent on schedule (those who did not

intend to get a mammogram): 40% - Percent off schedule (those

who did not intend to get a mammogram): 60% - Total (those

who did not intend to get a mammogram): 13%.
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The highest BLEU score is observedwhen table parsing is performed, suggest-

ing a strong linguistic match. Moreover, Cosine Similarity scores are high,

indicating a good semantic understanding. Without table parsing, the level

of linguistic similarity is lower. In the example is noticeable that the second

generated answer is not very informative and the content is not well reported.

This means that table parsing enhances the accuracy and the semantic under-

standing of responses that involve specific data points.

Looking at File 2, one big difference can be seen in the fifth question, where,

with table parsing, higher BLEU and ROUGE scores are obtained, indicat-

ing better linguistic and content alignment. Even if in this case the answers

are quite good overall, the precision and linguistic similarity tend to be lower,

suggesting that the inclusion of table parsing enhances the accuracy and rele-

vance of the response.

Another relevant example is the second question from File 3:

QUERY: What are Lea symbols and how are they used in visual

acuity assessment?

EXPECTED ANSWER: Lea symbols are used in visual acuity as-

sessment and detection of amblyopia. They are a set of symbols

that are used to assess visual acuity and detect amblyopia in clini-

cal research. They have been the subject of various studies related

to visual acuity assessment.

GENERATED ANSWER including table parsing: Lea sym-

bols are a set of specialized symbols used for visual acuity assess-

ment and detection of amblyopia. These symbols, designed to be

easily identifiable and distinguishable, are used in place of tradi-

tional letter or number charts, making them particularly useful in

testing the visual acuity of young children or individuals who are

unable to read. The assessment process involves the individual

identifying or matching the symbols from a distance, allowing
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the examiner to determine the smallest size of symbol that the in-

dividual can recognize. This information is then used to calculate

the individual’s visual acuity.

GENERATED ANSWER excluding table parsing: I’m sorry,

but the documents provided do not contain any information re-

garding Lea symbols or their use in visual acuity assessment.

When table parsing processes are employed, the generated answer offers a

comprehensive explanation that aligns with the target responses, even if it

provides additional information. On the other hand, with the absence of table

parsing, the system incorrectly assert that the document does not contain the

required information.

An additional assessment of the relevance of table parsing processes can be

seen in the third question:

QUERY: What is the MW LR associated to n = 9 and Visus > 0.1?

EXPECTED ANSWER: The value of MW LR related to Visus that

ranges in the interval between 0.32 and 0.1 and n equal to 9 is

0.17 ± 0.3, as shown in the table 5 of the provided document.

GENERATED ANSWER including table parsing: For Visus

> 0.1, the closest range we can refer to is 0.32 - 0.1, for which the

MW LR is 0.17 ± 0.3

GENERATED ANSWER excluding table parsing: The MW

LR associated with n = 9 and Visus > 0.1 is 0.56 ± 0.1.

In this case, the second answer provides an incorrect information, highlight-

ing the challenges in extracting specific data points from the text without the

structural knowledge provided by tables.

Looking at the results over the File 5, some responses diverge significantly

in content. This shift in focus underlines the challenges in extracting specific

data without the support of structured data analysis, resulting in less targeted
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and comprehensive answers. One example of this behaviour can be seen in

the question 3 from File 5:

QUERY: What information do we have about Post-operative destination

and 30-day mortality for patients over 70 years?

EXPECTED ANSWER: The total number of patients included in the study

was 190, which represents 43% of the study population. The 30-day

mortality rate is equal to 21%, the 1-year mortality rate to 37%, and the

average length of stay was 32 days. For patients who underwent resec-

tion without stoma formation, that are 67 representing 35% of the study

population, the 30-day mortality rate is 21%, the 1-year mortality rate

is 32%, and the average length of stay was 26 days. For patients who

underwent resection with stoma formation, that are 37 patients repre-

senting 20% of the study population, the 30-day mortality rate is 24%,

the 1-year mortality rate is 32%, and the average length of stay was 33

days.

GENERATED ANSWER including table parsing: The table includes

the following data: The total number of patients included in the study

was 190, the 43% of the study population. The 30-day mortality rate

for this group was 21%, the 1-year mortality rate was 37%, and the av-

erage length of stay was 32 days. For patients who underwent resection

without stoma formation (67 patients, 35% of the study population), the

30-day mortality rate was 21%, the 1-year mortality rate was 32%, and

the average length of stay was 26 days. For patients who underwent

resection with stoma formation (37 patients, 20% of the study popula-

tion), the 30-day mortality rate was 24%, the 1-year mortality rate was

32%, and the average length of stay was 33 days.

GENERATED ANSWER excluding table parsing: According to the

information for patients aged over 70 years, the 30-day and 1-year mor-

tality rates vary depending on the ASA grade of the patient. Here are

the details: - ASA grade I: 2 patients (1%) with 0% 30-day and 1-year

mortality. - ASA grade II: 42 patients (22%) with 5% 30-day and 20%
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1-year mortality. - ASA grade III: 84 patients (44%) with 20% 30-day

and 36% 1-year mortality. - ASA grade IV: 60 patients (32%) with 32%

30-day and 52% 1-year mortality. - ASA grade V: 4 patients (2%) with

75% 30-day and 75% 1-year mortality. In the over 70 years old cohort,

the formation of a stoma increases the length of stay with no statistical

difference (p = 0.113). There is also no statistical difference in 30-day

(p = 0.182) or 1-year (p = 0.068) mortality. Moreover, the length of stay

is greater in those who get a stoma when compared to those who do not

(33 vs. 26 days, p = 0.113).

The response diverges significantly in content, focusing instead on the asso-

ciation between mortality rates and ASA grades, rather than directly linking

this information to post-operative destinations or specifically addressing the

30-day mortality for patients over 70 years, as required by the query.

The comparative analysis of document processing with and without table pars-

ing clearly demonstrates the advantages of incorporating structured data anal-

ysis. Table parsing significantly improves the precision and relevance of the

extracted information. It not only improves the alignment of generated re-

sponses with the expected content but also facilitates the extraction of spe-

cific details. Conversely, the absence of table parsing processes often results

in responses that are less detailed and inaccurate, thereby limiting the system’s

ability to capture the essential semantic content.

5.1.7 Form Recognizer and Unstructured: Comprehensive

Evaluation Across Parsing Scenarios

Based on the results obtained from analyzing five different documents from

the PubMedQA dataset using two distinct parsers, with and without imple-

menting table parsing, a comparison of the performance according to the com-

puted metrics is feasible.

Table parsing emerges as a significant process in improving the accuracy and
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detail of the generated answers. For instance, in the first document, the im-

plementation of table parsing with the Form Recognizer parser resulted in a

more detailed extraction of numerical data and study outcomes. This detailed

extraction of percentages and findings highlights the value of table parsing in

contexts where precision and accuracy in numerical data is crucial.

The Form Recognizer parser, particularly when combined with proper table

parsing procedures, demonstrated proficiency in extracting precise numerical

information. Conversely, the Unstructured parser, while effective in general

information extraction, showed limitations in its ability to extract specific nu-

merical data without the proper analysis of tabular data.

The comparative analysis of the Form Recognizer and Unstructured parsers,

especially in the context of table parsing, shows the relevance of advanced data

extraction techniques to improve the accuracy of the retrieved information.

5.2 Analysing MBR Document

As with the PubMedQA documents, the evaluation of the MBR document

is based on the provided metrics: ROUGE scores, BLEU score, and Cosine

Similarity measures using Bag of Words, TF-IDF, Sentence Transformer, and

Universal Sentence Encoder.

The parsing process for the MBR document is performed using both Unstruc-

tured and Form Recognizer parsers.

5.2.1 Form Recognizer Analysis: Impact of Accurate Table

Parsing

The ROUGE scores exhibit variability across questions, generally ranging

from moderate to low. This suggests that the generated answers may omit key

details or not closely match the target answers in terms of wording.

The BLEU scores also show variation across questions. In several instances,
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the BLEU scores are low, indicating discrepancies between the generated and

target responses in terms of information accuracy and presentation.

The Cosine Similarity scores for Bag of Words and TF-IDF representations

are generally moderate, pointing to a lack of semantic similarity. However,

the scores using Sentence Transformer and Universal Sentence Encoder em-

beddings are higher, suggesting that despite some differences, the generated

answers capture a portion of the semantic meaning present in the target ones.

Overall, the system shows a variable performance across different queries,

with instances of relatively high semantic similarity and structural coherence.

5.2.2 Form Recognizer Analysis: Implications of Missing

Table Parsing

The ROUGE scores across the questions reveal a general trend of low preci-

sion, recall, and F-measure values. This indicates that the generated answers

have limited overlap with the target responses in terms of the exact words and

sequences of words.

The BLEU scores are generally low across all queries, suggesting that the

generated responses might not be structurally or lexically similar to the ex-

pected answers.

The Cosine Similarity scores significantly vary across different methods of

representation. The Sentence Transformer and Universal Sentence Encoder

embeddings generally provide higher similarity scores compared to the Bag

of Words and TF-IDF representations. This suggest that when considering the

overall meaning, the generated answers have some level of semantic align-

ment with the target responses. Despite that, the scores are generally quite

low, suggesting that generated answers lack accuracy, details, and alignment

with the target answers.

To sum up, the question answering system struggles to accurately retrieve the

required information and often demonstrates a limited understanding of the
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document content.

5.2.3 Comparative Insights: FormRecognizerwith andwith-

out Table Parsing

The results obtained employing table parsing processes generally demonstrate

improved precision and recall across most questions, as indicated by the per-

formance of ROUGE scores. This improvement suggests that table parsing

contributes to a better alignment between the generated and the target re-

sponses, likely due to the more structured extraction of information from ta-

bles. Furthermore, the BLEU scores are higher when implementing table

parsing, as it may help in generating more coherent and structurally similar

answers to the target ones, especially in cases where the required information

is stored in tabular format within the document. The Cosine Similarity scores

are also generally higher in scenarios where table parsing is applied. This indi-

cates that table parsing enhances the semantic understanding of the document.

By effectively extracting and utilizing structured information from tables, the

system can achieve a better understanding and comprehension of the contents.

However, there is still room for further improvements, especially in capturing

highly specific procedural details.

5.2.4 UnstructuredParserAnalysis: Impact ofAccurate Ta-

ble Parsing

ROUGE scores show varying levels of precision, recall, and F-measure across

the questions. The scores suggest that while there is some overlap between the

generated and target answers, the level of similarity varies significantly. The

scores are generally higher for ROUGE-1 compared to ROUGE-2, indicating

that the generated responses are more likely to share individual words with the

target answers than consecutive word pairs.
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The BLEU scores are low across all the questions, suggesting that the gener-

ated answers may not closely match the structure or the exact wording of the

target ones.

The Cosine Similarity measures, both in Bag of Words and TF-IDF repre-

sentations, generally show a low to moderate level of similarity. This might

be due to differences in word usage or the inclusion of additional or irrele-

vant information in the generated responses. On the other hand, similarity

scores using Sentence Transformer and Universal Sentence Encoder embed-

dings show higher scores in some questions.

The higher scores in semantic similarity metrics indicate that the generated

answers may still capture the essence or main points of the target answers to

a certain extent.

5.2.5 Unstructured Parser Analysis: Implications of Miss-

ing Table Parsing

Across the questions, the ROUGE scores indicate varying level of overlap.

For some of them, the scores are very low or even zero, implying that the gen-

erated responses might not capture all the necessary details or may diverge

significantly from the expected content.

The BLEU scores are also generally low. This suggests that the generated

responses may not be structuring information in the same way as the target

ones or might be missing key terminology.

TheCosine Similarity scores are relatively low for most questions, indicating

lack of alignment in the use of specific terms and phrases and difficulties in

capturing the semantic meaning of the target answers.

To sum up, while there are instances where the semantic meaning of the an-

swers aligns to some extent, as suggested by the higher scores from Sentence

Transformer and Universal Sentence Encoder embeddings, the specific de-

tails, terminology, and structure often diverge significantly from the target
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answers.

5.2.6 Comparative Insights: Unstructured Parser with and

without Table Parsing

The integration of table parsing processes generally leads to higher ROUGE

scores across most questions, which suggests that it enables the extraction of

more precise and relevant information. Similarly, BLEU scores tend to be

higher when table parsing is implemented. This improvement highlights the

importance of table parsing in accurately capturing details and terminologies

that are relevant to the target answers. Additionally, the Cosine Similarity

scores are also generally higher in scenarios where table parsing is applied.

This demonstrates that the proper extraction of contents from tables not only

improves the alignment in terms of specific wording but also enhances the

semantic understanding of the document, enabling the generation of answers

that are more semantically aligned with the target responses. Table parsing

allows for better extraction and organization of specific details, which is par-

ticularly important for questions requiring detailed procedural steps, lists of

items, or specific quantities.

While the current results obtained including the table parsing processes are

quite good, there is still room for further refinement, especially in capturing

highly specific procedural details or terminologies.

5.2.7 Comprehensive Evaluation: FormRecognizer vs. Un-

structured Parser Across Parsing Scenarios

Based on the results obtained for the question answering process over the

MBR document using both Form Recognizer and Unstructured parsers, an

analysis and comparison of their performance has been conducted to determine

whether including table parsing processes leads to improvement and which

parser performs better.
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The implementation of table parsing processes generally results in enhanced

performance and metrics across both parsers, with an evident improvement in

the scores for most questions. This demonstrates that correctly parsing table

contents contributes positively to understanding and extracting relevant infor-

mation from the document.

Between the two parsers, the Unstructured parser seems to perform better

overall, even without including table parsing. This suggests that this parser

might be better at dealing with non-tabular data or extracting information from

the text without relying on structured table data. This is because when the Un-

structured parser is unable to recreate the exact structure of tables within the

document, it retains their textual content, thus avoiding the loss of informa-

tion. However, the drawback of this approach is that it may result in storing

misunderstood information or details that are not entirely accurate.

For the MBR document, which contains a mix of structured and unstructured

data, the Unstructured parser, with the implementation of table parsing, pro-

vides a more comprehensive understanding and extraction capability.

5.3 Analysing SOP Documents

The evaluation of various SOP documents focuses on the analysis of ‘question-

answer’ pairs, which are assessed by human experts. This assessment aims to

test the clarity and comprehensiveness of the SOP documents. These evalua-

tions, graded on a scale from A (Correct and Detailed) to NA (No Answer),

are designed to reflect the real-world application of SOP information retrieval.

This includes particularly emphasizing the role of table parsing in enhancing

interpretability and extraction of information.

Given that SOPs are in DOCX and DOC formats, parsing is carried out using

the Unstructured parser, as the Form Recognizer does not support these file

extensions. The analysis aims to provide insights into potential improvements
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in parsing SOPs, contributing to better-informed and compliant research prac-

tices.

File 1 - SOP01

Overall, the analysis of the first file suggests that answers generated by per-

forming table parsing tend to provide more detailed and comprehensive in-

formation compared to answers obtained without the implementation of ta-

ble parsing processes, which often achieve lower ratings. This highlights the

value of table parsing in extracting and interpreting detailed information from

documents, particularly in complex domains.

File 2 - SOP02

These evaluations underscore the importance of table parsing in extracting

accurate knowledge from documents. The discrepancies between answers

retrieved with and without performing table parsing processes highlight the

potential for misinterpretation or lack of detail when critical data structuring

tools are not utilized. This analysis further points out the need for meticulous

attention to information stored within tables.

File 3 - SOP03

The performance of the document question answering system over the docu-

ment parsed with table parsing processes highlights its ability to provide de-

tailed, accurate answers by effectively navigating and interpreting the docu-

ment’s structured content. In contrast, the absence of table parsing processes

seems to limit the specificity of the information that can be extracted, as evi-

denced by the ‘Correct but Not Detailed’ or ‘No Answer’ evaluations for the

responses.

File 4 - SOP04

The insights derived from these results further underscore the significant ad-

vantages of implementing table parsing for document analysis, especially in



5.3 Analysing SOP Documents 104

contexts requiring the extraction of specific, detailed information from com-

plex documents. Table parsing not only enhances the accuracy of the extracted

information but also the depth and relevance of the responses, proving neces-

sary for accurately interpreting and summarizing structured document content.

File 5 - SOP05

The results obtained highlight that while table parsing significantly enhances

the detail and correctness of the responses, its absence can lead to partial,

incorrect, or misinterpreted answers. This analysis showcases the need for

information extraction techniques, such as table parsing, to ensure accurate,

comprehensive, and relevant data retrieval from tricky documents.

File 6 - SOP06

The results underline that both methods can yield correct answers for broadly

stated or straightforward questions but table parsing proves necessary for ex-

tracting specific, structured information, such as dataset variables or detailed

procedural tasks. This analysis emphasizes the importance of advanced docu-

ment parsing techniques in ensuring comprehensive data retrieval, particularly

in contexts requiring detailed understanding of specialized content.

File 7 - SOP07

As mentioned before, table parsing enhances the ability to capture structured

details, also in documents describing different processes and role assignments

using tabular structures. This analysis emphasizes the importance of advanced

document parsing techniques for ensuring accurate, detailed, and contextually

appropriate data retrieval.

Throughout the analysis of different documents, the significant impact of table

parsing on the accuracy, detail, and contextualization of extracted information

is evident.

The evaluation of generated answers revealed key insights:
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• Enhanced Detail and Accuracy: Table parsing consistently provides

more detailed and accurate interpretations of complex documents, par-

ticularly in extracting structured information such as mapping between

roles and performed tasks, processes and their steps, and specific tech-

nical requirements.

• Contextual Understanding: The ability to accurately interpret and

summarize specific sections, variables, and procedural steps is notably

improved with table parsing, underscoring its importance in navigating

and understanding detailed document content.

• LimitationsWithout Table Parsing: Without table parsing, responses

sometimes lack detail, are partially correct, or in some cases, completely

misinterpret the document’s content, making the system unable to pro-

vide the required information.

• ConsistencyAcrossDocuments: Across various documents, table pars-

ing consistently outperformed non-table parsing in delivering correct

and detailed answers, demonstrating its utility in a wide range of docu-

ment analysis tasks.

5.4 Summary

The discussion of results underscores the transformative impact of table pars-

ing on the efficacy of document question answering systems across a diverse

array of document formats. By enabling the systematic extraction of struc-

tured data from tables, this enhancement not only streamlines the retrieval

process but also ensures a more comprehensive understanding of the content.

These advancements are supported by the alignment of linguistic nuances and

content specifics, alongside an enriched semantic comprehension.

Both Unstructured and Form Recognizer parsers gather substantial benefits
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from the incorporation of table parsing methodologies into their parsing pro-

cedures. This integration empowers these systems to achieve a higher level

of precision in extracting complex numerical data and comprehensive con-

tent from different documents, thereby strengthening their overall utility and

reliability in real-world applications.



Chapter 6

Discussion of Document Parsing

Results

The effort to evaluate document parsing processes delves into the complex

domain of data extraction and analysis. This exploration seeks to quantify the

accuracy, reliability, and efficiency of information parsed from various doc-

ument types, involving metrics such as parsing time, confidence scores, and

detection class probabilities.

The understanding of these metrics is essential for selecting parsing solutions

that meet specific use cases and optimizing workflows for system enhance-

ments. Parsing time affects the data processing pipeline’s efficiency, while

confidence scores and detection class probabilities provide insights into the

precision and reliability of the extracted information. The evaluation process

also involves comparing various parsing tools and methods and evaluating

their performance across different document formats.

This chapter aims to provide an examination of the results from various docu-

ment parsing processes, comparing the FormRecognizer and the Unstructured

parsers. It seeks to uncover the different performances across different docu-

ment types and parsing tasks, highlighting the factors that influence document

parsing processes.
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6.1 Parsing Time

The parsing time, as already mentioned in one of the previous chapter, di-

rectly impacts the overall throughput of data processing pipeline. When com-

paring the time required for parsing documents using Form Recognizer and

Unstructured, several insights emerge from both theoretical considerations

and practical tests.

Form Recognizer is specifically optimized for extracting information from

forms and structured documents, leveraging machine learning models that are

fine-tuned for understanding specific document formats, such as PDFs. Con-

versely, Unstructured is capable of processing a wide range of document types

and offers multiple strategies for processing. This approach prioritizes flexi-

bility and adaptability over speed optimization for any single document type.

However, this flexibility might not always lead to the fastest processing time,

especially for documents that require a high level of detail or contain complex

layouts. Form Recognizer, with its structured data extraction focus, likely

employs specialized OCR and machine learning technologies optimized for

quick and efficient parsing.

These theoretical considerations are confirmed by practical tests conducted.

For the MBR document, Unstructured took 2 minutes to parse, whereas Form

Recognizer only took 20 seconds, showcasing Form Recognizer’s efficiency

in processing structured PDF documents. In processing SOPs (all DOCX or

DOC documents), Unstructured processed 7 files in 15 seconds, demonstrat-

ing its capability and efficiency with Word documents, which might not re-

quire as complex processing as PDFs. For the PubMedQA PDF documents,

Form Recognizer outperformed Unstructured, taking only 1 minute and 25

seconds to process 5 files, compared to Unstructured’s 4 minutes and 25 sec-

onds, further illustrating Form Recognizer’s strength in handling PDF formats

efficiently.
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Alongside the time required for parsing documents using Form Recognizer

and Unstructured, their efficiency can also be evaluated based on confidence

scores and detection class probabilities, as discussed in the next section.

6.2 Confidence Scores and Detection Class Prob-

abilities

Accurately extracting information from diverse document layouts and formats

represents a significant challenge in the field of document parsing. The out-

put from Form Recognizer is characterized by the confidence score values,

whereas the output from Unstructured presents the detection class probabil-

ity values, each of them associated with every extracted element during the

parsing procedure. These metrics are crucial for evaluating the efficacy and

effectiveness of the parsing process. Both the confidence score and detection

class probability are numerical values, typically ranging from 0 to 1, that are

assigned to each element extracted from the document. These values quantify

the model’s certainty related to the accuracy of the extracted data. A score

closer to 1 indicates high confidence, while a score closer to 0 suggests lower

confidence. Thus, they serve as indicators of the potential accuracy of the

parsing procedure.

6.2.1 MBRConfidence Score and Detection Class Probabil-

ity Evaluation

Figure 6.1 displays a histogram of the confidence scores obtained after parsing

the MBR document using Form Recognizer as parser. These scores present a

wide range of values, ranging from 0.08 to 0.95, showcasing the variability in

themodel’s certainty about the parsed elements. The average confidence score

is below the midpoint of the range, suggesting that, on average, the model has

a moderate level of certainty regarding its extracted data. This value is likely
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influenced by a substantial number of low-confidence scores, which suggests

that the model encounters many challenges in parsing a large number of el-

ements with high certainty. This consideration is further supported by the

median confidence score of 0.36, suggesting a skewed distribution with more

low-confidence scores than high-confidence ones. The diversity in confidence

scores from the MBR document parsing highlights the complexities inherent

in automated document extraction, especially when the document has a very

complex layout like the MBR.

Following the same reasoning, Figure 6.2 shows the detection class probabili-

ties obtained from parsing with the Unstructured parser. The average detection

probability of 0.63 suggests that, on average, the model has a fairly high level

of confidence in its classifications. Additionally, the median detection proba-

bility of 0.66 suggests a skew towards higher confidence classifications.

Figure 6.1: Form Recognizer: Confi-
dence Scores Histogram for MBR docu-
ment

Figure 6.2: Unstructured: Detection
Class Probabilities Histogram for MBR
document

6.2.2 PubMedQAConfidence Score andDetectionClass Prob-

ability Evaluation

Figure 6.3 displays a histogram of the confidence scores obtained after pars-

ing the document with identifier 17205839 from the PubMedQA dataset using
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Form Recognizer as the parser. The confidence scores present a range of val-

ues, from a minimum of 0.07 to a maximum of 0.83, indicating variability in

the model’s certainty about the extracted elements. The median confidence

score is close to the average (0.42), suggesting a relatively balanced distribu-

tion of confidence scores but still points to a moderate level of overall cer-

tainty.

Figure 6.4 displays a histogram of the confidence scores obtained after pars-

ing the document with identifier 11729377 from the PubMedQA dataset using

Form Recognizer as the parser. The variation of scores suggests a mixed de-

gree of clarity in the document’s contents as interpreted by the parser. The

presence of several scores below 0.3 highlights specific challenges with cer-

tain elements.

Figure 6.5 displays a histogram of the confidence scores obtained after pars-

ing the document with identifier 26037986 from the PubMedQA dataset using

Form Recognizer as the parser. The median confidence score (0.27), being

closer to the lower end of the range, emphasizes that a significant number of

extractions are on the lower side of the confidence.

Figure 6.6 displays a histogram of the confidence scores obtained after pars-

ing the document with identifier 16418930 from the PubMedQA dataset using

FormRecognizer as the parser. The scores indicate that the parser encountered

both easily recognizable elements and more challenging ones. This varied dif-

ficulty of the document’s content is also reflected in the average confidence

score (0.48), which indicates a mix of both high and low-confidence extrac-

tions.

Figure 6.7 displays a histogram of the confidence scores obtained after pars-

ing the document with identifier 10808977 from the PubMedQA dataset using

Form Recognizer as the parser. In this case, there is just a small set of val-

ues so it is challenging to draw comprehensive conclusions about the overall

quality of the process for this specific document.
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Following the same approach, it is possible tomake some considerations about

the detection class probabilities obtained when parsing with Unstructured.

Figure 6.8 displays a histogram of the detection class probabilities obtained

after parsing the document with identifier 17208539 from the PubMedQA

dataset using Unstructured as the parser. The high median value points to

a significant portion of elements being classified with very high confidence,

underscoring the model’s precision and reliability. According also to the aver-

age detection probability, the model is effectively recognizing and classifying

the document’s content with a high degree of certainty.

Figure 6.9 displays a histogram of the detection class probabilities obtained

after parsing the document with identifier 11729377 from the PubMedQA

dataset using Unstructured as the parser. The average detection probability

of 0.88 indicates that, on average, the model is highly confident in its classifi-

cations. Additionally, the median detection probability of 0.93 is even higher

than the average, indicating that the majority of the elements are classified

with very high confidence.

Figure 6.10 displays a histogram of the detection class probabilities obtained

after parsing the document with identifier 26037986 from the PubMedQA

dataset using Unstructured as the parser. The average detection probability

of 0.86 indicates strong performance in recognizing and classifying the ele-

ments within the document. As in the previous case, the median detection

probability of 0.92 is higher than the average.

Figure 6.11 displays a histogram of the detection class probabilities obtained

after parsing the document with identifier 16418930 from the PubMedQA

dataset using Unstructured as the parser. The average and median detection

probabilities indicate that the model demonstrates a strong confidence in its

classifications across the document, with the majority of elements being clas-

sified with very high confidence.

Figure 6.12 displays a histogram of the detection class probabilities obtained

after parsing the document with identifier 10808977 from the PubMedQA



6.2 Confidence Scores and Detection Class Probabilities 113

dataset using Unstructured as the parser. The results suggest that the model

performed well in recognizing and classifying the elements within the docu-

ment, following the same trends described before.

6.2.3 SOPs Detection Class Probability Evaluation

Since SOP documents are parsed using Unstructured, the evaluation of the

parsing performance is made just by looking at the detection class probabili-

ties.

Figure 6.13 displays a histogram of the detection class probabilities obtained

after parsing the document SOP01 using Unstructured as the parser. The prob-

abilities reflect a mix of moderate to very high confidence in the model’s clas-

sifications. The median detection probability suggests that the majority of the

document’s elements are classified with a confidence level above 0.76. This

analysis points to a robust performance by the model.

Figure 6.14 displays a histogram of the detection class probabilities obtained

after parsing the document SOP02 using Unstructured as the parser. The pres-

ence of lower probabilities alongside higher ones reflects the model’s variable

performance, possibly due to differences in document quality, content com-

plexity, or specific challenges of certain sections of the text.

Figure 6.15 displays a histogram of the detection class probabilities obtained

after parsing the document SOP03 using Unstructured as the parser. The his-

togram shows a moderate to high confidence level in the model’s classifica-

tion. The average detection probability is 0.67, indicating a generally solid

level of confidence across the document’s elements, while the median detec-

tion probability at 0.68 suggests a fairly consistent confidence level through-

out. The presence of both lower-end probabilities and very high probabilities

indicates variability in the model’s certainty across different document sec-

tions, possibly reflecting variations in document clarity, complexity, or con-

tent specificity.
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Figure 6.16 displays a histogram of the detection class probabilities obtained

after parsing the document SOP04 using Unstructured as the parser. The de-

tection class probabilities exhibit a notably high level of confidence across the

board, with values ranging from 0.56 to 0.94. The median detection probabil-

ity is very high (0.93), underscoring that themajority of elements are classified

with very high confidence.

Figure 6.17 displays a histogram of the detection class probabilities obtained

after parsing the document SOP05 using Unstructured as the parser. The av-

erage detection probability stands at 0.70, indicating a generally good level of

model confidence in its classifications, while the median probability of 0.73

suggests that more than half of the elements were classified with a confidence

level above this threshold.

Figure 6.18 displays a histogram of the detection class probabilities obtained

after parsing the document SOP06 using Unstructured as the parser. The aver-

age detection probability is 0.82, reflecting a robust overall confidence across

the document’s elements. The presence of a few lower probabilities suggests

certain areas where the model faces challenges. However, the predominance

of high probabilities indicates a generally effective and reliable classification

capability by the model.

Figure 6.19 displays a histogram of the detection class probabilities obtained

after parsing the document SOP07 using Unstructured as the parser. The de-

tection class probabilities range from a low of 0.25 to a high of 0.92, indicating

a spectrum of confidence levels in the model’s classifications. The average

detection probability is 0.62, which suggests a moderate overall confidence

across the document’s elements. The median detection probability at 0.68

points to a slightly higher confidence level for more than half of the elements,

suggesting variability in the model’s certainty with certain sections of the doc-

ument being classified with more confidence than others.
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Figure 6.3: Form Recognizer: Confi-
dence Score Histogram for PubMedQA
Doc 17205839

Figure 6.4: Form Recognizer: Confi-
dence Score Histogram for PubMedQA
Doc 11729377

Figure 6.5: Form Recognizer: Confi-
dence Score Histogram for PubMedQA
Doc 26037986

Figure 6.6: Form Recognizer: Confi-
dence Score Histogram for PubMedQA
Doc 16418930

Figure 6.7: Form Recognizer: Confi-
dence Score Histogram for PubMedQA
Doc 10808977
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Figure 6.8: Unstructured: Detection
Class Probabilities Histogram for Pub-
MedQA Doc 17205839

Figure 6.9: Unstructured: Detection
Class Probabilities Histogram for Pub-
MedQA Doc 11729377

Figure 6.10: Unstructured: Detection
Class Probabilities Histogram for Pub-
MedQA Doc 26037986

Figure 6.11: Unstructured: Detection
Class Probabilities Histogram for Pub-
MedQA Doc 16418930

Figure 6.12: Unstructured: Detection
Class Probabilities Histogram for Pub-
MedQA Doc 10808977
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Figure 6.13: Unstructured: Detec-
tion Class Probabilities Histogram
for SOP01

Figure 6.14: Unstructured: Detec-
tion Class Probabilities Histogram
for SOP02

Figure 6.15: Unstructured: Detec-
tion Class Probabilities Histogram
for SOP03

Figure 6.16: Unstructured: Detec-
tion Class Probabilities Histogram
for SOP04

Figure 6.17: Unstructured: Detec-
tion Class Probabilities Histogram
for SOP05

Figure 6.18: Unstructured: Detec-
tion Class Probabilities Histogram
for SOP06

Figure 6.19: Unstructured: Detec-
tion Class Probabilities Histogram
for SOP07
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6.3 Summary

Assessing parsing results is a detailed and essential process to guarantee the

accuracy and dependability of extracted information, which is necessary in the

domains of data extraction and analysis. This discussion is based on various

metrics, such as parsing time, confidence scores, and detection class probabil-

ities.

The evaluation of document parsing results underscores the importance of

leveraging comprehensive metrics to assess parsing performance. It facili-

tates informed decision-making regarding the selection of parsing solutions

that best fit specific use cases, optimizing workflows and advancing system

capabilities.



Chapter 7

Conclusion

The dissertation delves into the intricate topics of document parsing and ques-

tion answering, focusing on the impact of table parsing. Through a series of

experiments and analyses across various document types and parsingmethods,

this study aims to uncover the strengths and challenges of the methods and ap-

proaches implemented for these experiments and research, setting the stage for

future developments. The integration of table parsing has notably enhanced

the accuracy of document question answering, emphasizing its essential role

in complex document analysis. Challenges in replicating the nuances of hu-

man language highlight the need for ongoing refinement in semantic analysis

techniques.

The chapter outlines the key findings and contributions of the research, empha-

sizing the progress and future possibilities in document analysis technologies.

The dissertation not only aims to analyze and evaluate the document parsing

and question answering processes but also lays the groundwork for potential

advancements and developments to improve the capabilities and precision of

these systems.
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7.1 Key Findings and Contributions

One of the important findings is the marked improvement in document ques-

tion answering accuracy when table parsing is incorporated into the docu-

ment analysis process. This enhancement is particularly evident in documents

where structured data plays a crucial role in providing information, such as

MBR and SOP documents. The ability to accurately parse and interpret table

contents significantly enriches the generated responses, making it a key com-

ponent for any document question answering system dealing with similarly

structured documents.

While the systems showed the ability to capture the semantic essence of the

target answers, achieving high lexical and structural similarity remains a chal-

lenge. This discrepancy highlights the complexity of understanding and repro-

ducing human language nuances, emphasizing the need for further improve-

ments in semantic analysis techniques within document question answering

systems.

An additional key finding pertains to the challenges associated with table pars-

ing in documents such as MBRs and SOPs. The research identifies some dif-

ficulties such as inconsistent table representation and complex headers, which

significantly impact the parsing accuracy. Addressing these challenges, it is

possible to propose some guidelines aimed at improving table structure and

readability, thereby enhancing parsing efficiency. The guidelines not only

contribute to the field by providing a roadmap for better document design but

also underscore the nuanced complexities involved in parsing processes.

7.1.1 Impact of Table Parsing on Document Parsing Sys-

tems

The accuracy of table parsing significantly influences the overall performance

of document parsing systems. Precise table extraction enhances the integrity

and utility of the parsed document content by ensuring that critical structured
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data is accurately captured and interpreted. The experiments demonstrate that

documents with complex tabular data, such as MBRs and SOPs, significantly

benefit from table parsing. The comparative analysis shows that systems in-

corporating table parsing techniques handle complex tabular data more effec-

tively, leading to more accurate and reliable parsed documents.

7.1.2 Improvements inQuestionAnsweringResults through

Optimized Table Parsing

Integrating optimized table parsing techniques leads to substantial improve-

ments in question answering results. The inclusion of accurate table pars-

ing allows the system to extract and utilize structured data more effectively,

thereby enhancing the overall quality of the answers. This is particularly evi-

dent in the improved performance metrics (ROUGE, BLEU, and Cosine Sim-

ilarity scores) observed in the experiments. The ability to accurately interpret

table contents enriches the responses, providing more detailed and contex-

tually relevant answers. This demonstrates that optimized table parsing is a

critical factor in achieving high-quality question answering results.

7.1.3 Comparative Analysis of Parsing Tools and Models

The comparative analysis of various parsing tools and models reveals distinct

strengths and limitations. Form Recognizer demonstrated superior efficiency

in parsing structured PDF documents, benefiting from its optimization for such

formats. On the other hand, Unstructured showcased remarkable flexibility,

handling a wide range of document formats with a good level of efficiency.

Form Recognizer stands out as the best choice for parsing PubMedQA doc-

uments, excelling in extracting detailed numerical data and study outcomes

crucial for biomedical queries, especially when table parsing processes are

implemented. In contrast, Unstructured is competent in general information
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extraction and relies on table parsing for enhanced effectiveness. Table pars-

ing significantly improves precision and relevance in extracting detailed in-

formation from PubMedQA and MBR documents, ensuring compliance and

consistency in production contexts.

This analysis underscores the importance of selecting the appropriate parsing

tool based on the specific requirements of the document type and the desired

outcome of the parsing process. The choice of parser can significantly influ-

ence the accuracy and efficiency of handling tabular data, making it a crucial

consideration in system design.

The results presented in Table 7.1 and Table 7.2 demonstrate the substantial

improvements achieved through the implementation of table parsing processes

first in the document parsing and, consequently, in the question answering

tasks. It is important to note that these results presented in the tables below

are based on question answering over PubMedQA documents and MBR doc-

ument, as SOP documents are evaluated using Human Evaluation.

Table 7.1: Percentage of Queries with Scores above Thresholds With and Without
Table Parsing

Table 7.1 illustrates the percentage of queries that surpassed a selected thresh-

old for each involved metric, comparing four setups: Unstructured without

table parsing vs. Unstructured with table parsing; Form Recognizer without
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table parsing vs. Form Recognizer with table parsing. The thresholds are se-

lected based on the analysis of typical performance ranges observed in ques-

tion answering tasks, ensuring they represent a high level of performance.

For instance, when considering a BLEU score threshold of 10, the Unstruc-

tured parser improves from 50% to 80% with the use of table parsing, while

Form Recognizer sees an improvement from 20% to 40%. Similar improve-

ments are seen across all other metrics, such as ROUGE, and various Cosine

Similarity measures.

The results clearly show that the inclusion of table parsing significantly im-

proves the performance across all metrics. These results confirm the hypoth-

esis that table parsing strengthens both syntactic and semantic accuracy in the

responses generated during the question answering process over different doc-

uments.

Table 7.2 highlights the number of queries that scored 0 for each metric across

the four different setups. The data shows a significant reduction in the number

of queries with zero scores when table parsing is implemented. This reduction

in zero-score queries suggests that table parsing helps in capturing more rel-

evant and pertinent information, thereby enhancing the overall performance

and robustness of the document parsing and question answering systems.

Table 7.2: Number of Zero-Score Queries With and Without Table Parsing

For example, for the BLEU Score metric, the number of zero-score queries

decreases from 5 to 2 for Unstructured and from 10 to 7 for Form Recog-

nizer when table parsing is incorporated. This trend is also observed across

the ROUGE and Cosine Similarity metrics.

The Cosine Similaritymetrics, which include Bag ofWords, TF-IDF, Sentence
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Transformer, and Universal Sentence Encoder representations, are designed to

measure the semantic similarity between the target answers and the generated

answers. Unlike other metrics such as BLEU or ROUGE, which can return a

zero score if there’s no overlap in terms of n-grams between the reference and

the candidate text, Cosine Similarity metrics are less likely to produce a zero

score unless the compared texts are completely dissimilar or orthogonal in the

vector space.

In this context, the fact that there are no zero-scoring queries for Cosine Simi-

larity metrics suggests that the responses generated by the system, even with-

out table parsing, still bear some semantic similarity to the reference text.

However, it should be noted that while thesemetrics don’t produce zero scores,

the implementation of table parsing still improves the performance, indicating

that the generated answers become more semantically aligned with the target

answers.

To further explore the intricacies of document parsing, particularly in han-

dling structured data within documents like MBRs and SOPs, the subsequent

section delves into the specific challenges and guidelines for effective table

parsing.

7.2 Table Parsing: Challenges and Guidelines

The parsing of tables within documents, such as MBR and SOP documents,

presents several challenges. These challenges, which include inconsistent ta-

ble representation, complex headers, multi-line rows, and embedded instruc-

tions, require specialized and improved parsing techniques capable of han-

dling varied layouts and accurately extracting and interpreting the intended

information. This section provides guidelines to facilitate the parsing process

and to improve the creation of tables within these documents, aiming to en-

hance the accuracy and efficiency of future document parsing systems.
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7.2.1 Challenges for MBR and SOP documents

The layout and structure of MBR and SOP documents present unique parsing

challenges, particularly when it comes to tables. These challenges include:

• Inconsistent Representation of Tables: Tables are represented in dif-

ferent styles across documents, requiring varied parsing strategies.

• Complex Headers and Multi-line Rows: Tables often include com-

plex headers and rows that span multiple lines, making the parsing pro-

cess even more challenging.

• Embedded Instructions andConditions: Tables often contain instruc-

tions and conditions in addition to values, requiring context-aware pars-

ing.

• Identification of Relevant Data: Distinguishing between table data

and separate elements (e.g., headers or footnotes) can be challenging,

especially when non-table text is interspersed with table data.

7.2.2 Guidelines

To facilitate table parsing within MBR and SOP documents, the following

guidelines can be applied:

• Consistent Table Structure: Maintain a consistent table structure across

all documents to facilitate identification and parsing of table elements.

• Clear Delimiters: Use clear delimiters between different data points

within the same row to distinguish between different data points.

• Simplified Headers and Single-line Rows: Avoid multi-line rows and

complex headers to reduce parsing complexity.

• Separate Instructions and Conditions: Avoid embedding instructions

or conditions within table cells. Instead, add them as footnotes or in a

separate section.
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• Delineate Tables with Borders: Use borders to visually separate ta-

bles from other elements in the document, helping parsing algorithms

identify the start and end of the table.

These guidelines provide a guide for creating documents that are easier to

parse and analyze, while still conveying all necessary information. Under-

standing these parsing challenges underscores the need for strategic guidelines

to optimize table parsing within MBR and SOP documents. These guidelines

not only address current parsing complexities but also lay a foundation for

advancing document parsing technologies in various applications.

7.3 Implications for Future Research and Devel-

opment

The insights acquired from this analysis have several implications for the

future development of document question answering and document parsing

tasks.

Given the significant impact of table parsing on system accuracy, future re-

search should prioritize the implementation and development of advanced ta-

ble parsing techniques. This could involve exploring machine learning mod-

els specifically designed to understand and interpret complex table structures,

thereby enhancing the system’s ability to extract and utilize structured data ef-

fectively and efficiently. In this context, the guidelines suggested for enhanc-

ing table creation within MBR and SOP documents could serve as a valuable

reference, preparing for the development of documents that are more compat-

ible with advanced parsing techniques.

It is also important to highlight the necessity of tailoring parser selection to the

document’s specific needs. Future developments could focus on creatingmore

versatile parsing tools that combine the strengths of existing parsers, offering

both the efficiency in handling structured documents seen in Form Recognizer
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and the flexibility demonstrated by Unstructured.

Improving the semantic understanding capabilities of document question an-

swering systems is essential for bridging the gap between generated responses

and target answers. Future efforts could explore the integration of more so-

phisticated and advanced natural language processing models and techniques,

such as transformer-based architectures, to better capture and reproduce the

nuances of human language.

7.4 Concluding Remarks

This dissertation has highlighted the significant role of table parsing in en-

hancing document parsing and question answering processes. By delving

into the challenges of table parsing within specific documents such as MBRs

and SOPs, and offering targeted guidelines to overcome these challenges, this

work contributes to the advancement of document analysis technologies.

The identification of table parsing challenges and the establishment of guide-

lines not only improves parsing accuracy but also set the stage for future in-

novations. These insights encourage the development of parsing algorithms

tailored to the complexities of table structures, promising more robust and ef-

fective document question answering systems.

In conclusion, the findings underscore the crucial importance of table pars-

ing in the broader context of information retrieval and analysis. The progress

made in this dissertation sets the stage for future research to further enhance the

capabilities of document analysis systems, leveraging structured data to im-

prove information accuracy and relevance. Looking to future developments,

continued research and advancements in these areas will be essential to un-

lock the full power of unstructured data and to implement more intelligent,

efficient, and accurate knowledge management systems.
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