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Abstract

Since the construction of Von Neumann architecture, up to these days, computers have been
used to facilitate our everyday life by storing information and executing numerical calculations,
but most importantly to perform AI tasks. Over time, many circuits and algorithms have
been constructed to optimize the performance of these devices, granting access to more
sophisticated, complex tasks to be executed in a fast accurate manner. Nowadays, computers
are very efficient in task execution; However, traditional computing architecture is reaching
its limitation due to many fundamental problems, such as CMOS scalability limits(Moore’s
law), and the huge energy consumption due to the continuous information flow and conversion
between memory and processor.
In contrast, nature provided us a very compact, energy-efficient biological memory and
processor combined, the human brain. Functioning as a memory capable of self-learning and
processing incoming information, the brain houses approximately 1011 neurons, interconnected
with around 1014 synapses, contained within a volume of 140 x 167 x 93 mm3 and weighing an
average of 1.3 Kg. The most important property of the brain, apart from the huge number of
neurons, is the synaptic plasticity, enabling continuous information acquisition, modification
or erase through timing modulation of presynaptic and postsynaptic action potentials, this
action leads to a modification in the postsynaptic Ca2+ signal, resulting in long (short)-term
potentiation or depression.
Neuromorphic computing (NC) mimics brain performance, thus allow computing and storage
in a single unit (IMC), resulting an extremely short latency, and low energy consumption.
This approach is particularly useful in dynamic vision sensors in self driving cars, and event
driven sensors in robotics.
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Chapter 1

Introduction

Figure 1.1: Illustrative image of Von Neumann computing architecture, and Neuromorphic com-
puting architecture(inspired by [1]).

Due to the diversity of NC compared to traditional computing, many new research fields
emerged in search for new non-volatile (NV) materials, circuits and hardware engineering,
and training methods.
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1. Many materials were suggested to be used in this new computing technique. The most
promising are resistive switching materials that may exhibit a NV resistance change as
a response to an external applied stimuli such as:

Figure 1.2: a) Phase change material device, showing a crystalline/amorphous continuous phase
change upon heating (set), initiated by a positive pulse, and intermediate state
in the reset process, achieved by partial negative pulses. b) Different models of
ferrroelectric material devices. c) Different types of valence change material devices,
type 1 filamentary, type 2 interfacial, and type 3 redox-transistor. d) Conductive NW
networks, and different synapses(inspired by [2]).

• Phase-change materials (PCM) can exhibit a non volatile resistance modification,
due to the reversible stable crystalline and amorphous phases, controlled by heating.
The coexistence of the two phases may also be realized, therefore, these devices
may experience a continuum of resistances, limited by the crystalline phase ’LRS’,
and amorphous phase ’HRS’ [16].

• Ferroelectric materials exhibit a reversible resistance modification, due to the bipo-
lar domains polarization configuration, reversibly switched by an applied voltage
larger than the coercive voltage Vd

[17].

• Valence change materials (VCM) can exhibit a reversible resistance modification
due to ionic drift. Upon migration, many mechanisms can manifest such as the
formation of conductive filaments (of migrated ions, unbounded metals or formed
complexes) [18, 19], interfaces(through oxidation processes), or redox reactions [15, 20].

• Electrochemical metallization cells (ECM) exhibit a reversible resistance modifica-
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tion due to electrically induced ionic migration. Migrated ions are then attracted
toward the other extremity, where they start to deposit, and form conductive
bridges between the two electrodes, thus short circuiting the two [21].

• Nanowire networks (NW) can exhibit resistance modification due to filament
formation between overlapping NW conductive cores, or by nanogaps, initiated by
an applied pulse. NW networks were introduced to emulate brain’s random neural
connections, and high synapses density, the device structure is based on a highly
dense mesh of conductive NWs, covered by an outer insulating shell, randomly
drop-casted ontop of a substrate [22].

These materials offer numerous advantages such as size down to 2 nm [23], low production
cost, 3d stacking compatibility etc. However, almost all these models have common
issues regarding uncontrollable intermediate states, endurance, heat tolerance, unstable
on/off, temperature sensitive switch and other issues that must be addressed first before
mass production.

2. To achieve high connectivity, many architectures were adopted, the most promising is
the crossbar geometry(fig. 1.3), due to the high number of cross-points between rows and
columns (high synaptic density, between neurons) and the easy to fabricate structure;
However, other geometries have also been used, such as NW random growth, used for
reservoir computing. To implement these devices on a large-scale application, many
hardware approaches were adopted, traditional DL accelerators were adjusted to allow
NC, while new brain inspired operation (SNN), and other physics related principles
were proposed:

Figure 1.3: 4x4 crossbar hosting 16 devices, used to perform a VMM.

• Deep learning accelerators have shown to be achievable using memristors, and
hybrid (memristor/CMOS) units [24], while various deep learning (DL) models,
including perceptrons [25], multiple layer perceptrons (MLPs) [26], long short-term
memory (LSTM) based recurrent neural networks (RNNs), and convolutional
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Figure 1.4: Some used forward, and recurrent learning neural networks [3, 4].

neural networks (CNNs) [27], have demonstrated applicability using memristors, for
most typical supervised, unsupervised, and reinforced learning algorithms.

• Additionally, non-traditional hardware engineering based on spiking neural net-
works (SNNs) have been introduced. In this approach, crossbar geometry is used,
composed of bottom electrodes that acts as inputs, top electrodes that acts as
neurons, separated by memristive materials used to weight the generated current
(fig.1.3), each row is connected to an integrate and fire soma held at the corner of the
array. Overtime, voltages are supplied trough the inputs, resulting currents at the
neurons, weighted by the synapses conductance, the currents are then integrated
over time, once surpassing a certain threshold, an electrical pulse (spike) is released,
in this technique both storage and computing are performed through spikes [28, 29].
Spike information coding can be based on different features of the generated spikes,
such as rate within a given time window, latency between successive spikes, phase
with respect to a background signal, population etc. [5](fig.1.3).

• Other emerging hardware approaches inspired by neuromorphic and physics based
principles were also introduced, that by default, follow a spontaneous optimization
(path to solution) mechanism. These meta-heuristic approaches includes simulated
annealing (quantum-based annealers [30, 31], CMOS based annealers [32, 33]), evolu-
tionary algorithms [34],probabilistic bit logic [35, 36], and models such as Boltzmann
machines [37], and Ising model [38, 39](otical and coherent Ising machine [40, 41]).

• More complex hardware designs were also suggested, that consists on heterogeneous
neuromorphic accelerators, housing different neuromorphic technologies, each
optimized to perform a certain task.

3. Being a brain-like computing technique, NC was set to address many applications, that
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Figure 1.5: 1) A chip of neuron elements, an asynchronous digital transmitter for sending the
events generated by the neurons, a receiver block for accepting events from other
sources, a router block for communicating packets among chips, and a memory blocks
for supporting different network configurations.2) Integrate and fire functionality.3)
Spike information coding strategies a) Rate coding. b) Latency coding. c) Phase
coding. d) Rank-coding (spike-order coding). e) Population coding. f) Sparse coding
(taken from [5]).

Figure 1.6: Neuromorphic hardware implantation in a) robotics (Motor control, and event driven
sensors), and in b) biomedical applications, for artificial brain cells regeneration [2].

are not possible to be optimized by traditional Von-Neumann computing, due to many
fundamental issues, most are centered around short latency applications, such as event
driven sensors in robotics, and dynamic vision sensors in self driving cars, but also for
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data storage, and even for biological brain applications(fig.1.6):

• In robotics, neuromorphic devices were set to tackle three main areas, visual
perception, with suggestions of using neuromorphic based even driven visual
sensors [42, 43], input conversion into a useful signal to be sent to the motor, done
by a neuromorphic in or near sensor commuting [44], and motors control (reaction
generation) [43, 45]. Other sensing related applications were also suggested, such as
in chemosensors for olfaction, and chemosensation [46, 47], and in audition sensors [48],
for an artificial hearing, and other audio related tasks such as speech recognition
etc. [49].

• In self driving cars, for neuromorphic dynamic vision sensor (DVS), to encounter
many related problems that limits the achievement of high ADAS in traditional
DVS, such as the considerable latency among other.

• In biomedical brain applications [50], NC offers a more advantageous brain dys-
functions treatment over the already in use electronic devices [50–52], but also was
suggested for brain cells regeneration using artificial neuromorphic neuroprosthetics,
to create a biohybrid graft.

The main topic of this thesis is centered on two different resistive switching materials,
and their potential application in NC. The work will encompass fabrication, imaging,
and characterization of two different memristors, through methods such as IV, MR,
SEM, and AFM.
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Chapter 2

Theoretical background

2.1 Ferromagnetism

2.1.1 Introduction

Figure 2.1: Possible electron-electron bond, a) parallel orbit, anti-parallel spin configuration | ↑↓>,
and b) anti-parallel orbit, parallel spin configuration | ↑↑>(taken from [6]).

Ferromagnetism is a magnetic state, exhibited by some materials such as cobalt, and iron.
These materials have a huge permeability µ, caused by an internal magnetic response M to
applied magnetic fields(equ.2.1).

B = µH = µ0(H + M) (2.1)

The huge magnetic permeability µ, is mainly due to electrons intrinsic spins S. As atoms
starts to condensate, their energy levels overlap, and valence electrons bond to each other
following Pauli’s exclusion principle, which results two possible configurations, parallel spin,
anti-parallel orbit, or anti-parallel spin, parallel orbit, with a total intrinsic spin S=[1,0]
per bond, in some materials valence electrons are more energetically favorable to form a
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parallel spin, anti-parallel orbit(anti-bonding), and in addition the presence of a non vanishing
exchange integral, these materials will exhibit a spontaneous M, below certain temperature TC .

The exchange interaction between the materials spins can be direct(short-range), limited to
nearest neighbors, or indirect(long-range ∝ 1/r2 ), metals only experience direct interactions,
while insulators experience both, due to the absence of conduction electrons that usually
screens long-range effects in metals, which can result different types of interactions such as
super exchange, double exchange in some oxides, anisotropic exchange etc.

Figure 2.2: Schematic densities of states for a strong and a weak ferromagnet. The 3d↑-band is
full for the strong ferromagnet(taken from [6]).

The exchange interaction can be described by the Heisenberg Hamiltonian:

Ĥ = -2
∑

JijSi · Sj (2.2)

J = the exchange integral.
For J > 0,electrons spins are parallel aligned, and the material show an FM.
For J < 0,the spins are anti-parallel aligned, and the material is a non FM(fig.2.2).

Since ferromagnetism is an ordered state, it is temperature sensitive,limited by the Curie
temperature TC , above which, thermal fluctuations randomize the orientation of domains
magnetizations, thus resulting a zero net magnetization. In this case the material follow a
second order ferromagnetic/paramagnetic phase transition.

Ferromagnetic materials can be soft or hard, determined by the crystal properties such as
the exchange interaction, and magnetic anisotropies. Hard FM are characterized by a high
coercivity, making them difficult to magnetize, but also a big remanence, which allows them
to preserve their magnetization over a long period of time. Soft magnetic materials on the
other hand, have a very small coercivity, and an almost negligible remanence, making them
easy to magnetize and demagnetize(fig.2.3).
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Figure 2.3: Magnetization hysteresis loop of a) super-paramagnetic, b) soft ferromagnetic, and c)
hard ferromagnetic materials.

2.1.2 Magnetic Domains

Figure 2.4: a) Domains magnetizations alignment, in the presence of a uniaxial easy axis, and along
two axis. b) An energy landscape with metastable minima gives rise to remanence and
coercivity(taken from [6]).

In macroscopic systems, singularities such as vortices, dislocation, defects, walls form as a
result of energy minimization. Ferromagnetic materials tend to form magnetic domains to
reduce the overall energy ϵd (equ.2.3) of the system. In most cases, each domain has its own
saturation magnetization and direction limited by domain walls.

ϵd = -1
2

∫
Hd(r)Mdr3 (2.3)

ϵd = the energy term, expressed in terms of the volume integral of the dipole field Hd(r).

For a non-magnetized material, in the absence of magnetic anisotropy, the magnetizations
of the domains randomly orient, resulting a zero net magnetization. However, in most
cases, FM materials have direction dependent magnetic anisotropy(shape,magnetocrystalline,
induced), caused by the lattice cell, and/or crystal size, crystal deformation (see. (2.1.3)etc.
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At equilibrium, the magnetic domains will tend to align in a given direction, but with random
orientation, resulting a zero net magnetization. If the FM is subjected to an external field H,
higher than the coercive field Hc , all the domains magnetizations will align with the field
H, resulting a magnetization saturation. After the field is removed, the deformed domains
magnetizations rearrange, to re-achieve the initial equilibrium state, this will be observed
experimentally as a magnetization hysteresis loop.

2.1.3 Magnetic anisotropy

Magnetic anisotropy describes an angle dependent energy distribution in magnetic systems
(equ.2.4), as a consequence, the system will have an easy axis in a certain direction, upon
which the magnetization alignment will result an energy minimum.

Ea = K1sin2θ (2.4)

where θ is the angle between M and the anisotropy axis, K1 has units J/m3, with values that
may range from less than 1 kJ/m3 to more than 20 MJ/m3. Magnetic anisotropy is observed
in materials that have different dimensions, applied forces, or crystal symmetries, and can be
caused by:

1. Shape anisotropy: as a consequence of surface poles formed at the edges of an FM, a
demagnetizing field is generated between the opposing poles, with direction opposite
to that of the magnetization. In it’s simplest forms, Hd have a linear dependence on
the magnetization(in spherical shapes)(equ.2.5). If the Hd formed between poles is
not homogeneously distributed over the material’s geometry, magnetization will be
subjected to different fields, that will modify it’s orientation to follow the direction with
the smallest Hd.

Figure 2.5: a) Spherical FM with an isotropic demagnetization field. b) Prolate spheroid with an
easy axis in the z direction.

Shape anisotropy energy can be estimated as the energy difference between the easy
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and hard axis configuration(equ.2.6). The internal magnetic field:

Hk = (H0)k-γk(M0)k (2.5)

γ = demagnetization factor.
H0 = applied uniform external magnetic field.
(M0)k = magnetization at a given direction k.

∆ϵm = 1
2ϵ0V M2

s [12(1-N)-N)] (2.6)

N = demagnetizing factor in an easy direction.
N’= 1

2 (1 - N ). demagnetizing factor perpendicular to the easy axis.
Shape anisotropy affected by domains, thus it is mostly effective for small systems,
where it can reach up to 200 kJ/m3.

2. Magnetocrystalline anisotropy is a crystal symmetry related magnetic anisotropy, gener-
ated from crystal-field, spin-orbit coupling, and/or dipole–dipole interactions. Different
crystal symmetries, may result different anisotropy, with different energies and energy
relations:
Hexagonal lattice cell:

Ea = K1sin2θ + K2sin4θ + K3sin6θ + K ′
3sin6θsin6ϕ. (2.7)

Tetragonal Lattice cell:

Ea = K1sin2θ + K2sin4θ + K ′
2sin4θcos4ϕ + K3sin6θ + K3sin6θsin4ϕ. (2.8)

Cubic lattice cell:

Ea = K1c(α2
1α2

2 + α2
2α2

3 + α2
3α2

1) + K2c(α2
1α2

2α2
3). (2.9)

αi = are the magnetization direction cosines.

Hexagonal anisotropy(equ.2.8) can be simple-uniaxial, along an easy axis, or along easy
plane/cone(fig.2.6):

• For K1 = K2 = 0, the FM is isotropic.

• For K1 > 0 and K2 > -K1: the c axis is an easy axis.

• For K1 > 0 and K2 < -K1: the basal plane is an easy plane.

• For K1 < 0 and K2 < -K1/2: the basal plane is an easy plane.

• For-2K2 < K1 < 0: the ferromagnet has an easy cone .

Cubic structures(equ.2.9) can experience more complex anisotropy, usually along 3
different axis, labeled as easy,medium, and hard, determined based on K1c, and K2c.
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Figure 2.6: Magnetic phase diagram for uniaxial magnets. In the metastable regions, there are
two energy minima, at θ = 0 and θ = π /2(taken from [6]).

3. Induced anisotropy: is an artificial anisotropy, introduced by external forces. One way to
form an easy axis, is by applying an external magnetic field, during a thermally activated
diffusion in some alloys such as Ni80Fe20(fig.2.7). Easy axis can also be introduced by
an applied stress, that can lead in simple cases to a uniaxial axis formation with a
magnitude,Kuσ = 32 σλs . λs is the saturation magnetostriction.

Figure 2.7: Magnetization of a thin film with induced anisotropy created by annealing in a magnetic
field. a) ’sheared’ hysteresis loop, observed when H is applied perpendicular to the
alloy’s domains magnetizations. b) Open loop, observed after the formation process
was performed, while applying H parallel to the alloy’s domains magnetizations.(taken
from [6]).
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Figure 2.8: a) Energy band below TC , showing a Fermi level in the conduction band for the
majority spins, and a bandgap for minority spins density of states (taken from [7]).

2.1.4 Half metals

Half metallicity is a phenomenon experienced by some FM alloys, such as manganese per-
ovskite, La0.7Sr0.3MnO3(LSMO). Below TC , these materials have a metallic behavior for one
spin polarization, and an insulating behavior, for the other. This corresponds to the formation
of an energy gap for minority spin density of states. Upon charge transport these materials
can result completely spin polarized currents up to 100% theoretically.
Close to TC , order is destroyed by thermal fluctuations, and the material follows a second
order FM/paramagnetic phase transition. At temperatures near TC a huge colossal mag-
netoresistance (CMR) will be observed(due to the FM/Insulator phase change), while at
temperatures higher than TC , this material behaves as a normal insulator [7].
This remarkable property made them of a great interest as spin injectors in spintronics(exp.
in spin valves).

2.2 Organic semiconductors

Organic semiconductors are materials composed of low molecular weight materials and
polymers. Carbon atoms tend to form an sp2 hybridization, by promoting an s electron
to the empty pz orbital, then two states are formed between the molecules, an in plane σ
bond, due to a direct binding between the molecules s, px and py electrons, and a second
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state perpendicular to the plane π, formed by an indirect bonding between pz electrons of
the two atoms. Valence electrons may follow a bonding process, leading to parallel orbital,
anti parallel spin configuration, and form a stable σ,π bonds, or an anti-bonding process, by
an anti parallel orbit, parallel spin configuration, leading to an unstable σ∗, π∗ states. The
molecular energy levels can be represented by two regions, filled states, represent stable σ,
and π energy levels, and empty states, of excited σ∗, and π∗ energy levels [8].

Figure 2.9: Different types of bonding between two molecules, and their energy levels (taken
from [8]).

At close separating distances, molecules may form crystals, via inter-molecular Van der Waals
bonds, however, with a lower melting point and hardness compared to the covalently bonded
inorganic counterparts, due to the weak bonding forces.

Molecular semiconductors are characterized by a completely filled HOMO, and empty LUMO
bands, separated by a small bandgap that lies for most components in the visible range.
Free carriers can be generated by molecular energy absorption (thermal-photon-electrical
etc.), leading to molecular excitation(mostly π-π∗ transition), that may lead to (electron-hole)
generation free to move in the LUMO band in between molecules. After a period, the free
charge can encounters another excited molecule (a vacancy in the HOMO), then the free
charge fill the vacancy, thus stabilizing the molecule(π∗-π transition), and releasing energy
(phonon/photon) in the visible range.

Charge transport in OS can range between two extreme mechanisms, band transport in highly
ordered crystals, while through hops in disordered amorphous solids :

• Band transport in OS, is usually observed in highly purified molecular crystals [8], the
mobility have the same temperature dependence as it’s inorganic counterparts, µ ∝ T-n

with n = 1, however at much lower magnitudes( 1 to 10 cm2/Vs at room temperature).

• In amorphous OS solids, the random distribution of molecular orbitals result a Gaussian
distribution of HOMO-LUMO state. In this case charge transport manifest via hopping
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Figure 2.10: a) Energy states distribution for a single molecule, crystal, and amorphous solid. b)
Absorption energy spectra comparison between different phases(taken from [8]).

mechanism between localized molecular orbitals, resulting in a much lower mobility
≈10-3 cm2/Vs, that depends on both temperature and applied electric field (equ.2.10).

µ(F, T ) ∝ exp(-∆E/kT ).exp(β
√

F/kT ) (2.10)

Charge transport in MS is affected by many parameters such as charge carrier density(equ.2.11),
and the effective density of states N0. MS charge density is orders of magnitude lower than
the inorganic SC. To overcome the low intrinsic carriers density, carriers can be injected to
the system, either by doping, direct contact injection, or photo-generation.
nOS ≈ 1cm-3 for a typical Eg=2.5eV, and N0=1021 cm-3.
nSi=1010 cm-3, for an Eg=1.12eV, and an N0=10-19 cm-3.

ni = N0.exp(-Eg/2kT ) (2.11)

Amorphous semiconductors are characterized by having a Gaussian HOMO-LUMO energy
distribution, with an energy gap(Eg=[1.5;3]eV) that lies in the visible range, thus they are
perfect white light absorbers (fig.2.10). Other important optical property in MS, is related
to the presence of a well defined spin states(singlet| ↑↓⟩/triplet| ↑↑⟩), and a weak crossing
between the two, which sets a higher limit for electroluminescence quantum efficiency in
OLEDs.

2.2.1 Tris(8-hydroxyquinoline)-A(III)

Tris(8-hydroxyquinoline)- A(III) is a molecular semiconductor that consist on a coordination
complex between an A post transition metal(III), such as Al, Ga, and three quinoline lig-
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ands(fig.2.11). Apart from being the most used molecules in OLEDs, these molecules are also

Figure 2.11: Aluminum(III) Tris(8-hydroxyquinoline)(Alq3) molecule.

used in spintronic applications due to their efficiency in spin and charge transport [15, 53], mainly
due to the low spin-orbit, as a result of the small atomic numbers constituting these materials,
and particular molecular structure, and the suppressed hyperfine interactions, due to the use of
integer atomic number atoms ( D2 instead of H1 etc.). These materials have shown extremely
long spin-orbit, and hyperfine related spin relaxation time, up to a milliseconds observed exper-
imentally, and even seconds theoretically [54], therefore, they are very efficient in spin transport.

λs =
√

(Dhop + Dex)τs (2.12)
With Dhop, and Dex the spin diffusion constants due to hopping, and exchange coupling,
consecutively, while τs is the spin relaxation time.

2.3 Charge transport in disordered solids

In sufficiently disordered solids such as amorphous MS, oxides, polymers... Bloch’s band
theory no longer applies, instead, energy states must be considered as localized. Unlike band
transport in crystals, disordered solids transport manifest via hopping mechanism between
localized states. Hopping may follow many mechanisms(fig.2.12), depending on the type of
material, and thickness of the transport medium.

Many models were constructed to describe hopping mechanisms, most of them are solutions
to the master equation (equ.2.13) [10].

∂

∂t
fi(t) = −

∑
j ̸=i

Wji

[
fi(t)(1 − fj(t))

]
+
∑
j ̸=i

Wji

[
fj(t)(1 − fi(t))

]
− λifi(t) (2.13)

fi(t) = the probability that the site i is occupied.
(1-fj(t)) = is the probability that the state j is unoccupied.
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Figure 2.12: 1) Nearest neighbor hopping, and 2) variable range hopping mechanisms between
localized states(taken from [9]).

Figure 2.13: a) Traps energy band, in the band-gap. b) Traps levels,located at one of the energy
bands. c) Completely separated localized band, generated by free traps (taken
from [10]).

Wij = the transition rate from i to j state.
λi = the decay rate of the excitation at site i.

To solve the master equation, the transition rate must be evaluated first. Two assumptions
where used to find Wij , the first constructed by Anderson, and is based on a phonon-assisted
tunneling mechanism, the resultant expression is known as Miller-Abrahams hopping model.

Wij = ν0exp(−2γ|Rij|)
exp

(
− (ϵj−ϵi)

KT

)
, if ∀ϵj > ϵi

1, else

ν0=Phonon frequency.
γ= the inverse localization radius.
Rij= distance between site i and site j.
ϵi/ϵj= energy levels of site i and j.
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The second model, based on polaronic induced hopping. In this model transition between two
sites is only possible if the two have the same energy levels, in other words, when the total
energy of the carrier do not change upon hops, Wij was found to be:

Wij = J2

ℏ
π√

2UbkT
exp

(
− Ub

2kT

)
· exp

(
−(ϵj − ϵi)

2kT
− β(ϵj − ϵi)2

8kTUb

)
)

(2.14)

J= parameter related to the overlap integral, J= J0exp(−2γ|Rij|).
Ub= polaron binding energy.

Based upon one of the Wij models, many model were constructed to describe hopping using
different assumptions to simplify the relation, such as uncorrelated systems, and/or small
deviations from equilibrium, which leads to linearization of (equ.2.13). Notable to mention is
Mott’s variable range hopping (VRH)(equ.2.15),Ambegaokar’s Percolation, mean medium
approximation of Gaussian(MMA), and energy-space aster equation(ESME)...

Wij = ν0exp

−γ

(
1

8γκπρ

1
T

)1/4

− 1

κT 4
3

(
1

8πγκρ
1
T

)3/4
ρ

 (2.15)

Wij ∝ exp
[
−
(

T0
T

)1/4
]
.

To computationally describe hopping models, other approach was introduced by Bässler,
based on Monte-Carlo simulations. The main difference between Bässler’s MC, and the master
approaches, is that one is based on averages via computationally intensive renders of particles,
while the other deals with averages via occupation probability.

Bässler and Coworkers were able to construct a low-field charge-carrier mobility model(equ.2.16),
while other master based mobility expressions discussed in section(sec.2.2)(equ.2.10), show a
temperature, field, and localized states concentration dependence(equ.2.17) :

µ = µ0exp

-
(

2
3

X

KBT

)2
 (2.16)

X = the standard deviation of the Gaussian energy distribution.

σ = σ0 exp
- γ

αN
1/3
0

 (2.17)

N0 = the concentration of randomly distributed sites. σ0 = concentration independent.
α = is the localization radius.
γ = a numerical coefficient.
As for the temperature dependence of the conductivity, many models were constructed, in
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Figure 2.14: Space-Charge-limited current for Perc, MMA, and ESME, using a=1 nm, γ=a/10,
T=300 K, σ4kT, ν0=1012 s−1(taken from [10]).

terms of concentration and DOS.

In MIM junctions, transport can manifest between two metal electrodes via direct tunneling
if the insulating layer is thin enough. A model was constructed by Simmons [55] to describe
direct tunneling for thicknesses below 2 nm (equ.2.18).

J = a × V + b × V 3 (2.18)
a and b: parameters that depends on the shape of the barrier.

For thicker insulating layers, typically above 6 nm, inelastic hopping via chains of multiple
localized states was proven to be the most adequate [14] (equ.2.19), the expression shows
voltage dependent terms, weighted by the conductance of each channel.

G(Ω-1) = σ0 + σ1 × V c
1 + σ2 × V c

3 + ... + σN -1 × V c
N (2.19)

W:conductance.
σ: conductance at a given channel.
cn:4

3n.
N: the number of hopping channels considered in the model.

G(Ω-1) = σ0 + σ1 × T c
1 + σ2 × T c

3 + ... + σN -1 × T c
N (2.20)

W:conductance.
σ: conductance at a given channel.
cn:4

3n.
N: the number of hopping channels considered in the model.
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2.4 Magnetotransport

Ferromagnetism can influence thermal, electrical and optical properties of solids, leading to
different magneto-correlated effects such as magnetocaloric, magnetoelectric, and magneto-
optical Kerr effects.

Magnetotransport describes electrical transport under the influence of a magnetic field,
many magnetorestive and Hall effects fall into this category, to evaluate this effect, the
magnetoresistance (MR) is used, and it describes how the electrical resistivity of a sample is
affected by an applied magnetic field B:

MR = ρ(B)-ρ(0)
ρ(0) (2.21)

Where ρ(B) represents the resistivity influenced by a magnetic field B, and ρ(0) denotes the
resistivity in the absence of any magnetic influences.

2.4.1 Anisotropic magetoresistance

Figure 2.15: a) AMR of a permalloy film, and b) its angular dependence(taken from [6]).

In a spontaneously magnetized FM, conductivity is dependent on the relative orientation
of an applied electrical current, with respect to the magnetization direction. This effect is
called anisotropic magnoresistance (AMR), and is attributed to the spin-orbit interaction
at the (s-d) states, resulting a mixing of up and down spins, thus introducing a scattering
probability between up(down) to down(up) spins.
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ρ(θ) = ρ∥ + ∆ρAMR.cos2(θ) (2.22)

θ = the angle between magnetization and applied current direction.
∆ρAMR = ρ(∥)ρ(⊥).

2.4.2 Colossal magnetoresistance

Figure 2.16: Huge, negative CMR effect, observed around TC , in La0.7Ca0.3MnO3 when subjected
to 10 T magnetic field, below Tc, both resistivities decrease, and coincide at very low
temperatures, where the CMR is no longer effective.(taken from [6]).

Another MR was observed in double-exchange materials (such as LSMO half-metal). Upon
replacing a fraction x of La3+ with bivalent ions, approximately 1-x of the manganite adopts
the Mn4+ state. At a specific fraction x, the structural distortion diminishes, transforming
the material into a half-metal below the critical temperature (TC), and an insulator above.
Around TC , these materials exhibit a remarkable negative magnetoresistive effect, peaked at
TC , known as the colossal magnetoresistance (CMR), caused the FM/Insulator second order
phase transition.

21



Chapter 2. Theoretical background 2.4. Magnetotransport

Figure 2.17: A ferromagnetic multilayer separated by a metallic non FM spacer, a) in the absence
of a magnetic field, the magnetizations are in an anti-parallel configuration, upon
charge transport, both majority and minority will have the same resistance. b)
In the presence applied field resulting a parallel magnetization configuration, all
magnetizations will align with the field, upon charge transport, majorities will have
scattering free, while minorities suffers scattering at each layer, resulting difference in
the resistances (taken from(taken from [6]).

2.4.3 Giant and tunneling magnetoresistance

Giant magnetoresistance is another manifestation of magnetoresistive effects, observed when
two ferromagnetic (FM) materials are separated by a non-FM, metallic spacer.
This effect was first discovered in 1988 by Albert Fert and coworkers, and Peter Grünberg an
coworkers separately, in a Fe-Cu multilayer, where they observed a huge MR reaching up to
40% (fig.2.18).
The mechanism can be understood using Mott’s two electrons conduction model. If one
spin electrons mean free path exceeds the FM/Spacer stacking period, and differs from
the other spin, a GMR is observed, as a consequence of spin scattering of majorities and
minorities, mainly at the spacer/FM interface. Typically, the layers are stacked in anti-parallel
configuration, under an applied current, the two spins follows a spin scattering based on
their orientation relative to the magnetization of the FM layer, causing up-facing spins are
scattered by down-facing magnetization, and vise versa. In this configuration the resultant
resistance from both spins is identical(equ.2.23). However,if a magnetic field is applied,
the FM magnetizations will align with it, and upon transport, majorities experience a spin
scattering free transport, while minorities experience scattering at each FM layer. The two
configurations have different resistances.
The resistance can be written as(equ.2.24).

Rap = (R↑ + R↓)/2. (2.23)
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Figure 2.18: a) GMR ratio reported by Fert et. al [11], observed in an FM/Metallic multilayer
heterostructure. b) TMR %, measured in an FM/Insulator(MgO) multilayer het-
erostructure(taken from [6]).

R-1
p = R-1

↑ + R-1
↓ . (2.24)

The GMR ratio is defined as the difference between the two configurations, divided by the
AP resistance.

∆R/R = (RAP -RP )/RAP . (2.25)

If the spacer is an insulator, FM/insulator/FM devices exhibit a tunneling magnetoresis-
tance(TMR)(chap.5). Charge transport in these devices is similar to a MIM, described
by [14, 55], while for spin transport, devices exhibit a low/high resistive state for a P/AP
configuration, switched by an external magnetic field, due to scattering mechanisms discussed
for FM/M/FM multilayer.

This effect was fist observed in AlOx spacers, then a bigger effect was reported in MgO. These
heterostructure acts as a near-perfect spin filter at P configuration, allowing (almost)only
majority related current to be generated, while blocking minority current. The positive TMR
values can exceed 200% at room temperature.
To estimate the TMR in terms of spin polarization, a simple model formalized by Jullière can
be used(equ.2.26).

MRmax = 2P1P2

(1 + P1P2)
. (2.26)

where
Pi = (D↑(ϵF )-D↓(ϵF ))/(D↑(ϵF ) + D↓(ϵF )) (2.27)

D(ϵF ) = the interfacial density of states at the Fermi level for the particular spin-up or
spin-down bands.
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Chapter 3

Fabrication processes

3.1 Substrate cleaning and storage

Surfaces represent crystal boundaries with empty space, caused by an abrupt interruption of
crystal periodicity, as a result, atoms at surfaces are more energetic than in the bulk, due to
missing bonds. To lower their energy, surface atoms reorganize themselves by forming bonds
in between, and in most cases, a surface reconstruction manifest, and a new crystal lattice at
the interface is formed. Surfaces are the doorways of the crystal bulk, and in direct contact
with the crystal surrounding, thus are usually exposed to free molecules in the surrounding
environment, that may physically or chemically bond to it (physisorption-chemisorption),
resulting surface contamination.

Figure 3.1: a) Crystal FCC bulk lattice, and hcp surface lattice, obtained by a surface reconstruc-
tion process(surface relaxation). b) Surface contamination by water molecules,(both
physisorption-chemisorption). c) Surface contamination by CO2 molecules(both
physisorption-chemisorption), system relaxation was performed, using DFT based,
quantum espresso simulation.

24



Chapter 3. Fabrication processes 3.1. Substrate cleaning and storage

Surface contamination is sometimes intentional, however, in most cases, contamination is
undesirable, particularly in high-purity device fabrication, as contaminants may affect deposi-
tion rate, and purity of the device, thereby its properties.

Surface cleaning is a critical step in sample preparation, aimed to eliminate unwanted contam-
inants. Various techniques have been developed, for different types of cleaning such as gross
cleaning, to eliminate large amounts of materials, done by stripping, abrasive cleaning using
sandpaper or abrasive powder, chemical etching, electro-cleaning, fluxing, and deburring etc.
Specific cleaning on the other hand, is employed for particular types of contaminants, such as
particulates and hydrocarbons. In this process water or other polar solvents can be used to
remove ionic contaminants, while non-polar solvents like chlorinated hydrocarbons to remove
non-polar contaminants like oils. Cleaning processes can be performed at room temperature,
however elevated temperatures are often employed to enhance solute in solvent solubility.
Cleaning processes can also be performed using gases or even plasma, in this technique,
high-energy ions are generated through a Radio Frequency (RF) source, and attracted towards
the targeted surface by means of a sheath potential. When accelerated ions/excited species
bombard the surface, they transfer their kinetic energy to the surface, thereby augmenting
the surface’s overall energy(sheath potential). Consequently, this energy increase facilitates
the rupture of bonds formed between the surface and contaminants(fig.3.2).

Figure 3.2: Plasma cleaning.

After the cleaning process, surfaces are usually rinsed with distilled water, particularly when
soaps and detergents are used during cleaning, to eliminate any left-off residues. Then a
drying process is usually performed to extract any moisture left after the washing process.
For this purpose, different techniques can be used such as vapor drying, wiping, blown drying,
or annealing.
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Surface recontamination is very probable and can occur whenever the surface is exposed to
the environment, subsequently in handling, transfer, or storage, thus, stringent protocols are
enforced to lower as much as possible surface recontamination:

• In handling the sample, tools are used to avoid direct contact with the sample active
surface region, and for that purpose gloves, tweezers, and other tools are used.

• For storage, plastic bags and polymers are avoided, especially if in direct contact with
the sample active area, and instead glass containers are used.Storage can become more
appropriate, by placing the sample in a vacuumed chamber(active storage).

• Since cleaning, storage and deposition chambers are usually physically separated, the
sample must be transferred in between, which impose the risk of recontamination,
therefore shortening the exposure time by swift transfer is very important to lower the
contamination.

Figure 3.3: a) Laminar flow cabinet: 1) cleaning solvents(acetone-isopropanol), 2) Ultrasonic
cleaner. b) active storage box.

3.2 Deposition techniques

3.2.1 Introduction

Most materials growth and deposition can be grouped into two approaches: top-down and
bottom-up. The first involves methods that initiate from a highly pure single crystal bulk,
previously obtained by single crystal growth techniques, such as Bridgman, Czochralski, PVT,
solution..., then scale down in thickness by slicing process, cutting wafers as thin as 0.2 mm,
then many top-down processes may be applied, such as PL,EBL...
On the other hand, bottom-up approach involves processes that starts at the atomic level,

and scale up to a few nanometers/hundreds of nanometers. This approach is primarily utilized
for thin film deposition, using various techniques like PVD, CVD, MBE, and inkjet printing.
Although bottom-up techniques are atomically precise, and generate very small amounts of
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Figure 3.4: Top-down, bottom-up nano-fabrication steps.

waste, these techniques cannot be applied to large-scale deposition; This limits its applications
in industrial mass production. Instead, top-down approaches such as PL are employed.

3.2.2 Physical vapor deposition

Physical vapor deposition is a widely used thin film deposition technique, initiated from
a vapor generated by heating of powder or liquid using annealing or other means such as
electron beam, the generated vapor of atoms/molecules are then transferred to the sample’s
surface where they condensate.

PVD consists on vapor transfer between two regions, thus lower vacuum is always desirable to
lower scattering probability of vapor atoms/molecules by residual gases, however, low vacuum
can also be used in this technique, based on the desired deposition rate, reactivity of the
vapor with residual gas, and the tolerable impurities in the deposit film. At UHV materials
follow a “line-of-sight" trajectory, with little/no collisions with molecules contained in the
space between source and sample, which results a deposition rates(equ.3.1) between 1-10 nm
per second in case of resistive annealing PVD.

dN

dt
= 2πmkT · C − 1

2(p∗ − p)sec−1 (3.1)

Where dN = number of evaporating atoms per cm2 of surface area.
C = constant that depends on the rotational degrees of freedom in the liquid and the vapor.
p* = vapor pressure of the material at temperature T.
p = pressure of the vapor above the surface.
k = Boltzmann’s constant.
T = absolute temperature.
m = mass of the vaporized species.
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While the flux distribution can have different shapes and dependencies. In case of low
evaporation rates, with a small angular distribution, F have a simple cos dependence(equ.3.2):

dm

dA
= E

πr2 cosϕ.cosθ (3.2)

where dm/dA is the mass per unit area.
E = the total mass evaporated.
r = the distance from the source to the substrate.
θ = the angle from the normal to the vaporizing surface.
ϕ = the angle from the source - substrate line.

Figure 3.5: Resistive heating PVD, and E-beam PVD.

Materials are usually heated by direct resistive heating, for temperatures below 1500°C, while
using other means such as electron beam, for desired temperatures above 1500°C. In resistive
heating, high resistive materials such as Tungsten and Molybdenum can be used to achieve
high heat energy by currents generated by voltages below 10 V. Resistive materials are usually
coiled around a crucible containing the material to be vaporized to preserve the melt(fig.3.5).

High energy e-beam heating is typically used for refractory metals, ceramics, glasses. An
e-beam is generated from an electron gun (thermionic emitting filament) operating at about
(10–50) kW, the beam is then accelerated by an applied potential of (10–20) kV, and focused
by electromagnetic focusing lenses into the target source, some of the transferred energy will
be converted into heat that will cause the vaporization of the material. This method can
achieve vaporization rates as high as (few Kg/h), thus causing a very high vertical/horizontal
deposition rates.
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3.2.3 Lithography

Figure 3.6: Top down approach, starting from a single crystal bulk growth, and different types,
followed by a lithographic fabrication process.

Lithography is a patterning technique, performed by a light/particle source to pattern a
functional polymer(photo/electro-sensitive) (resist), coated ontop of a sample’s surface prior
deposition, which allows an easy removal of unwanted (patterned/unpatterned) regions, after
deposition, by lift-off processes.
Patterning is characterized by it’s resolution, and depth of focus.

R = λ · K1

NA
(3.3)

NA = nsinθ (3.4)

λ = the wavelength of the used light.
NA = the numerical aperture of the projection optics.
n = reflective of the output medium.
θ = the maximum half light cone exciting the lens.
K1 = a factor dependent on the technological process.

DoF = k2
λ

n(sin θ)2 (3.5)

K2 = a factor dependent on the technological process, takes into account.
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3.2.3.1 Types of lithography

Lithography patterning can be performed using:

• EM radiation, such as UV/EUV, with a setup almost identical to an OM. First, a
generated light(UV-lamp etc.) is collimated by a collimator, shaped by a mask, then
focused by a second lens (used to decrease the dice size), before is subjected to the area
to be patterned. This technique can achieve resolutions up to 22 nm (EUV).

• E-beam (Gaussian beam electron lithography), can be used to perform both mask, or
maskless patterning, with resolutions up to 45 nm. The setup, and operation mode are
very similar to a SEM.(see.4.6).

3.2.3.2 Resists

Prior to patterning, the sample surface have to be coated by a (photo/electro sensitive) resist.
During patterning, the resist properties are modified(chain-crosslink or chain-break), then
after deposition, unwanted regions can be easily removed.
The energy needed for an efficient patterning, in relation to the thickness of the resist layer,
can be estimated using (equ.3.6).

TE(E)
T0

= γln

(
E0

E

)
(3.6)

TE= the thickness that can be modified at a given energy E.
T0= the thickness of the resist.
E0= the energy needed to modify the resist layer of thickness T0.
E= the applied energy.
Resists may be grouped into two categories:

• Positive resists are (Photo/electro-sensitive) polymers. Upon exposure, the polymer
chains follow a bond-break, affecting the solubility of exposed regions (more soluble
compared to the unexposed parts). During the liftoff process, only exposed regions are
removed.

• Negative resists are (Photo/electro-sensitive) polymers. Upon exposure, the polymer
follow chain bonding or cross-link, which affects the solubility of the exposed regions (less
soluble compared to the unexposed parts). During the liftoff process, only unexposed
regions are removed.

3.2.3.3 Electron Beam lithography

EBL is widely used in laboratories due to the lower patterning costs, wast production,
compared to photolithography, even-if at the cost of a slight decrease in the patterning
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resolution.
EBL can be performed in a maskelss manner, using a Gaussian energy distributed electron
beam, generated by an electron gun, accelerated by an anode, focused by electromagnetic
lenses, and patterned by an XY deflection lens, or by masking, using a wide homogeneous
beam, obtained by an electromagnet collimator lens, then shaped by multiple deflection
and masking processes, resulting a final shaped electron beam. This method offers higher
patterning speed compared to GEBL. Even faster patterning can be achieved, using multiple-
electron beam, with production that can reach few wafers per hour, compared to electron
shaped lithography that can take about 10 hours to pattern a 300 mm wafer with 65 nm
design rules [56].
Incoming electron beam can interact with the sample by following an elastic scattering, where

Figure 3.7: Negative resist cross-linking, and positive resists bond breaking of regions exposed by
electron beam.

electron beam follow direction change, without any loss in it’s initial energy(back-scattered by
atomic nuclei), or can follow a direction change accompanied by energy exchange either with
atomic nuclei, or electrons of the sample(inelastic scattering), leading to secondary electron
emission-xray emission-Auger-phonons(see.4.6).
Many fundamental concepts imposes limitations on the EBL resolution, such as the electron
bunching limit(Heisenberg uncertainty principle(equ.3.7).

∆x∆p ≥ ℏ (3.7)

Resolution is also affected by the resist sensitivity(equ.3.8), that determines the minimum
amount of electrons Nmin for the resist to be modified(equ.3.9)(about 100 e−), this limits the
smallest pixel width lp(patterning resolution), capable of modifying the exposed resist(for S
= 10µC/cm2,lp=1.26×10−6cm).

S = e · Ne

A
(C/cm2) (3.8)
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Nmin =
S · l2

p

e
(3.9)

A third limitation is imposed by charge transport related phenomena: spatial charge,spherical
and chromatic aberrations, generated by the electromagnetic lenses, and structures used to
shape the beam.

3.3 Vacuum deposition chambers

3.3.1 Introduction

Many widely used device fabrication and characterization techniques such as molecular beam
epitaxy(MBE), physical vapor deposition(PVD), and sputtering are carried out in vacuum.
One fundamental reason is to minimize scattering probability of the transferred materials
by residual gases, thus to achieve a ’line-of-sight’ transfer. Equally important is to avoid
contamination, and achieve a highly pure deposited layers [12].

Vacuum is evaluated based on particles density in the chamber, compared to the atmospheric
density, and is represented in units of pressure (mbar-Torr).

Particles density can be estimated using the ideal gas relation:
PV = nRT (3.10)

with P = the total pressure.
V = the total volume.
n = the number of moles of gases.
R = the gas constant.
T = the temperature.

Surfaces recontamination period is determined by the sticking coefficient, and the exposure
dose. The sticking coefficient can be quantified as the ratio between the fraction of particles
that stick on the surface, with respect to the total incoming number of particles. This
parameter is totally dependent on both incoming particles and surface potential. In most
cases, for most materials, surfaces have high energy, thus they tend to form bonds with
contaminants to reduce their energy. The exposure dose is another important parameter, that
affects the surface purity. It depends on both exposure period, and density of the exposure
gas, this parameter is measured in Langmuir (L), where one Langmuir corresponds to an
exposure of 10-6 Torr during one second.
Contamination can be controlled by controlling the dose, either by the exposure period or
density of the exposure gas(equ.3.11). When an extremely pure fabrication is desired, the
dose is lowered by lowering the density of the exposure gas, that can be done by operating
under UHV 10−10 − 10−11 mbar.

xy[L] = x × 10-n[Torr] · y × 10n-6[s] (3.11)
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Where xy is the desired Langmuir, that can be obtained by varying the pressure term (gas
density) and the exposure time term, relatively to each other so the final product will give
the desired L.

3.3.2 Gas flows, and vacuum regimes

Figure 3.8: Different gas pumping flows: viscous flow when the molecular mean free path (λ) is
much lower than the pip radius (r), Turbulent when Reynolds constant > 2200, and
Laminar when Re< 1200. Knudsen flow, or transition flow, λ=r, and molecular flow
when λ>r.

Vacuum can be low, starting from atmospheric levels, up to 1 mbar, high, reaching pressures
up to 10-6 mbar, ultra-high, with pressures > 10-10 mbar, or extreme up to 10−12 mbar.

Chamber gas exhaustion, can follow three types of flows:

1. Viscous or continuum flow: is dominant at rough range(atmospheric pressure-100 mbar),
when the molecule’s mean free path is considerably shorter than the diameter of the
pipe (λ < d), thus when intermolecular collisions are much probable that collision with
the chambers walls.
Viscous flow can be turbulent, if the moving medium follow a vortex motion, or
laminar/layer flux, if moving in layers on top of each other. The type of the viscous flow
can be determined by the dimensionless Reynolds constant Re, a product of the pipe
diameter, flow velocity, density and reciprocal value of the viscosity (internal friction)
of the flowing gas. For Re > 2200, the flow is turbulent, while for Re < 2200, laminar
flow is dominant.
The maximum exhaustion intensity is determined by the ∆Pcrit, any further increase in
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the pressure difference ∆P > ∆Pcrit, will not result any increase in the flow intensity,
and the flow will be choked.

2. Knudsen flow: is a transition flow between viscous, and molecular flow, observed when
the mean free path of gas particles λ ≈ pip diameter.

3. Molecular flow: is observed at high and untra-high vacuum regimes > 10-5 mbar, when
the gas molecule mean free path λ >> d, thus particles and molecules collisions with
chamber walls becomes more probable, than to follow intermolecular collisions, leading
to adsorption of free molecules on the inner walls of the chamber. For HV regimes,
the (molecules adsorbed/free molecules) ratio is about 103, but can reach up to 109 at
10-11mbar(in a sphere of a 1 L volume). The monolayer formation time τ in HV, is only
a fraction of a second, while it can reach up to hours in UHV.

∆Pcrit = P1

1-
(

P2

P1

)
crit

 (3.12)

For air, 20°C, the critical value (P1
P2

)crit=0.528.

3.3.3 Pumping speed

Pumps are evaluated by their effective pumping speed in direct connection, however, pumps
are usually connected to the chamber through connections such as pipes, comprising valves,
separators, cold traps, that lower the pumping speed, due to friction of gas molecules during
pumping (equ.3.13).

1
Seff

= 1
S

+ 1
C

(3.13)

Seff = the effective pumping speed.
S = the pumping speed.
C = the total conductance of the connection system.
C can take the form (equ.3.14), in a series connection, and (equ.3.15) for a parallel connection.
It should be noted that C depends also on the type of flow, therefore on the operating pressure,
and the shape of the pip(radius,length) (equ.3.16).
Total capacitance for multiple connections, attached in series:

1
C

= 1
C1

+ 1
C2

+ ... + 1
Cn

(3.14)

Total capacitance for multiple connections, attached in parallel:

C = C1 + C2 + ... + Cn (3.15)

C1,C2,...,Cn = the capacitance of different connection components.
Capacitance dependence on pressure, pip size and cross section radius, in the viscous flow:

Cvis = 138 · d4

l
·
(

P1 + P2
2

)
. (3.16)
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Figure 3.9: Vacuum connections in series, and parallel.

Capacitance dependence on the pressure, pip size, and cross section radius in the viscous flow:

Cmol = 3.81 · d3

l
·
(

T

M

) 1
2

. (3.17)

d: pip diameter.
l: pip length.
(P1 + P2)/2: average pressure.
M:molecular mass.
T: temperature.

3.3.4 Pumps

To establish vacuum, pumps are used to exhaust gas molecules/atoms from the chamber to
be vacuumed. Pumps are many, but can be grouped into two main categories:

• Compression pumps, in this type, gases are transferred to the atmosphere via multiple
compression stages.

• Condensation pumps, in this type, gas molecules to be removed, condense on, or are
bonded by other means (chemical bonds), to a surface,medium.

1. Rotary vane pumps
Single stage rotary vane pump are based on an inner cylinder, that houses a rotor

equipped with vanes. The rotor rotate as indicated in (fig.3.10), while vanes are sealed
against the inner walls by centrifugal forces, but also springs to ensure vanes slide in the
housing, oil also used as a lubricator, and as a sealing stage between the vanes and the
housing. The gas enters through the intake port, and is pushed by compression through
the exhaust valve. Rotary vane pumps are equipped with many other accessories, such
as silencer, dirt filter, oil filter, Oil-level sight glass,Anti-suck-back valve...
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Figure 3.10: single-stage rotary vane pump cross section, with different accessories(taken from [12]).

Typical rotary vane pumps can achieve a pumping speed of 30-60 m3/h, but can reach
up to 585-1200 m3/h (SOGEVAC model), for pressures < 2 × 10-2 mbar for single stage
pumps,and 2.5 × 10-4 mbar for two stage rotary vane pumps.

2. Sputter-ion pumps
Sputter-ion pumps pumping action takes place by sorption processes, initiated by

Figure 3.11: a)Sputter-ion pump accessories, and operating mechanism (taken from [12]).

ionized gas particles generated by a Penning discharge (cold cathode discharge). The
pump is equipped with two cathodes(Ti), separated by a stack of cylindrical metals,
perpendicular to the two plates, while a magnetic field B≈ 10-3 mT, generated by
permanent magnet parallel to the cylinders(perpendicular to the cathode plates).

The cathode generate free electrons that follows a spiral trajectory as a consequence
of the magnetic field B before hitting the anode cell, that causes the release of ions.
Unaffected by the magnetic field, generated ions follows the fastest trajectory toward
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the other cathode plate, where they collide. As a result, Ti atoms are ejected toward the
other plate, while ions chemically bond to the cathode. The newly deposited Ti film act
as a getter, and adsorb reactive gas particles(eg. oxygen, hydrogen, nitrogen)(fig.3.11).

The discharge current is dependent on electrons density n−, ions density n0, and the
length of the total discharge path l:

i = n0.n
-.σ.l (3.18)

3. Turbomolecular pump:

Figure 3.12: a) Turbomolecular pump cross sectional view, showing different components [12].

The pumping action in turbomolecular pumps is performed by impact with a constantly
moving surfaces (rotor), leading to a multiple-stage compression, followed by exhaustion.
Many parameters affect the pumping performance, such as rotor velocity. An optimal
pumping is performed when the rotor speed is in the same order of magnitude of the
average thermal velocity of gases in the chamber(equ.3.19).

c̃ =
√

8.R.T

π.M
(3.19)

The pumping speed is slightly affected by the molecular mass (S ≈ c̃ ≈ 1√
M

), however
the compression k0 varies exponentially with M (k0 ≈ e

√
M → log(K0) ≈

√
M). Turbo-

molecular rotor speed can reach up to 36000 rpm, for large area pumps,and up to 72000
rpm for small pumps.
The first compression stage usually have a bigger radius that the following stages to
ensure large annular inlet area.
The frequency of the rotators is set by a motor, that is monitored by an external
frequency converter(solid state).
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3.3.5 Sensors

Various methods can be used to estimate the operating pressure, and can be grouped in 2
categories:

• Gauges that measures the pressure by a direct monitoring of forces generated by collision
processes, that is directly dependent on the density and temperature of the gas, and
independent on the gas type.

• Gauges that estimates pressure, by measuring pressure related properties such as thermal
conductivity, electrical conductance etc., these parameters usually depend on the gas
type.

Vacuum gauges with gas-dependent pressure reading like thermal conductivity gauge(Pirani
gauge), are employed to estimate gas pressure, by measuring thermal conductivity of the
gas(fig.3.13). This method consist on measuring heat energy loss of a heated filament, due
to energy exchange with gas molecules in the chamber, pressure can then be related to the
heat conduction by(equ.3.20), this is only valid in the indicated range, where the thermal
conductivity do depend on the pressure (fig.3.13).
Ionization vacuum gauges are the most used instruments to measure gas pressure at HV and
UHV, even if at the reading may have low accuracy (up to 50%), especially when there’s a
sudden increase of pressure, but these devices are the cheapest of all HV-UHV gauges, and
are easy to operate. The method of work is similar to the ion pump (IP), a discharge current
is generated between an anode and a cathode, that are biased by 2 kV, the free electrons then
follow a spiral trajectory due to an external magnetic field generated by a permanent magnet
in the direction of the cathode. Electrons then hits gas particles, that gets ionized, that are
then collected by (anode/cathode), generating a pressure dependent discharge current, that
can be read on the meter(fig.3.13).

Pel = C1 · λgas(T (t) − Ta) + C2 · λfil(T (t)-Ta) + Afil · ϵσ(T (t)4 − T 4
a ) + cfil · mfil

(
dT

dt

)
.

(3.20)
where cfil and ϵ are specific heat and emissivity of the sensor wire (material properties), Afil

and mfil are surface area and mass of the sensor wire, and C1 and C2 are constants determined
for each sensor in calibration.

3.3.6 Leaks and detection

In a vacuumed chamber, pumping is constantly performed to maintain vacuum. Many leakage
sources can affect the vacuum, some which are unavoidable (Permeation), imposing limitations
on the highest achievable pressure (equ.3.21).

Pu = QG

Seff

(3.21)

These sources can be grouped into:
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Figure 3.13: a) Thermal conductivity gauge(Pirani) showing the operating pressure range, where
thermal conductivity is dependent on the pressure.b) Ionization gauge (taken from
[12]).

• Leaks in detachable connections(flanges, connections).

• Leaks in permanent connections(solder, welding, glue).

• Leaks due to porosity(due to mechanical deformation, or thermal processing of some
cast components).

• Thermal leaks(appears at a extreme temperature loading(hot/cold)).

• indirect leaks(leakage from vacuum systems, or furnace).

• permeation(rubber hose, and elastometer seals).

Vacuum sealing is assessed by it’s leakage rate QL(equ.3.22), if QL < 10−6 mbar ls−1, the
equipment is considered very tight, whereas if > 10−4 mbar ls−1, the equipment is said to be
leaky.

QL = V ·
(

∆P

∆t

)
=
(

R.T

M

)
∆m

∆t
. (3.22)

3.3.7 Deposition system

1) Intro chamber, containing a heater to perform a low pressure PVD, hole connected to
oxygen hose, used for oxidation processes.
2) Mask chamber, containing a mask holder (H).
3) PVD chamber, housing 4 crucible (Al-C60-Gaq3-6T).
4) Intermediate chamber, used to separate the EBPVD chamber from the rest of the system.
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Figure 3.14: Different types of leakages in a vacuumed system.

5) EBVD chamber, housing a Cobalt wire, to be used for EBPVD, and an electron gun.
TB = Turbomolecular pump.
IB = Ion-beam pump.
W = Isolation wall.
H = Mask holder.
C = Crucibles, containing different materials to be used for PVD.

The deposition structure, illustrated in (fig.3.3.7), comprises four separate chambers, each
serving a distinct purpose. These chambers are interconnected by a transfer line, accommo-
dated with walls to isolate the chambers from each other, and prevent cross-contamination in
case of a leakage.

The intro chamber, designated for sample insertion, and is the only chamber in direct contact
with the external atmosphere, this chamber is accommodated with an oxygen source, used in
oxidation processes, and a heater for PVD.

The central chamber represent the masking chamber, equipped with a stand that houses
masks. This chamber is utilized for placing, changing, or removing masks in case of a shadow
masking deposition, also serves as an intermediate chamber, linking other chambers to each
other.
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Figure 3.15: Deposition system.

Followed is the PVD chamber, houses four crucibles containing different materials, namely
Al, C60, 6T, and Gaq3, and used for PVD, while the fourth chamber is dedicated for Cobalt
EBPVD.

For vacuum attainment, each chamber is connected to both a roughing pump and a tur-
bomolecular pump, allowing vacuum levels to reach up to 10−9 Torr. Except, the EBPVD
chamber, where an ion beam pump (IB) is used to achieve higher vacuum levels, up to 10−11

Torr.

The transfer of samples between chambers is facilitated by a magnetic handle, ensuring a
controlled and contamination-free transition.
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Chapter 4

Characterization techniques

4.1 Electronic instruments

Electronic devices are essential in all laboratories, and used for many purposes such as
monitoring, and characterization. Electronic instruments can be evaluated based on many
parameters, such as:

• Accuracy: evaluated in terms of the instrument ability to generate an output signal,
exactly as the set input parameters. Ideally, the output should match the input precisely,
but real instruments typically introduce errors; It can be said that the lower the difference
between input and output, the more accurate and reliable the instrument is.

• Stability: described by any short-term or long-term deviation of the source output signal
from its set-point over a specified period, and within a defined temperature range.

• Resolution: represents the smallest value an instrument can generate. Highly sophisti-
cated SMU’s can reach a resolution down to µV/fA.

• Range: represents the difference between the highest and lowest applicable output by
the instrument. Some instruments can cover ranges up to ±30 V/±200 mA.

• Output resistance: refers to the internal resistance of the source within a given sub-range.
In the case of a voltage source, the resistances are connected in series, whereas for
current source, they are connected in parallel, the internal resistance is determined by
the (series/parallel) configured resistances to achieve a given sub-range.

• Output noise: is generated by the source unit during the production of the output signal.
This noise is specific, and vary with the operating sub-range.

• Common mode rejection ratio: represents the ability of the SMU to attenuate any signal
generated by the device under test (DUT) within a specified frequency range, typically
below 60 Hz. For instance, if a DUT exhibits high signal noise below 50 Hz, this mode
can be employed to reduce these unwanted noises.

• Response time: is the duration required for the SMU to regain stability within 0.1% of
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the final input after a step change in the input amplitude.

• Source guard: is a shield that surrounds the source circuit and is connected to the Lo
lead. This shield plays a crucial role in reducing common-mode noises emanating from
the source.

Characterization electronics can be grouped into many categories, such as:

• Source measurement units (SMU) are instruments capable of sourcing and measuring
continuous or pulsed, current or voltage simultaneously, these instruments are used for
low noise, 2-4 point probe characterizations. These devices offers high resolution(few
µV, at ±1.1 V range, for a voltage source/few fA over ±1 nA range), and can operate
over a wide range (I-V)(voltage source ±1-110 V/ current source ± 1 nA-100 mA), and
can sense currents/voltages, with accuracy up to (± 0.0028 % for voltages, and ± 0.3 %
for current measurement) [57].

Figure 4.1: Keithley 2450, a) front and b) back connection for a 4 point prob measurement. c)
Illustrative scheme(taken from [13]).

Keithley 236 SMU table of specifications [58]:

Source
V

Measure
V

Range step size accuracy (1 year 18-25◦C) resolution accuracy(1 year 18-25◦C)
±1.1 V2 100 µV ±(0.033% + 650 µV) 100 µV ±(0.028% + 300 µV)
±110 V 10 mV ±(0.033% + 24 mV) ±110 V ±(0.033% + 24 mV)

Source I Measure
I

± 1.0
nA

100 fA ±(0.3 %+ 450 fA) 100 fA ±(0.3 % + 100 fA)2

±100
mA

10 µA ±(0.1 %+ 20 µA) 10 µA ±(0.1 % + 6 µA)

Table 4.1: Keithley 236 voltage/current, source/measure of the lowest range, and the highest range.

Keithley SMU 2450 table of specifications [59]:
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Source V Measure V
Range resolution accuracy (1

year 18-25◦C)
Noise
(RMS)
< 10Hz

resolution input resistance accuracy(1
year 18-25◦C)

20 mV 500 nV 0.1%+200µV 1µV 10 nV >10GΩ 0.1%+150µV
200 V 5 mV 0.15%+24 mV 1 mV 100 µV >10GΩ 0.15%+ 10mV

Source I Measure I
10 nA 500 fA 0.1%+100pA 500fA 10 fA <100µV 0.1%+50 pA
1 A 50µA 0.067%+900µA 3µA 1µA <100 µV 0.03%+500µA

Table 4.2: Keithley 2450 voltage/current, source/measure of the lowest range, and the highest
range.

Frequency resolution 1 µHz
Amplitude range 10 mV to 10 V 50Ω 20 mV to 20 V in Hi-Z

Amplitude accuracy ±1% of setting ±1 mV
DC Offset range ±5 V in 50 Ω ±10 V in Hi-Z

External lock range 10 MHz

Table 4.3: Keithley 3390 table of specifications.

• Function generators are designed to generate a variety of (current/voltage) waveforms
in DC and AC mode, over a wide frequency and amplitude ranges, between µHz up
to 50 MHz, and 10 mV up to 20 V, with resolution up to 16-bits, and a sampling rate
up to 125 MSample/second. In can also be set to perform a linear, or logarithmic
frequency sweep. These instruments are used to perform high resolution synchronous
AC-IV characterization, used for ToF, impedance analysis...
Keithley 3390 table of specifications:

• An oscilloscope, is used for capturing and representing analog signals in a digital format,
usually during IV characterization, in a synchronized manner, allowing real time analysis
of the wave dynamics, that can be stored, and displayed on a digital screen. Various
parameters play a crucial role in the performance of an oscilloscope, such as sampling
rate, bandwidth, update rate, and memory depth.

Sampling rate represent number of samples per second, higher sampling rate is always
desirable to achieve a more smooth representation of the acquired signal. To avoid
crossover(aliasing) between frequencies, sampling rate must always be equal or bigger
than the signal bandwidth(Nyquist-Shannon sampling theorem).
Frequency bandwidth is another important parameter, set by the band-pass filter, used
for signal selection. Ideally, the selected window must be a square, however, filters
have a response time, and the selected bandwidth will not be a perfect square, the
selection is evaluated based on the rise and fall time, observed at the edges of the
selected bandwidth. Bandwidth, and rise time determines the highest frequency range,
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that is possible to sense. Highly sophisticated instruments can reach up to 100 GHz of
bandwidth.

FBW = 0.45
Risetime

(4.1)

Figure 4.2: Acquisition of a 160 MHz signal bandwidth, at a 320 Msample/sec sampling rate,
exactly double the bandwidth(Nyquist-shannon sampling theorem), within a passband
of 256 MHz.

The update rate of an oscilloscope is important for displaying waveform changes smoothly,
and ensuring real-time representation of signals. A higher update rate enables more
accurate visualization of the signal’s dynamics.

Memory depth is another significant factor influencing the accuracy of measured signals.
It determines the amount of stored signal data in the oscilloscope’s built-in memory. A
larger memory depth allows more data points to be stored, providing a better repre-
sentation of the signal; however, it also impacts the sampling rate, as a larger memory
depth may result in a slower sampling rate.
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4.2 Oxford continuous flow cryostat

Cryostats are structures employed in laboratories to maintain extremely low temperatures
for extended periods, facilitating temperature-dependent characterizations of samples under
investigation.

Various types of cryostats exist such as closed-cycle, continuous flow, bath, and multistage
cryostats. Despite their differences, these instruments shares a common mode of operation, in-
volving heat exchange, by a thermal contact with a cryogenic liquid such as nitrogen or helium.

The continuous flow cryostats structure is comprised of multiple layers. The innermost layer
(referred to as sample space) houses the sample. A capillary tube is positioned between the
sample space and a radiation shield to transfer the cryogenics and cool the sample space,
through a heat exchanger. Then an outer region is kept under HV, to insulate the inner
structure from the outer atmosphere, and prevent any heat exchange with the surrounding.
Continuous flow cryostats operate by continuously supplying cryogenics through a bayonet

Figure 4.3: a) Continuous flow cryostat connection. b) Cryostat.

connection, linked to the Dewar by a transfer line, allowing the transfer of the cryogenic liquid
flow, that is generated and monitored by a roughing pump.

Before operation, the sample space is evacuated and filled with the exchange gas, usually
of the same type of the cryogenic liquid, to establish a good thermal contact between the
capillary tube, and the sample space environment.
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4.3 Probe station

A probe station is a structure that incorporates all essential devices/tools for performing an
electrical characterization, for small devices such as microelectronics.

To connect the device under test (DUT), micro-needles made of tungsten or gold are utilized,
and can be controlled by piezoelectric micro-manipulators, enabling 4-dimensional movement,
through X,Y,Z and inclination qz, with a range of 20x20 mm2 in the (X,Y) plane, 40◦ in
the z direction, and ±180◦ in the qz. Typically, a microscope and light source are mounted
on the bench, and the entire sample space is covered by a Faraday cage to prevent any
electromagnetic interactions with the DUT.

Figure 4.4: Probe-station: 1) Micro-manipulators, 2) Light source, 3) Gold needles attached to the
micro-manipulators and connected to the DUT, 4) Microscope, 5) Faraday Cage(taken
at UNIBO Lab).

4.4 Electromagnets

Electromagnets are instruments used to generate linear magnetic fields, by an electrical
current. A typical electromagnet can be considered as a solenoid, consisting on a metallic
wire, uniformly coiled in a cylindrical manner, with radius bigger than length. The circular
motion of the electrons inside the coil, generate a linear magnetic field normal to the plane of
the electrons motion(equ.2.1). To achieve higher magnetic fields, the metallic wire is coiled
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around an FM, resulting an amplification in the induced magnetic field B, due to the intrinsic
magnetization of the FM that adds up to the initial generated field H (equ.4.2).

B = µ0µrnI = µrB0 (4.2)

Shortening the separating distance between the poles, can increase in the highest achievable
field, and result an almost collinear generated flux. Two configurations are possible, either by
bending the FM, to have face facing poles(o-ring), or by using two facing solenoids, biased
with an opposing electric fields, resulting an opposed poles(fig.4.5).

Figure 4.5: a) Electromagnet scheme, and b) saturation magnetic field for different poles shapes.

The generated field, can depend directly on the focus of the generated flux, therefore is directly
dependent on the shape of the poles(conic shaped pole, will allow achieving higher fields,
compared to a plane shaped pole)(fig.4.5).

Typical electromagnets can produce fields around 2 T, but can reach up to 10 T, albeit at the
cost of substantial current, approximately 30 kA, and significant energy dissipation (around
5 MW of heat energy), due to the resistivity of the wire, that impose limit in the highest
achievable field. These instrument are constantly cooled down by water or air, to avoid the
wire melt down. To treat these limitations, superconductor materials can be used, due to
their property of having an almost 0 resistivity below certain temperature and magnetic field,
thus enabling the attainment of higher magnetic fields, with a much smaller structure size,
and nearly zero energy dissipation.
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4.5 Characterization system

The characterization system consists on an Oxford cryostat, attached to a stand, between
electromagnet poles. The samples are mounted on the sample holder (fig.4.7), in an horizontal
or vertical configuration, leading to in-plane control of the magnetic field direction(between x
and y ), or in-plane/out of plane control(xy/z).

Once the sample holder is placed in the cryostat, both sample space and the outer space are
pumped using a roughing rotary, oil sealed vane pump.
The sample holder top connection, and all the electronic instruments used in the characteri-
zations, are connected to a keithley matrix, that acts as intermediate stage used to control
connections between the DUT and the characterization instruments(fig.4.6).
All electronic instruments control and data acquisition are monitored via an interface with
labview programs.

Figure 4.6: 1) sample holder system connection, 2) sample space(vertical/horizontal), 3) cryostat
cryogenic connection tube, 4) pump, 5) connection matrix, 6) Keithley 236 SMU, 7)
Keithley 2450 SMU, 8) Keithley 3390 wave function generator, 9) Oxford temperature
control.
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Figure 4.7: Scheme showing the sample holder front and back connection pads, the sample may be
mounted vertically, or horizontally, to allow different orientations of the sample with
respect to the applied magnetic field.

4.6 Scanning electron microscopy

4.6.1 Fundamentals

Scanning electron microscopy is a widely used technique for surface imaging and chemical
analysis [60]. The technique consists on measuring different emissions followed by an e-beam
interaction with a sample’s surface. An incoming electron beam can either be elastically
scattered by the sample surface, (direction change, no energy loss), or inelastically scat-
tered(direction change, accompanied with energy loss), due to energy exchange with the
sample’s constituents. The exchanged energy is then released in a form of heat, radiation,
or matter, that can be sensed/detected, and used for surface analysis. Scanning electron
microscopes, offers an e-beam, with a controllable energy/spot size, over a wide range (0.1-30
keV)/(1-100 nm), used to control the e-beam penetration depth, thus, the depth/spatial
resolution of the resulting images.

Since electrons can be considered as waves, Abbe’s resolution/wavelength equation for OM,
can be used also for an e-beam:

d = 0.612 · λ

n · sina
(4.3)

Where d= resolution.
λ= the wavelength of the source=h

p
.

n= index of refraction of medium between point source and lens, relative to free space.

4.6.2 Interactions

The incoming beam penetration and interaction region with the sample’s surface depends on
both the incoming beam energy, and the sample’s chemical composition (fig.4.9).
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Figure 4.8: Scanning electron microscopy scheme.

In elastic scattering, the beam’s electrons are deflected by atoms nuclei(back-scattering
mechanism) or electrons with negligible energy loss, while in inelastic interaction, many
emissions can follow:

• Secondary electron beam is generated by the sample’s free electrons (conduction elec-
trons), upon ionization process, induced by the incoming electron beam. The generated
secondary electrons possess very low energy (3-5 eV), thus the collected signal have high
spacial, low depth resolution, since secondary electrons can only escape few nanometers
of the sample’s surface.
The emitted secondary electrons signal is detected by an Everhart–Thornley (ET)
detector, that consists on a scintillator biased by 10 kV, covered by a Faraday cage,
used to convert electrons energy into photons. Generated photons are later transported
through a quartz pip, and converted into an electrical current signal by a photomultiplier
tube (PMT). The generated current depends directly on the intensity of the detected
SE signal(fig.4.10).

• Back-scattered electron beam result from an elastic collision between the incoming
electron beam and the atomic nuclei of the sample, causing the electrons to be bounced
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Figure 4.9: a) Interaction region between a low, and high energy e-beam with a low Z, and high
atomic number Z . b) Different types of electron-sample emissions

Figure 4.10: Secondary electron detection and signal generation.

back at energies ≈ 50 eV. The density of the back-scattered electrons is contingent upon
the atomic number of the sample’s nuclei(described by the BSE yield ν=nBS/nP B),
a higher atomic number will result a greater back-scattered portion of the incoming
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electron beam.
BSE have higher energy, compared to SE, thus offers stronger signal, with higher
depth resolution(up to 1 µm) at the expense of spacial resolution. For BSE detection,
ET detector can be used, without biasing the collector(anode), to avoid detecting
the secondary electrons signal, however, in most SEMs, a second detector(BSD) is
employed(right above the sample space), to detect back moving electrons(upward).
The detected signal from back-scattered electrons is particularly useful for subsurface
imaging and material elemental composition analysis.

• Characteristic X-ray and Auger emission manifest when the beam interact with core
electrons(core electrons ejection), leaving vacancies in the valence band, after a period,
an electron at higher energy level follow a transition, and fill the vacancy, emitting
energy at the form of a characteristic X-ray, or transferred to a neighboring electron,
and cause Auger electron emission (fig.4.11). characteristic X-rays are emitted from
a higher depths than SE, BSE, and Auger thus offer higher depth resolution. These
emissions are used for quantitative elemental analysis, band structure.

Figure 4.11: Different emissions from interaction between an electron beam with a sample’s surface
electrons.

• If the sample has an empty conduction band(insulators-semiconductors), the incoming
beam can generate electron-hole pair(equ.4.4). Since the e-beam is very narrow, the gen-
erated current(Electron beam-induced current (EBIC)) is in the sub-picoamp, that can
be measured and used to generate a current dependent image, useful for visualization of
depletion region properties in a junction(pn-Schottky), for determining minority carriers
properties, and their diffusion length, and mapping electrically active defects(purity
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check for semiconductors) within the material.

∆N = (1 − ν)IbE

qEeh

= GIb

q
(4.4)

∆N = number of generated electron-hole pair.
ν = BSE yield.
Ib = the beam current.
Eeh = electron-hole pair generation energy.

4.6.3 Beam generation, collection and image formation

Figure 4.12: Electron source: Thermionic emission where electrons are ejected due to heat energy,
and field emission where electrons are extracted by high electric field.

Scanning electron microscopes can be divided into three operational sections:

• Electron beam generation and acceleration is done by an electron gun(fig.4.12), and
accelerating anodes.

• Convergence and focusing of the beam is done by a condenser and an objective
lens(electromagnet). Adjusting the lenses focus and collimation, can be done by manip-
ulating the magnetic field generated by the lenses.

• Surface scan is done using scanning coils(electromagnets), utilized to deflect the beam
along different x-y positions. The measured signals are then used for a digital image
construction, of the selected grid over which the scans where performed, each (x,y)
position will be represented as a bit in the constructed image.
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Figure 4.13: Scanning electron microscope.

4.7 Atomic force microscopy

4.7.1 Introduction

Atomic force microscopy is a probing technique, used to analyze surfaces morphology and
other properties, at different scales, with a resolution that can reach up to a single molecule [61].
This technique consist on sensing attraction/repulsion forces, exerted by the sample’s surface
atoms on a sharp tip, when scanning the tip over the surface plane. The total force generated
by the atoms at the surface on the tip, is a result of an interplay between attractive Van deer
Waals, electrostatic, and repulsive contact forces(fig.4.14).

4.7.2 Forces

• Van der Waals forces are a result of electrons correlation, leading to a dipole formation
between the electrons on the surface, and the tip, thus an attractive force ∝ r−7, will be
generated. This force depends on the separating distance between the dipole, as well as
the tip radius(equ.4.5).

FvdW =
∑
ij

F(vdW,ij) = −AH · R

δ2 (4.5)

AH = Hamaker constant.
R = radius of the tip.
δ = separating distance between the two systems.

• Electrostatic charges can build up at the interfacing edges of the surface and tip, due
to a potential difference between the two materials, resulting an attractive force that
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Figure 4.14: Forces between the AFM cantilever’s tip, and sample’s surface in function of the
separating distance.

depends on the radius of the tip, potential, and separating distance(equ.4.6).

E = 1
2CV 2 (4.6)

F = dE

dδ
= 1

2V 2 dC

dδ
(4.7)

dC

dδ
= 2πϵ0R

2

δ(δ + R) ≈ 1
δ2 (4.8)

• Contact forces, arises when electronic filled shells of both tip and surface atoms overlap,
resulting a repulsive force(as a consequence of electrons repulsion)(∝ r−12), strong
enough to deform the atomic elastic bonds. The stress-strain relation can be expressed
by Hook’s Law(equ.4.9).

σij = Eijklϵkl (4.9)

σij = the stress tensor (force/area). Eijkl = Young’s elastic modulus tensor.
ϵkl = the strain tensor (∆l/l0).
Many models were constructed to account for the repulsive force, for different tips
shapes as a function of distance δ. In it’s simplest forms, the tip can be considered to
be spherical.

Frep = 4
3 · E

1 − ν2 ·
√

R|δ3/2| (4.10)
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ν is Poisson ratio that describes the compressability of the material, and R the spherically
shaped tip radius.

4.7.3 AFM operation

For a basic operation, a cantilever equipped with a very sharp tip (50 nm), typically SiO2, is
attached to a z scanner at the upper part of the instrument, while the sample is inserted at
the bottom of the instrument on a sample holder, connected x and y piezo-scanners, allowing
2-d in-plane movement of the sample. The back of the cantilever is illuminated by a laser,
and deflected to a PSPD (the simple case contains 2 PD),generating a voltage difference
between the PDs. At first, the laser is calibrated at the center of the two PD, to result a zero
voltage difference, once the tip is very close to the sample surface(interacting regime), the tip
is attracted/repulsed(based on it’s separating distance with the sample’s surface (fig.4.14)).
An initial set voltage is chosen Vset(in the attractive or repulsive regime), then the tip is set
to perform x-y scans while measuring the forces generated on the tip at each coordinate. If
in the attractive regime, and the tip encounters an increase in the forces applied to the tip,
the cantilever will deviate from it’s initial set-point, leading to a shift in the deflected laser,
which in turn generates a voltage difference at the PSPD. This voltage is then compared to
the initial Vset(by a differential amplifier), then the voltage difference is sent to a PID that
acts to encompass the deviation from the initial Vset, by generating a signal to modify the
height of the cantilever with respect to the surface.

The z scanner is controlled by two descending stages, an initial coarse motion, with a 30
mm range(0.1 mm resolution, and 30x104 DR), followed by a second mode, controlled by a
piezoelectric crystal(6 mm range, at a 0.01 nm resolution).

The sensitivity S of the PSPD(the smallest detectable deviation), relates the PSPD output
voltage with the cantilever deflection dc by:

dc = VP SP D

S
(4.11)

S depends on the dimensions of the optical lever (LC / LD) and the PSPD amplification
electronics.Typical values are of the order of S=100 V/mm, with a noise < 100 µV, allowing
deflection detection up to 1 pm.
These deflections can be estimated by(equ/4.11), and converted into forces by correlating the
defection to the elasticity of the cantilever, using Hook’s Law:

F = k.dC (4.12)

With k being the force constant, that depends on both cantilever geometry, and materials
elasticity(equ.4.13).

k = E.W.h3

4L3 (4.13)
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4.7.4 AFM Modes

1. In contact mode, generated forces are resulted from a direct contact between the sample
and the tip. As illustrated above, an approaching process is first performed, once the
tip is in the interacting range, a set point is chosen initially Vset, then xy scans are
performed by xy piezo electric crystals, over a given range. The measured potential
at the PSPD is then compared to the Vset by differential amplifier connected to a
PID-controller(Feedback loop) used to compensate the height difference, by controlling
the z piezo, to re-obtain the initial Vset. This act is crucial for reducing errors caused
by the difference between measured force and set-point force4.14.

Ve = VP SP D − Vset (4.14)

Figure 4.15: Signal comparison using a) low AMP gain,the z-scanner does not follow fast enough
the changes in surface height, b) perfect gain, resulting a perfect response, and c)
high gain, resulting a feedback too strong, and noises gets amplified.(taken from
laboratory of nanoscience and nanotechnology-UNIBO).

Although contact mode AFM have a relatively simple operation,(one control parameter
(Vset) + one feedback parameter), many disadvantages arises. In the attractive regime,
forces are too low and unstable, while in the repulsive regime, the tip is continuously
pressed against the sample surface, leading to tip and sample damage, a poor xy-image
resolution, due to lateral deflection caused by the shear force, and image artefacts when
probing materials with a non constant elastic modulus.

2. In dynamic mode AFM, the cantilever is set to a damping mode, controlled by a
piezoelectric crystal, usually at the resonant frequency of the cantilever. At first, a
damping frequency and amplitude are set by the user, then the damping cantilever
approaches the surface, the Vset is chosen (most of the times in the repulsive regime to
avoid operating in the instable regime). The setup requires an additional piezoelectric
crystal and function generator, to control the damping amplitude and frequency ωs,and
a lock-in amplifier to measure the amplitude and phase of the generated signal, by the
PSPD upon the deflected laser oscillation, a DAC is also implemented to acquire the
amplitude and phase of the oscillation.

During surface scans, the tip follows a damping frequency shift if experiencing a force
change(compared to the Vset), due to facing a surface height increase, or decrease, that
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will result an amplitude(equ.4.15), and phase shift(equ.4.16), then the PID/controller
act to compensate the height change, and to re-obtain the initial height (initial Vset).

A(ω) = u0 · ω2
0√

(ω2
0 − ω2 − F ′

z/m)2 +
(
ω2ω2

0

)
/Q2

(4.15)

Where u0ω0 are the initial amplitude and frequency, ω is the new frequency, Fz’ is the
force exerted by the surface on the tip, and Q is the quality factor of the tip.

ϕ(ω) = arctan

[
ω · ω0

ω2
0 − ω2 − F ′

z/m

]
(4.16)

Dynamic AFM offers lots of advantages, compared to contact mode, such as noise

Figure 4.16: a) DAFM amplitude and phase plots, in calibration mode. b) both amplitude and
phase of DAFM in operation mode, showing the initial calibrated resonance frequency,
and two frequency shifts(taken from Laboratory of nanoscience and nanotechnlogy-
UNIBO).

reduction, by the Lockin Amplifier, no snap-in or pull-off instabilities(caused by elec-
trostatic discharges), possible operation in non-contact mode, thus reduced damage
of sample and tip, due to absence of shear forces, and phase analysis, that contains
information about energy dissipation with the sample.

AFM can be used to measure surface topography, but also other surface characteristics such as
electrical properties(Conductive AFM), by performing spacial (x,y), IV measurement, through
an applied bias between the surface and the conductive tip, elastic properties, by measuring
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pull-off forces, generated upon pressing mechanism, Piezo-response Force Microscopy (PFM).
Also, it is possible to probe other forces (electrostatic forces), that can be used to map
surface charges at the nano-scale(Kelvin probe force microscopy KPFM). Kelvin probe
force microscopy(KPFM), is a contact mode AFM, used to probe electrostatic forces. A
frequency modulation is performed(equ.4.17), to decouple the electrostatic signal from other
signals(equ.4.18).

∆V = VSam − Vtip − VAC · sin(ωKP · t) (4.17)

Fel,ω = 1
2

C

D2 (Vsample − Vtip)VACsin(ωt) (4.18)

Figure 4.17: AFM experimental setup, for different operation modes.
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4.7.5 AFM image visualization, filtering and analysis

An AFM image is obtained as a result of z measurements, performed at a set of (x,y) scans,
the slab size is set by the (x,y) range, while the resolution by the spacing between consecutive
(x,y) scans. The scan can be performed vertically, by performing an n (forward-backward) x
scans, at each y, or horizontally, by preforming an n, y scans, at each x. As a result four files
can be generated, containing amplitude and phase of each measurement, in the forward, and
backward direction(fig.4.18).

Figure 4.18: Scanning grid in horizontal double acquisition mode, the image size is NxN (x,y) bits.

The obtained image will have many artifacts resultant from constant offset, tilted sample,
unstable tip-sample interaction, thermal drift, periodic noise,piezo-scanners etc.

To refine the images as much as possible, many filtering processes can be performed, starting
from the removal of tilted plane background, followed by a removal of curved (polynomial
background), generated by the piezo-scanner non-ideality. Then removal of thermal drift, is
done by line averaging. In general filtering can be very useful to remove predicted artifacts,
but too much filtering can lead sometimes to information loss.

Many statistical means can be used to analyze different topographic characteristics such as
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roughness(equ.4.19), height pdf, grains number, average grain sizes, 1-D 2-D fft...

Rq =

√√√√ 1
MN

M∑
m=1

N∑
n=1

(z(xm, yn)− < z >)2 (4.19)

Figure 4.19: a) AFM image of LSMO/Gaq3/AlOx/Co surface. b) Surface grain analysis using the
autocorrelation function, estimated grain size is 23.54 ± 0.62 nm.

First order statistical quantities can be very useful for single point analysis, however a complete
surface analysis demands second order functions, such as the autocorrelation function. A
very powerful tool, used to analyze grain sizes distribution, when grains are randomly
distributed on the surface, with a grain size, estimated as the standard deviation of a Gaussian
distribution [62].

G(τx, τy) =
∫ ∫ ∞

−∞
z1 z2 w(z1, z2, τ1, τ2) dz1 dz2 (4.20)

= lim
S→∞

1
S

∫ ∫
S

ξ (x1, y1) ξ
(
x1 + τx, y1 + τy

)
dx1 dy1 (4.21)

z1 and z2 = values of heights at points (x1, y1), (x2, y2).
τx = x1-x2.
τy = y1− y2.
w(z1, z2, τx, τy) = the two-dimensional probability density of the random function ξ(x, y)
corresponding to points (x1, y1), (x2, y2), and the distance between these points τ .
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Chapter 5

Magnetic tunnel junction

5.1 Introduction

Resistance switching materials (memristors), are one of the promising NV materials, suggested
for new generation RAM, and NC applications [20, 63], due to their NV (memristive) nature
(see.1).
Valence change materials are memristors that can exhibit resistance change as a result of ionic

Figure 5.1: a) Set process, the device experience resistance modification as a result of conductive
filament formation. b) Reset process, the device re-obtain it’s initial resistance, due to
the destruction of the conductive filaments.

diffusion. Many binary transition metal oxides such as TiO2 [64, 65],TaO2 [66, 67],Al2O3 [68, 69] etc.
belong to this type of materials, and already show this effect, which consist on formation or
destruction of conductive filaments inside the metal oxide layer, due to oxygen ions migration
back and forth from the metal-oxide layer toward one of the electrodes, as a result of high
applied voltage. These materials are characterized by having a non linear IV characteristics
(fig.5.1) [20, 70].
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Other technology suggested for memory and computing applications are spintronics, these
magnetic multistructures may exhibit magneto-resistance effect (see.2.4.3). Similarly, these
materials attracted huge interests for many application such as sensing(linear magnetic trans-
ducers), due to their high sensitivity to magnetic fields(up to 1 nT at room temperature),
data storage(read heads,hard disks), and other automotive, recording, biological related
applications [71].

The mix between these two types of resistance switches was reported by [72], where they were
able to show two different resistance switches, caused by both TMR and ionic diffusion [72, 73].

In this chapter we will focus on the exploitation of both resistance and magnetoresistance
effects in a Co/AlOx/Co magnetic tunnel junction (MTJ), as well as the size effect on
the devices operation. The analysis will involve a full description of all operating parts in
the device such as top/bottom electrodes, and the device itself by means of IV and MR
measurements, at room, as well as low temperatures (100 K).

5.2 Experimental details

A cleaning process of a sapphire single crystal substrate was performed by ultrasonic treatment,
while immersed in acetone solution, for two cycles, 15 min each, then in isopropanol for the
same amount of time, followed by annealing at 255°C, for 30 min to dry the sample, then
rested for 2 hours to slowly cool down to about 40°C. The deposition consisted on 3 EBL
patterning of PMMA to allow the deposition of 9 bottom electrodes, AlOx on top of the
bottom electrodes, and then 9 top electrodes respectively. The first deposition consisted on a
10 nm Co using EBPVD, the second consisted on 3 consecutive, 2 nm Al layer using PVD,
each followed by oxidation process (O2 exposure), to increase the oxygen concentration in
the insulating layer, resulting a 6 nm AlOx layer, while the third consisted on a 10 nm Co
EBPVD. Lift-off using acetone was performed after each deposited layer, all used deposition
characteristics are presented in (tab.5.1). To avoid shorts between the two electrodes, cross-
linking of PMMA using high dose EBL was performed after the first deposition to create an
insulating window on top of the bottom electrode, that was then filled by the AlOx layer.
To clarify, the fabrication was performed in collaboration between two institutes, and I was
not involved in it.
The final substrate hosted 9 devices, with the same cross sectional thicknesses, comprised
of two 10 nm Co electrodes separated by a 6 nm of AlOx. Each row contained identical
devices, the first row had 50x50 µm2 sized devices, the second 10x10 µm2, while the third
5x5 µm2 (fig.5.2). Devices were first SEM imaged, then devices and devices electrodes were
IV probed at a probe station, with low reading voltages (-100 mV), using 4-point, 2-point
probe respectively, then the substrate was placed on a chip carrier, devices electrodes were
connected to the electrode pads using a wire bonder, then the chip was mounted on top of
the sample holder (fig.4.7), and placed in a cryostat, where IV, and MR measurements were
performed at room and low temperature (100 K).
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Figure 5.2: a) Devices cross section. b) Substrate housing 9 devices, placed on a chip carrier,
connected to electrode pads. All devices shares the same cross sectional thicknesses(10
nm/6 nm/10 nm), but each row have different device size(50x50/10x10/5x5) µm2.

Layers Pressure (mbar) deposition rate (nm/min) exposure time (min)
Co (EBPVD) 1.8 × 10−10 0.2 50
3x Al(PVD) 10−8 0.6 3.5
3x Oxidation 5×10−8 30
Co (EBPVD) 1.8 × 10−10 0.2 50

Table 5.1: Deposition characteristics.

For the resistance estimation, IV were performed using low reading voltages(100 mV), applied
to bottom electrodes, while current was measured at top electrodes. For the MR measurements,
all devices were characterized in a similar fashion, resistance estimation was done by low
reading voltages (-100 mV), while subjecting the substrate to a cyclic magnetic induction
sweep between [300;-300] mT, and for the resistance temperature measurements, resistance
estimation was performed similarly to the MR, estimated after each 5 K decrease in the
temperature.

5.3 Results and discussion

1. Electrical characterization

At room temperature, all electrodes showed an increase in their resistance when scaling
down the electrodes size (tab.5.2), however a resistance difference was observed between
top and bottom electrodes, observed at all the devices, indicating a possible size
difference. While devices showed a big variance in their resistance, and resistivity,
but with a clear resistance increase when scaling down the active areas, resulting an
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Devices Top electrode Average Resistance(Ω) Bottom electrode Average Resistance(Ω)
50x50 µm2 500 ± 55 280 ± 70
10x10 µm2 600 ± 100 390 ± 110
5x5 µm2 820 ± 70 600 ± 40

Table 5.2: Devices top and bottom electrodes average resistances, for each row.

average resistance of 65 MΩ, 2 GΩ, and 13 GΩ, for 50x50 µm2, 10x10 µm2, and 5x5
µm2 respectively. The resistivity change was attributed to the unpredictable initial
resistance state typical in this type of materials.

Figure 5.3: Devices resistivity, obtained by a 4-point probe. Devices shows orders of magnitude
variation in their resistivity.

Device Resistance (Ω) Resistivity(Ω · m)
D1 (50×50 µm2) 200 × 103 ± 750 83 × 103

D2 (50×50 µm2) 190 × 106 ±2.5 × 106 79 × 106

D3 (50×50 µm2) 6 × 106 ±1 × 106 2.5 × 106

D4 (10×10 µm2) 2 × 109 ±0.2 × 109 33×106

D5 (10×10 µm2) 1 × 109 ±1 × 107 16×106

D6 (10×10 µm2) 3 × 109 ±4 × 107 50×106

D7 (5×5 µm2) 5 × 109 ±5 × 107 21×106

D8 (5×5 µm2) 17 × 109 ±1 × 108 70×106

D9 (5×5 µm2) 16 × 109 ± 1 × 108 65×106

Table 5.3: Devices resistance and resistivity.

Based on the SEM images, all devices showed similar deformation at the top region
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of devices active areas (fig.5.4), that did not scale when scaling down the device, thus
becoming significant for small devices.

Figure 5.4: SEM images of a) 50x50 µm2 while device. b) 50x50 µm2 device’s active area. c) 10x10
µm2 device’s active area. d) 5x5 µm2 device’s active area.

At room temperature, resistances collected at the cryostat were similar to that of the
probe station. When cooling the substrate, resistance change was measured for two
50x50µm2 devices, then fitted using inelastic hopping via chains of multiple localized
states [14], 4 channels hopping was in accordance with the collected data (fig.5.5).

At low temperatures, small devices showed resistance in the TΩ range, therefore we
focused our attention on bigger devices (50x50 µm2).
At 100 K, devices were subjected to high applied voltages in attempt to modify there
conductance. Indeed, a reversible conductance change was reported (fig.5.7). To make
connection with the adopted electrical transport mechanism(amorphous tunneling),
conductance/voltage of both before and after conductance modification were plotted
and fitted using (equ.2.19). Devices initial conductance were in good agreement with 4
channels model, thus validating the transport mechanism suggested previously (fig.5.5).
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Device G0 G4/3 G8/3
1 (50x50 µm2) 2.35x10−05 4.79x10−09 2x10−12

3 (50x50 µm2) 9.95x10−09 1.05x10−11 3.79x10−15

Table 5.4: 3 channel GT amorphous tunneling model,table of estimated parameters(equ.2.19).

Figure 5.5: Conductance-temperature characteristics of two 50x50 µm2 Co/AlOx/Co MTJ, between
270 K and 74 K, fitted using 4 channels amorphous tunneling [14], parameters estimation
are summarized in (tab:5.4).

Figure 5.6: Conductance voltage characteristics a) before conductance modification, and b) after
conductance modification. Results are fitted using Amorphous tunneling model [14],
considering 2, 3 and 4 channels hopping, estimated parameters are represented in
(tab.5.5).
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State G0 G4/3 G8/3 G12/3
HRS 4 channels 1.47x10−6 1.63x10−5 1.2x10−6 1.35x10−6

LRS 4 channels 3.19x10−6 1.81x10−5 5.88x10−6 4.97x10−7

HRS 3 channels 4.85x10−6 negative 1.57x10−5

LRS 3 channels 4.68x10−6 1.03x10−5 1.2x10−5

Table 5.5: Estimated parameters, from the conductance voltage fit, using the amorphous tunneling
model (equ.2.19).

2. Electrical bistability

Figure 5.7: Device IV characteristics, at different consecutive a) positive voltage, and b) negative
voltage sweeps. Hysteresis was observed in both, indicating the modification of the
device resistance (decrease after positive sweeps, and increase after negative sweeps).

Devices were subjected to low to intermediate positive sweeps (fig.5.7.a)), in search for
any modification in the devices conductance, a conductance increase was first reported
after [0;2]V, viewed by a hysteresis in the IV, then at [0;2.5] V (our considered ’LRS’).
Then consecutive negative sweeps were performed (fig.5.7.b)), a partial reset was first
observed after -600 mV, followed by consecutive resets at different increasing voltages
amplitudes, up to -1.8 V (our considered ’HRS’), after which a new ’HRS’ different
from the ’IRS’ was reported, indicating an initial (intermediate) resistive state. The
same set-reset was performed for a second time, using sweeps identical to the ones used
before, and it was possible to re-achieve almost the same intermediate states, with small
deviation.

To view the endurance of the ’HRS’/’LRS’ switch, a set of 10000 cycles was performed,
each composed of a +2.5 V set pulse, followed by a -1.8 V reset pulse, after each pulse
reading process was carried out using small applied voltages (-100 mV) (fig.5.8), after
1600 cycles, the switch was destroyed.
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Figure 5.8: Endurance check of a 50x50 µm2, at 100 K, the device showed an endurance up to
1600 cycles of 2.5/-1.8 V pulses, and a ratio up to 0.6, resistance measurement was
done after each pulse using low reading voltage (-100 mV). b) ratio between 2.5 V and
-1.8 V resistances.

3. Magnetoresistance characterization
For the magneto-resistance measurements,and given the cross geometry of the electrodes,

Figure 5.9: Magnetic field direction, with respect to top and bottom electrodes.

the magnetic induction was applied in the longitudinal direction of top electrodes, while
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in the traverse direction for bottom electrodes (fig.5.9).

At room temperature, devices didn’t show any MR effects (fig.5.12.a)), while all elec-
trodes showed AMR with about -0.4% (fig.5.10). A coercivity mismatch was reported
between the two electrodes, indicating the presence of an in-plane anisotropic distri-
bution of the demagnetization field, and in correlation with the resistance difference
between the two electrodes represented earlier, shape related anisotropy was suggested.

Figure 5.10: MR ratios for bottom and top electrodes at a) room temperature, and b) Low
temperature (100 K).

To check this hypothesis, micromagnetic simulations(using mumax), were performed to
study the in-plane coercivity angle dependence for different slabs dimensions (x,y), always
satisfying y=2x, and fixing z at 10 nm, in accordance with the electrodes geometries,
used parameters are represented in (tab.5.6). Small slabs showed an in-plane anisotropic
HC (fig.5.11), but as scaling up the slab size, both coercivity’s magnitude, and angle
dependence decreased, up to becoming negligible for slabs 1 order of magnitude smaller
than the actual electrodes. We were not able to increase the slab size anymore, due to
computing limitations, however the trend is in accordance that a shape anisotropy is
absent.

Saturation magnetization (A/m) 1400×103

Magnetic induction (mT) 250×103

step (mT) 1×103

Landau-Lifshitz damping constant 0.02
Exchange stiffness (J/m) 13×10−12

Table 5.6: Micromagnetic simulation parameters.
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Figure 5.11: Coercivity, in-plane polar plot for different slabs dimensions, extracted from micro-
magnetic simulations.

Figure 5.12: 50×50µm2 MTJ MR at a) room temperature, and b) 100 K at the initial resistance
state. No TMR was observed at room, nor at low temperature, only random tele-
graphic noises.

At 100 K, no change in the AMR ratio was observed, however top electrodes coercivity
increased drastically compared to bottom electrodes. As for the devices, no TMR
was observed at the initial resistance state, except some random telegraphic noises [74]

reported at low applied voltages, and were attributed to trapped charges in some
already present conductive filaments (fig.5.12), these discharges were more frequent at
intermediate and ’LRS’.
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5.4 Conclusions

A reversible resistance switch was reported after +2.5V/-1.8V set/reset pulses, with an
endurance up to 1600 on/off cycles, and an on/off ratio of 0.6.

Charge transport in these devices was in accordance with inelastic hopping via chains of
multiple localized states [14], that was consistent with both GT and GV acquired data.

Bigger devices (50x50µm2) were the most promising, as a huge increase in the resistance of
smaller devices was reported.

The mismatch reported in the electrodes HC was not totally understood, the presence of a
shape related anisotropy was excluded by simulation, a possible reason may be the oxidation
of the cobalt layer, that affects it’s magnetic properties, [75], while no TMR was reported
except some telegraphic noises [74].
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Molecular spin Valve

6.1 Introduction

The race toward finding alternatives to traditional Von-Neumann computing due to the bot-
tleneck problem, many new computing techniques emerged, among these is NC, a technique
that emulates brain performance, thus allow in-memory computing. For that, many materials
were suggested that have the ability to store information, and compute at the same time in a
NV manner, one of the most promising are resistive switching materials.
These materials follow a NV modification of their resistance, as a consequence of the bi-multi
stable states that can be controlled by external stimuli.
Molecular spin valves (MSV) are spintronics that may experience a resistance change in
response to external magnetic fields (GMR effect), in addition, NV, reversible modification
in these devices resistance was also reported [15], when elaborating a thin post transition
oxide layer in the device, following the formation/rupture of CF in the MS layer. These two
switches can be harnessed to achieve higher storage/computing densities [76, 77].
LSMO/Gaq3/AlOx/Co is an MSV composed of a Tris(8-hydroxyquinoline)-Gallium(III)(Gaq3)
and a thin oxide layer(AlOx), sandwiched between two FM electrodes (LSMO/Co). The
LSMO half-metal is used as spin injector, due to it’s remarkable electrical and magnetic
properties of generating a fully spin-polarized currents (up to 100% theoretically), thus
resulting a totally polarized spin injection [78].
The Gaq3 MS usage as a spin transport medium, is due to the considerably large spin mean
free path, as a result of the small spin-orbit, reduced hyperfine interactions, and absence of
Hanle effect [79], while the metal-oxide layer serves two purposes, to protect the ’soft’ MS
from an ill-defined layer, that can be caused by top electrode atoms (Co) inter-diffusion upon
deposition, and as an oxygen source [15].

The resistance modification in these devices is caused by conductive filament formation inside
the MS, controlled by an applied external electric field (positive/negative) applied to the
bottom electrode that activate oxygen ions migration forth and back from the oxide layer
toward the MS, resulting the formation/rupture of complexes(Gaq3-O2), thereby affecting the
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materials electric, and spin transport properties6.1, which reflects on both devices resistance,
and GMR ratio [15, 80].

Figure 6.1: Spin transport in an LSMO/Gaq3/AlOx/Co MSV a) illustrative scheme. b) Energy
diagram (taken from [15]).

In the following work we investigate electrical, and magneto-electrical properties of 16 LSMO(20
nm)/Gaq3(15 nm)/AlOx(2 nm)/Co(10 nm) MSV, hosted in a 4x4 crossbar circuit.The analysis
involves characterization of all devices, by means of IV and MR measurements, at room
temperature, and cryogenic temperatures (100 K).

6.2 Experimental details

For the fabrication, an STO substrate containing 4 LSMO 20 nm thick strips, previously
deposited by channel spark ablation (CSA) was used [81]. A first, in-situ annealing of the
sample was performed under UHV(9 × 10−9 mbar), at 250◦C, for 30 minutes, then left to cool
down to room temperature (2h) prior deposition. Once the sample’s temperature reached
about 40 ◦C, 2 consecutive shadow PVD were performed to deposit 15 nm Gaq3, and 2
nm Al, respectively, then oxidized by exposure to partial pressure of O2. Finally, a shadow
EBPVD was performed to deposit 4, 10 nm thick Co strips, all deposition parameters used
are summarized in (tab.6.1). The final substrate hosted 16 devices, assembled in a crossbar
geometry (fig.6.2). After fabrication, the substrate was placed in a glass container, and stored
in an active storage environment to slow aging.

The substrate surface was imaged using AFM, then horizontally mounted on the sample
holder (fig.4.7), and placed in a cryostat(fig.4.6), devices were then connected to the SMUs for
characterization through a matrix used to control the connections (fig.6.2). For the resistance
estimation, IVs were performed using low reading voltages (-100 mV), applied to bottom
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electrodes, while current measuring at top electrodes. For the MR measurements, all devices
were characterized in a similar fashion, resistance estimation was done by low reading voltages
(-100 mV), while subjecting the substrate to a cyclic magnetic induction sweep between
[300;-300] mT, and for the resistance temperature measurements, resistance estimation was
performed similarly to the MR, after each 5 K decrease in the temperature.

Deposited layers vacuum (mbar) deposition rate (nm/min) time (min)
Gaq3(PVD) 9 × 10−9 1 15’

Al(PVD) 10−8 0.6 3’5”
Co(EBPVD) 1.8 × 10−10 0.2 50’

Table 6.1: Deposition parameters.

Figure 6.2: a) experimental setup used for the electrical characterization. b) Devices cross section,
and real image.

6.3 Results and discussion

1. Surface analysis

First, surface morphology was probed by AFM for different deposited layers (fig.6.3).
STO layer showed an extremely fine surface, after the deposition of LSMO, small islands
were observed (fig.6.4), however, after the MS and oxide layer deposition, the surface
roughness increased by few nm (fig.6.7), and after the cobalt deposition, a decrease in
peak to trough was observed (fig.6.3) [82].

Grains mean size was estimated by a Gaussian fit of the radial ACF(equ.4.20) for each
deposited layer, while RMS roughness was estimated using statistical methods, results
are represented in the (tab.6.2).
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Figure 6.3: AFM image of a) STO, b) STO/LSMO, c) STO/LSMO/GaQ3/AlOx, and d)
STO/LSMO/GaQ3/AlOx/Co surfaces.

Figure 6.4: AFM images of LSMO deposited on top of STO at different scales.

In analogy with (tab.6.2), and (fig.6.4), LSMO layer contained two types of grains,
around a micron rounded grains attributed to the non-uniform generated vapor, and can
be caused by micro-cracks, pits or weakly attached molecules present on the target source
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surface, and other sub-micron rounded or faceted features [81], that were attributed to
the subsurface superheating during deposition [78, 83].
After the Gaq3/AlOx deposition, a few nm increase in the surface roughness was ob-
served. Viewed surface features can be grouped into miron sized, round shaped observed
at big scales(fig.6.6), and other sub-micron, with rounded, and elongated shapes(fig.6.7).
In comparison with the STO/Gaq3/AlOx morphology(fig.6.5), a first remark was the
disappearance of the rounded features viewed at the sub-micon range, while elongated
features persisted.

Figure 6.5: AFM image of Gaq3/AlOx deposition on top of STO, at different scales.

Figure 6.6: Deposition of Gaq3/AlOx, on top of LSMO, and profile of different grains viewed at
different scales.

After the Co deposition on top of STO/LSMO/Gaq3/AlOx, the same features were
also reported, with a decrease in the surface RMS roughness. A slight increase in the
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Figure 6.7: LSMO/Gaq3/AlOx 1x1 µm2 AFM image, profile of surface morphology and different
observed grains.

mean grains size, and slight decrease in the mean grains height was reported, indicating
a slight increase in the deposition efficiency on features edges and in pits, than on
peaks [82]. However, for Co deposition on top of the STO, a very fine surface was
reported, reflecting a smooth, uniform deposition( RMS=2.5 Å), and was attributed
to the fine substrate surface, deposition conditions(UHV at 10−10 mbar), and the used
deposition technique(EBPVD).

Deposited layers, on top of STO consec-
utively all numbers are in (nm)

mean size
(nm)

RMS size
(nm)

RMS
roughness
(nm)

LSMO(20) 7.43 0.714 0.71
LSMO(20)/Gaq3(15)/AlOx(2) 16.04 3.96 3.84
LSMO(20)/Gaq3(15)/AlOx(2)/Co(10) 16.20 3.05 2.99
STO/Gaq3(15)/AlOx(2) 13.98 2.01 3.85
STO/Co(10) 7.19 0.23 0.25

Table 6.2: Table summarizing surface characteristics after each deposited layer, extracted from
one (1x1 µm2) image.
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(a) (b)

Figure 6.8: a)Resistance at room temperature and at 100 K, b) resistance-temperature character-
istics fitted by a polynomial function.

2. Electrical characterization

At room temperature, all devices showed similar resistances(13 kΩ ± 1.8 kΩ)(fig.6.8.a)).
When cooling the substrate, devices showed a sharp resistance drop, due to the dominance
of the LSMO on the devices overall resistances (fig.6.8.b)). At 74 K, as the LSMO
resistance became negligible, a big variance in the devices resistances was reported (5±1.9
kΩ)(fig.6.8.a)), indicating, similarly to the MTJ, an initial unpredictable intermediate
resistance state in these type of materials.

3. Magnetoresistance characterization

At Room temperature, a huge CMR was reported, typical for LSMO half-metal below
TC

[81], again, reflecting the dominance of the LSMO to the overall resistance at high
temperatures (fig.6.9).
At 100 K, positive MR effect was reported in all devices, that was later confirmed to
be GMR, by comparing MR measurements, while applying the magnetic induction in
the devices in-plane longitudinal, and transverse directions, the effect was shown to be
independent on the angle, thus ruling out AMR effect, this result confirmed an active
spacer between the two electrodes, and in accordance with the random IRS and the
correlation between the resistance and magneto-resistance states, the initial GMR ratios
were different from D2D (fig.6.9).
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(a) (b)

(c) (d)

Figure 6.9: a) MR measurement of one of the devices at RT, showing a CMR effect. b) CMR % of
all 16 devices. c) MR measurement of one device at 100 K, showing a GMR effect. d)
GMR % of 12 devices (equ.2.21).
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(a) (b)

Figure 6.10: 12 devices IV after a) +8 V, and b) -8 V applied sweeps, small hysteresis was reported
at N1I4.

4. Electrical bistability

At 100 K, devices were subjected to a set of increasing positive voltage sweeps (fig.6.10),
in search for any resistance modification. At high applied voltages, devices experienced
orders of magnitude increase in their resistance (fig.6.12), then at + 12 V a resistance
drop was observed, and was switched back using -12 V. The switch showed a ratio up
to 0.6 and was checked for 14 cycles of ± 12 V set-reset pulses(fig.6.11).
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Figure 6.11: Set of (positive-negative) pulses cycles, using a) ± 9 V, b) ±11 V, c) ±12 V. A switch
was reported at ±11 V, and was stable at ±12 V.

Figure 6.12: a) Devices initial resistances at 100 K. b) Devices resistances after subjection to high
applied voltages up to ± 12 V, for 14 cycles. Marked devices are disconnected.

6.4 Conclusions

To conclude, all devices showed magneto resistance switches (GMR effect) at 100 K. The
absence of AMR effect indicates an active spacer between the two electrodes, therefore rule
out the possibility of having shorts between the electrodes.

Resistive switches were observed in devices at high applied voltages(above 11 V), with an
on/off ratio up to 0.6, similar to other spintronics switching devices (SOT-MRAM,STT-
MRAM etc.) [84, 85].

In addition, both Resistance and magneto-resistance switches were shown to be correlated.
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