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Abstract

This Thesis is centered on the analysis of structures typical of integrable models that are
found also in the context of the Schrödinger equation. Among the many relations that
can be derived, particular focus is devoted to the study of the Thermodynamic Bethe
Ansatz (TBA) equations, and the related Y-systems, for the Borel resummed version of
the quantum periods associated to a given choice of potential function. These quantum
periods are defined as loop integrals of formal solutions to the Riccati equation, which
get promoted to actual functions through the resummation procedure. They are part
of the monodromy data of the equation, and can be used to find exact quantisation
conditions that allow to solve for the energy spectrum. Once the type of potential
has been selected, the form of the TBA equations for the resummed quantum periods
depends on the value chosen for the parameters entering in the potential; the parameter
space may be in fact organised in regions, called chambers, differing for the type of
TBA. Building on the results found in [1], we have developed an algorithmic procedure
that allows to find the TBA equations for the resummed quantum periods associated to a
generic polynomial potential, and so in a generic chamber of the related parameter space,
only through algebraic manipulations of the Y-system of a minimal chamber, where the
form of the Y-system is always known. To further investigate the realm of applicability of
this procedure, we then studied its possible implementation for the case of the modified
Mathieu equation, a Schrödinger-like equation with a periodic potential, whose relevance
lies in a connection with the deformation of the 4d N = 2 supersymmetric SU(2) pure
gauge theory.
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Introduction

The study on integrable systems, at first in the classical setting, dates back to the very
beginning of Classical Mechanics, in its Newtonian formulation [2]. The appeal of inte-
grable models as systems that can be exactly solved has since gathered more and more
interest from the physics community, which developed strategies and techniques to tackle
the problem of extracting from these theories information on their observables, and on
other relevant physical quantities characterizing the models. As is common in the field,
many of these techniques have then been found to be be applicable in the most dis-
parate areas of physics, even in contexts which at first were seemingly unrelated with
the integrability domain. Among these cases, the one that is central to this thesis work
is a connection between integrable models and the study of the Schrödinger equation,
stepping thus into the realm of Quantum Mechanics (QM). The presence of integrable
structures hidden in particular quantum mechanical settings may be already found in the
foundational works of A. Voros (most importantly [3], but also e.g. [4–6]), and Y. Sibuya
[7], but a properly formalized connection, soon named ODE-IM correspondence (from
the name of the two worlds it brings together, namely ordinary differential equations
(ODEs), like the Schrödinger one, and integrable models (IMs)), was put forward by P.
Dorey and R. Tateo in [8, 9], and completed at the same time by V.V. Bazhanov, S.L.
Lukyanov and A.B.Zamolodchikov in [10]. In this series of papers, the authors showed
how to use asymptotic solutions of a simple class of Schrödinger equations (the ones
having as potential a monomial + the angular momentum term) to build objects which
satisfy functional relations completely analogous of those encountered in the analysis
of integrable models. These functional relations, which are called Q system, T system,
TQ system and Y system, from the name of the quantities that they involve, allow,
once found in the QM setting, to determine in an exact way relevant quantities for the
Schrödinger problem, among all the energy spectrum. It is worth mentioning that the
type of analysis pioneered by Dorey, Tateo, Bazhanov, Lukyanov and Zamolodchikov
does not limit to the simple models studied in the first papers [8–10], and has since then
been generalised to more complicate type of potentials and even different type of ODEs
[11, 12].
The route used in [8–10] however, is not the only one that allows to find integrable
structures in a given form of Schrödinger equation. If we focus on the Y-system and the
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associated TBA equations, similar relations can in fact be obtained by exploiting an-
other approach to the analysis of the Schrödinger problem, called resurgent approach to
Quantum Mechanics, and based on an exact version of the WKB approximation method.
This type of procedure is indeed the one used by Voros in its aforementioned works [3–6],
and has been developed thanks to the efforts of many contributors, among them E. De-
labaere, H. Dillinger and F. Pham (see e.g. [13]), J. Ecalle [14], T. Kawai and Y. Takei
[15, 16], and H.J. Silverstone [17]. This exact WKB method have then been used in a
wide variety of contexts related to the Schrödinger equation, and has gained recently
quite some popularity.
In particular, in 2019, K. Ito, M. Mariño and H. Shu used this type of analysis (pre-
senting also a re-derivation with a more “traditional” ODE-IM oriented perspective) to
find a set of TBA equations governing the Borel resummed WKB periods associated to
a Schrödinger equation with a generic type of polynomial potential with complex coeffi-
cients [1], extending the original works about the ODE-IM correspondence. In the paper,
the authors first obtained the set of TBA equations for a simplified class of polynomial
potentials, and then used a process that combined the analytic continuation of the TBA
equations and a redefinition of the related pseudoenergies, to extend the results to the
general case. This analytic continuation process is usually called wall-crossing of the
TBA equations; one can in fact see that there exist boundaries in the space of param-
eters associated to the potential functions, which separate regions with different type
of TBA equations, and when one performs an analytic continuation of the equations
between these regions, he should be ready to modify them as the wall is encountered.
The first goal of the present thesis was to deepen the understanding of the process used
by Ito and collaborators to derive the TBA equations in the various regions (more tech-
nically, chambers) of the space of parameters associated to a polynomial potential of any
degree, and in particular study its consequences from the point of view of the related
Y-system. The main outcome of this analysis was the development of an algorithmic
procedure involving only Y functions and Y-systems, that allows one to obtain the TBA
equations in a generic chamber (i.e. for a generic choice of polynomial potential) in a
fast and consistent way. The main advantage of working with Y-systems, instead that
with the TBA equations, lies in their algebraic, rather than integral, structure, which
strongly facilitates their manipulation. Most part of this section of the thesis work has
been done in collaboration with the colleague S. Franzoni, who has published its version
of the results in [18]. Here, we try to give an alternative type of presentation with respect
to the one described in [18], working from the start with a more Y-system oriented per-
spective, and deepening the motivations that lie behind some of the choices that guide
the procedure. To build the intuition on how the procedure has been derived, we use
as exemplification model a quartic potential, and then present the general version of the
algorithm.
As a second type of application of this kind of analysis, the attention has been then
turned onto the modified Mathieu equation, mainly due to its link with a deformation
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of the 4d N = 2 supersymmetric SU(2) pure gauge theory [19], whose undeformed
version is the well-known Seiberg-Witten (SW) theory [20]. The modified Mathieu equa-
tion, with an appropriate identification of its parameters, can in fact be considered as a
Schrödinger-type equation with a periodic potential1, making it also a relevant candidate
to investigate the applicability of the procedure developed in the case of the polynomial
potential to a wider class of potential functions. What’s more, thanks to the connec-
tion with SW theory, the resummed quantum periods that usually enter into the TBA
equations associated to a given choice of Schrödinger equation, take on in this case also
an additional role, as they can be put [22] in 1-1 correspondence with the BPS states
of the gauge theory. Driven by these motivations, we performed a study of the analytic
continuation of the TBA equations from the strong to the weak coupling regions (in
the SW language) of the parameter space, and evaluated the feasibility of generating the
weak coupling TBA equations from the strong coupling ones, in a similar fashion of what
previously done for the case of a polynomial potential. By looking at the Stokes graphs
associated to the modified Mathieu equation in the two regions, we have indeed found a
possible identification between the quantum periods and the spectrum of BPS states in
the two regions, but we faced serious complications in the process of generating the new
TBA equations from the old ones. Ultimately, the reason behind these complications
shall be identified with a different type of wall-crossing with respect to the polynomial
case, which do not allow for a direct application to the present case of the method devel-
oped in the latter one. To overcome this problem, we experimented with new strategies,
which we discuss.
In order to summarize the whole content of this thesis work, we now briefly describe how
the material is organized into the different chapters

• Chapter 1 contains an overview of all the techniques developed in the context
of integrable models which later will play a role in the study of the Schrödinger
equation. The perspective used here is mainly that of 2D integrable quantum
field theories, for which there exist a wide array of methods of analysis. We briefly
present the S-matrix approach to integrable theories, which then allows us to derive
the Thermodynamic Bethe Ansatz and the Y-system. We show how the TBA may
be used to obtain the spectrum of the field theory, by using the mirror argument
for the ground state, and then a process of analytic continuation of the TBA
equations to reach the excited states (following [23]). This procedure will also give
a flavour of the similar continuation process we will then use in Chapter 4 and 5.
Finally, we present also the so-called BLZ construction for conformal field theories
(as prime examples of integrable theories) [24–27], that allows us to introduce in
the field theory context the notion of Q,T operators and their functional relations,
and allow for a different way of deriving the Y-system and the TBA equations

1For the Generalized Mathieu equation, of which the modified Mathieu equation is just a special
case, an ODE-IM analysis has been performed in [21]
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which is more closely related to that used in the works [8–10] on the ODE-IM
correspondence

• Chapter 2 is devoted to the presentation of the ODE-IM correspondence, in its
original formulation [8–10]. The “integrability side” of the correspondence has
been already explained in the first chapter, so the focus of this part is primarily
oriented towards the Schrödinger equation, as prototypical example of ODE (and
also as the type of ODE concerning this thesis work). Here we show how to build
the analog of the Q,T and Y functions appearing in integrable models, together
with their functional relations, and make explicit the identification between the
quantities belonging to the two different sides of the correspondence. We initially
apply this type of analysis to the model that has been historically studied as first,
namely that of a potential of monomial type + the angular momentum term, and
then repeat the construction for the case of a generic polynomial potential, since
this is the setting in which the Y-system algorithm presented in Chapter 4 has
been derived

• Chapter 3 contains a self-contained introduction to the last main piece of theoreti-
cal background needed to understand the original part of this thesis work, namely
that of the exact WKB method. An overview of the main concepts involved is pre-
sented, together with some derivations, and a particular attention is posed towards
the understanding of the Stokes phenomenon for the resummed series, which lies
at the heart of the reason why TBA-like equations emerge in this context. We give
then an explicit derivation, from the point of view of exact WKB theory, of the
TBA equations associated to a Schrödinger equation with polynomial potential,
in the particularly chosen region of the parameters space which we will than use
as base point for the analytic continuation process (called minimal chamber). To
conclude, we compare this derivation of the TBA equations with that coming from
the ODE-IM approach of Chapter 2, making thus contact between the two worlds.

• In Chapter 4 we pick up from the minimal chamber’s TBA equations derived at the
end of the previous chapter, and perform the study of analytic continuation of the
TBA equations (along the lines of [1]) associated to a Schrödinger equation with
polynomial potential. Using as explicit example a quartic potential, we show how
this process can be translated in terms of Y functions and Y-systems, explaining
the origin of the algorithmic procedure we developed, which we recall allows to
readily find the TBA equations in any chamber of the parameters space through
only algebraic manipulations of Y functions. The chapter concludes with a general
formulation of the algorithm, valid for all polynomial potentials having distinct
turning points.

• Chapter 5 is dedicated to a study of the resummed quantum periods, and the
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related TBA equations, in the case of the modified Mathieu equation, with spe-
cial care to its connection with the deformed Seiberg-Witten theory. After a very
brief excursus on the different approaches to this type of analysis that have been
performed in the recent literature, we tackle the problem of first writing the TBA
equations in the strong coupling region of the parameter space, and then analyt-
ically continue them onto the weak coupling one. We discuss the feasibility of
applying to this case the algorithm we developed for a Schrödinger equation with
polynomial potential, and comment on problems and possible solutions.
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Chapter 1

Exact techniques for the analysis of
2D integrable quantum field theories

A classical system with a finite number n of degrees of freedom is said to be integrable
(in the Liouville sense) if there exist n functions Fi(p⃗, q⃗) , i = 1, ..., n defined on its phase
space (where p⃗, q⃗ are respectively the vectors of the generalised momenta and position)
that are

(i) independent, i.e. the subset of phase space defined by fixing each Fi to a certain
value is n dimensional

(ii) conserved in time, that is dF
dt

= {H,Fi} = 0, where H is the Hamiltonian of the
system and {·, ·} is the Poisson bracket

(iii) in involution, which means pairwise commuting under the Poisson bracket opera-
tion

An integrable system has the peculiar feature that its dynamics can be solved through
a canonical transformation of phase space coordinates to the so called action-angle vari-
ables, in terms of which the motion is linear in time. This notion of integrability can be
generalised also to classical fields, where the phase space is parametrised by the configu-
rations of the field ϕ(xµ) and its conjugate momentum field Π(xµ), and the Fi are local
functionals of ϕ,Π, where for locality we mean that they are spatial integral of densities
that depend only on ϕ(xµ),Π(xµ), and a finite number of their derivatives, all evaluated
at the same space-time point xµ. In this case, being the number of degrees of freedom
of a field infinite, to have integrability there must be an infinite family of local integral
of motions Fi.
Quantizing the field theory, the Poisson brackets get promoted to commutators, and
the functionals acting on the phase space become operators acting on a Fock space.
With these adaptations, integrability can be defined also for a quantum field theory
(QFT):
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We define integrable a QFT that has an infinite number of local conserved charges Qi

in involution (i.e. pairwise commuting)

If a quantum field theory is integrable, it has the very remarkable property to be exactly
solvable (that is, solvable not by means of a perturbative series), which implies that one
is able to compute exactly:

• the mass spectrum of its excitations

• its S-matrix and correlation functions

• the thermodynamics of the associated statistical model

Actually, in D > 2 dimensions, one can show that any QFT which contains a parity
conjugate pair of conserved charges of spin > 1 must be trivial, i.e. a free theory (for an
heuristic explanation see [28], chapter 17.2.4). Relevant integrable quantum field theories
are thus present only in (1+1) dimensions, which is the setting we will focus on in this
chapter. Perhaps the most widely studied class of 2D integrable quantum field theories
are the conformal field theories, for which an infinite tower of conserved charges can
be built by considering descendant fields in the Verma module of the identity operator
(among which the stress-energy tensor is present). Being conformal, these theories are
massless. Massive integrable theories may be obtained for example by perturbing a
conformal field theory via one of its relevant primary fields, but such a perturbation is
not guaranteed to preserve integrability.
As the name suggests, this first introductive chapter presents different techniques that
have been developed to study and solve in an exact way integrable QFTs in 2D. Our
interest in presenting these results comes from a remarkable connection that was found,
after the theory of 2D conformal theories was well established, between integrable models
and a particular class of Schrödinger equations. Some of the fundamental set of equations
that we will derive in this section, as for example the so called thermodynamic Bethe
ansatz equation, will then appear also in the context of one dimensional Schrödinger
problems, but with a different meaning and implications.

1.1 S-matrix theory in 2D and constraints from in-

tegrability

We start our presentation on 2D integrable QFTs by describing the peculiarities of the
S-matrix theory when working in only (1+1) dimensions, and how integrability of a field
theory limits the possibilities of the scattering phenomena. In particular, we will present
the general form of the two particle S-matrix for a diagonal theory.
Following [29], we will work using light cone coordinates in Minkowski space-time, so
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that the energy-momentum vector (p0, p1) will be given as (p, p̄) = (p0 + p1, p0 − p1),
and the mass-shell condition becomes pµpµ = pp̄ = m2. We will also attach a letter
a, b, c, ... to the subscript of quantities in order to distinguish different particles in a
theory. We could parametrise (pa, p̄a) as (maa,maa

−1), a ∈ R, to explicitly fulfill the
mass-shell condition, where a > 0 for particles and a < 0 for antiparticles (since the
energy p0a = (pa + p̄a)/2 = maa

2
(1 + a−2) has the same sign of a), but a more convenient

parametrisation is done by using the rapidity variable θa = log(a), so that

pa = mae
θa p̄a = mae

−θa (1.1)

or, in terms of energy and momentum

p0a = (pa + p̄a)/2 = ma cosh θa p1a = (pa − p̄a)/2 = ma sinh θa (1.2)

Differently from a, we regard θa as a complex variable. For particles, θa ranges on all
the real line, while antiparticles are shifted on the line Im θa = π due to the definition of
the complex logarithm (θa = ln(a) = ln |a| + iπ, for a < 0). Exploiting the fact that we
have only one spatial dimension, we can represent asymptotic states as

• an in state is characterised by the absence of further interactions at t→ −∞, and
we can write it as (we will usually omit the bracket notation)

Aa1(θ1)Aa2(θ2) · · ·Aan(θn), with θ1 > θ2 > · · · > θn (1.3)

where Aai(θi) describes a particle of type ai travelling with rapidity θi, and we have
assumed an in state containing n particles.

• an out state is characterised by the absence of further interactions at t → +∞,
and we similarly represent it as

Ab1(θ1)Ab2(θ2) · · ·Abn(θn), with θ1 < θ2 < · · · < θn (1.4)

for an out state containing n particles

Ordering of symbols is very important in this notation, and we can consider the Aai(θi)
as non-commutative objects. The S-matrix provides the mapping between the in state
basis and the out state one. For example, for a 2-particle in state

Aa1(θ1)Aa2(θ2) =
∞∑
n=2

∑
{b1···bn}

∑
θ′1<···<θ′n

Sb1···bn
a1a2

(θ1, θ2; θ
′
1 · · · θ′n)Ab1(θ

′
1) · · ·Abn(θ′n) (1.5)

where the first sum runs over the number of particles in the out state, the second one
over their type, and the last one represents a number of integrals over the rapidities θ′i,
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with constraints imposed on the θ′i by conservation of left- and right- lightcone momenta.

The above discussion was generic to any quantum field theory in (1+1) dimensions.
Let’s now investigate the consequence of the existence of local conserved charges in
the theory. In an integrable (relativistic) QFT, we can always arrange the conserved
charges Qi so that they are labelled by a spin index s ∈ Z, whose value describes the
transformation properties of the operator Qi under boosts [30]. The integrable theory
can then be characterised by an infinite set of spin values {si} (that obviously will not
cover all the numbers in Z), each with its associated conserved charge Qsi . The action a
charge Qs of spin s on a 1-particle asymptotic state Aa(θa) is given by

QsAa(θa) = q(s)a esθaAa(θa) (1.6)

where q
(s)
a is a factor depending on the particle type a and on the charge Qs chosen.

For example, if we consider as charge the left component P in lightcone coordinates of
the energy momentum operator, which has spin 1, then q

(s)
a = ma, so that PAa(θa) =

paAa(θa) as expected.
Since we have restricted ourselves to considering charges that are integrals of a local
density, their action on a multiparticle state is just additive

QsAa1(θ1) · · ·Aan(θn) =
Ä
q(s)a1

esθa1 + · · · + q(s)an e
sθan
ä
Aa1(θ1) · · ·Aan(θn) (1.7)

In presence of a conserved charge Qs, the S-matrix must have nonzero elements only
between states that share the same total value of Qs. For the matrix element Sb1···bm

a1···an
describing a n→ m scattering, this traduces in the constraint

q(s)a1
esθa1 + · · · + q(s)an e

sθan = q
(s)
b1
esθ

′
b1 + · · · + q

(s)
bm
esθ

′
bm (1.8)

In an integrable theory, we will have an infinite tower of these relations, one for each spin
value s associated to a conserved charge of the theory. These conditions do not force
the set of outgoing particles to be the same of that of the initial ones, but still severely
constrain the form of the S-matrix. In particular, they imply:

• no particle production (so same number of particles in in and out states)

• equality of the set of initial and final momenta

• factorisability of any n→ n S-matrix element into 2 → 2 matrix elements

This last point motivates us to focus only onto the two-particle S-matrix, whose action
is encoded in

Ai(θ1)Aj(θ2) = Skl
ij (θ1 − θ2)Al(θ2)Ak(θ1), θ1 > θ2 (1.9)
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where a sum over the indices k, l is implied, and the fact that Skl
ij depends not separately

on θ1, θ2 but only on their difference is due to invariance of the theory under boosts,
that shift all the θi by a constant. The two particle S-matrix is further constrained by
energy-momentum conservation, which implies mi = mk and mj = ml, charge, parity,
and time-reversal symmetry, crossing symmetry and unitarity. In what follows we will
also restrict to the simplified setting where all the asymptotic states can be distinguished
by their values of the conserved charges of the theory (mass included), so that the the
in and out state will contain the same number of particles for each type. In this case
the two particle S-matrix Sij(θ) (which now has only two indices) is called diagonal, and
has a simple analytic structure in the complex θ plane. Unitarity and crossing symmetry
imply Sij(θ + 2πi) = Sij(θ), and so we can capture the full behaviour of the scattering
process by considering only the region −iπ < Im θ < iπ. In particular, simple poles
of the S-matrix displaced along the imaginary axis inside the so called “physical strip”
0 < Im θ < iπ, are usually associated to virtual bound states of the theory (that is,
excitations contained into the spectrum of the theory, eventually decaying at t → ∞
into asymptotic states). The location θk = iukij of each of these poles is linked to the
mass squared of the related bound state as 1

m2
k = m2

i +m2
j + 2mimj cosh(θk) = m2

i +m2
j + 2mimj cos(ukij) (1.10)

The most remarkable consequence of all the constraints imposed on the S-matrix is
however that we are able to write an explicit form for Sij that holds for a generic theory.
The only additional requirement we have to assume, which is an expected feature of a
local QFT, is for scattering amplitudes to be polynomially bounded on the momenta.
Any two particle S-matrix of a diagonal integrable QFT can then be presented as

Sab(θ) =
∏

α∈Aab

sα(θ), where sα(θ) =
sinh (θ + iαπ)/2

sinh (θ − iαπ)/2
(1.11)

where α ∈ R, −1 ≤ α ≤ 1, and Aab is a family of values for α that describes the location
of the simple poles of Sab(θ), and so are linked to the masses of virtual bound states
that can be created by the scattering of a particle of type a with one of type b. It is
immediate to see in fact that each factor sα entering in Sab(θ), which is an instance of a
so called CDD factor, has a simple pole at θ = iαπ.

1This relation can be understood by interpreting the pole of Sij as coming from a propagator con-
tained into it, representing the propagation of the bound state. Expressing the S-matrix not in terms
of θ, but of the Mandelstam variable s, the propagator is just ∼ i/(s−m2

k), and so the location of the
pole in the s plane coincides with m2

k. The equation (1.10) is then just a consequence of the relation
between s and θ

s = m2
i +m2

j + 2mimj cosh(θ)
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1.2 Thermodynamics and the TBA

The Thermodynamic Bethe Ansatz (TBA) is a technique that allows one to obtain the
thermodynamics of a integrable scattering theory from its S-matrix. Building on previous
results found by C. Yang and C.P. Yang for non-relativistic models [31], the field theory
version of the TBA has been first proposed by Al. B. Zamolodchikov in [32] for two
simple purely elastic (i.e. diagonal) theories, and later generalised to a vast class of
diagonal and non diagonal integrable theories. In our discussion, we will focus on the
diagonal case, to present just the essential features of the TBA.
In this method, the calculation is reduced to the solution first of a set of nonliner integral
equations for one-particle excitation energies and then of another set of nonlinear integral
equations for the rapidity distributions of the species of particles in the theory. The
derivation of these equations consists of two parts:

1. first, we use the assumption that the asymptotic wave function for our system of
particles has a very simple form. Putting the system in a circle with periodic or
antiperiodic boundary conditions, and exploiting the fact that different configura-
tions of the asymptotic wavefunction are related through the S-matrix, one obtains
then quantisation conditions for the set {θi} of the rapidities of the particles in the
asymptotic states.

2. The second part is just statistical mechanics. One performs the thermodynamic
limit (TD) on the system and uses the minimisation of the free energy to find the
dominant macroscopic configurations (i.e. the rapidity distributions) consistent
with the constraint of having fixed the (spatial) density of each particle type. This
procedure leads to the nonlinear integral equations mentioned before

Let’s now discuss the two steps in detail, using as main reference [33, 34].

Asymptotic wave function and quantisation of rapidities at finite size

Consider a QFT on a circle of circumference L (with L large) that has purely elastic
scattering. Let there be n different species of asymptotic particles in the theory, labelled
by an index a = 1, ..., n, with masses ma. We define the correlation length ξ of the
theory as the inverse of the smallest of these masses. Since the theory is diagonal, we
can specify the S-matrix via the scattering phases, defined as

Sab(θ) = eiδab(θ), i.e. δab(θ) = −i lnSab(θ) (1.12)

where we choose for the complex logarithm its first determination. As already discussed
in the previous section, the Hilbert space of a theory with diagonal scattering is rather
simple: given any N-particle state with Na particles of each type the integrability of the
theory ensures that time evolution preserves both the identity of the particles and the set
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of their momenta. What’s more, if we choose to focus on those regions of configuration
space (x1, ..., xN) of the system where particles are strongly separated (so that no virtual
processes are involved), which means |xi − xj| ≫ ξ, i, j = 1, ..., N , i ̸= j, then it makes
sense to associate to an N-particle state of the system a wavefunction ψ(x1, ..., xN). We
will call these regions free regions, and distinguish them only by the ordering of particles
Q(1, ..., N) in space, where Q(1, ..., N) indicates a permutation of the indices of the
particles that reflects their order in space, i.e. xQ1 < xQ2 < ... < xQN

(Qn is the n-th
number in the permutation Q). Given a set of rapidities {θi} for an N-particle state,
to build the corresponding wavefunction ψ we exploit the fact that in each free region
ψ must be proportional to a superposition of plane waves, one for each particle i, with
the appropriate momentum pi = mi sinh(θi), and a proportionality coefficient A that
depends on the free region considered (so on the related ordering Q):

ψ(x1, ..., xN) = ei
∑N

i pixi

∑
Q∈SN

A(Q)Θ(xQ) (1.13)

where SN stands for the set of all possible permutations of {1, ..., N} and the symbol
Θ(xQ) is defined to be

Θ(xQ) =

®
1, if xQ1 < xQ2 < ... < xQN

0, otherwise
(1.14)

We will refer to this form of wavefunction as asymptotic wavefunction.
The S-matrix provides the matching condition for ψ across each free region, and so allows
to determine the coefficients A(Q) up to an irrelevant overall factor. For example, if two
permutations Q = (..., i, j, ...) and Q′ = (..., j, i, ...) differ only for the exchange of two
numbers i, j, we have

A(Q′) = Sij(θi − θj)A(Q) (1.15)

Boundary conditions at x = 0 and x = L induce then a quantisation on the possible sets
{θi} of particle rapidities. In particular, if we choose periodic (antiperiodic) boundary
conditions for bosons (fermions)2, we have the quantisation conditions

ψ(..., xi = L, ...) = (−1)Fiψ(..., xi = 0, ...), i = 1, ..., N (1.16)

with Fi = 0 (= 1) if the ith particle is a boson (fermion). Using our expression (1.13) for
ψ, this leads to

A(i, Q2, ..., QN) = (−1)FieipiLA(Q2, ..., QN , i) (1.17)

2This prescription is important to have a proper correspondence between the generating functional
of the theory in the Euclidean path integral formulation and its partition function in the statistical
mechanics approach
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for every Q ∈ SN such that Q1 = i. We have such a constraint for every particle
i = 1, ..., N . Using now the fact that the two A coefficients in this formula can be related
by the S-matrix via a repeated use of (1.15), we obtain

A(i, Q2, ..., QN) = (−1)FieipiL

(∏
j ̸=i

Sij(θi − θj)

)
A(i, Q2, ..., QN)

⇒ eipiL

(∏
j ̸=i

Sij(θi − θj)

)
= (−1)Fi , i = 1, ..., N

(1.18)

Taking the logarithm, we can rewrite this set of relations in terms of the phase shifts,
and expressing the momenta through their rapidities (this is allowed since particles in
the free regions are considered on-shell), one arrives to the so called coordinate Bethe
ansatz equations :

Lmi sinh θi +
∑
j ̸=i

δij(θi − θj) = 2πni, i = 1, ..., N (1.19)

where the quantum numbers ni we have introduced are integers or half-integers depend-
ing if the ith particle is a boson or a fermion. From now on, we choose to focus on the
latter case.
The coordinate Bethe ansatz equations are N coupled (via the phase shifts) transcenden-
tal equations which determine the allowed sets {θi} of quantised rapidities for a chosen
N-particle asymptotic state. The admissible rapidity sets are specified via the sets of
quantum numbers {ni}, and for several models one can show that the solution is unique
for every set {ni} of pairwise distinct numbers, and the totality of the resulting Bethe
states ψ{θi} form a basis for the interacting Hamiltonian. We will assume this as an
hypothesis. The energy and momentum associated with these states will have the simple
form:

E({θi}) =
N∑
i=1

mi cosh θi, p({θi}) =
N∑
i=1

mi sinh θi (1.20)

Before moving on the next step in the derivation of the TBA equations, it is worthwhile
to present an alternative form of equations (1.19)

pi =
2πni

L
− 1

L

∑
j ̸=i

δij(θi − θj), i = 1, ..., N (1.21)

We see that if all interactions are trivial, i.e. the theory is a free theory, the Bethe
equations coincide with the usual quantisation conditions pi = 2πni/L for a free particle
in a box. The effect of interactions, encoded in the phase shifts, is then to introduce a
variation in the sets of admissible values for the momenta, and so accordingly shift the
energy levels of the multiparticle system via (1.20).
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Derivation of the thermodynamics

What we have done up to now was a microscopic description of the system. To obtain
from it the thermodynamics, we have first to implement the TD limit, and then look
at the macroscopic variables, such as (1.20), at thermal equilibrium. As we will see in
a moment, the TD limit will help simplify the difficult transcendental equations (1.19)
and lead to a series of integral equations.
In the TD limit L → ∞ and Na → ∞, with the densities Na/L staying finite and fixed
for each specie of particles. This implies:

• The Bethe states are now formed by an infinite number of particles, and so the
corresponding rapidity sets {θi} have an infinite number of elements. What’s more,
since (from the coordinate Bethe ansatz equations) the difference between two con-
secutive rapidities in a Bethe state behaves like |θi− θi−1| ∼ 1/mL, the “occupied”
rapidities in a state condense, and can so be described by a continuous distribution
ρ(r)(θ) (r here stands for roots, i.e. roots of Bethe eqs.). By definition, this particle
density ρ(r)(θ) is such that the number of particles in a state with rapidity in the
interval [θ, θ + ∆θ] is given by ρ(r)(θ)∆θL. In what follows, it is convenient to
separate in each set {θi} the subsets {θa,i} relative to each single particle type a,
and call the corresponding subset of quantum numbers {na,i}. In the TD limit, we

can then associate a density of roots ρ
(r)
a (θ) to each particle type.

• Considering now the coordinate Bethe ansatz equations (1.19), in the TD limit we
can rewrite them using the newly introduced root densities as

ma

2π
sinh θa,i +

∑
b

ˆ
dθ

2π
δab(θa,i − θ)ρ

(r)
b (θ) =

na,i

L
(1.22)

We give a name to the function that is on the left hand-side of this equation, calling
it counting function

Ja(θ) ≡
ma

2π
sinh θ +

1

2π

∑
b

Ä
δab ∗ ρ(r)b

ä
(θ) (1.23)

where we have used the convolution symbol to simplify the form of the expression.
In terms of the counting function, the coordinate Bethe ansatz equations (in the
TD limit) are just

Ja(θa,i) =
na,i

L
(1.24)

with one of equation for each particle i.
Being an infinite number of equations, the Bethe ansatz equations in the TD limit
are not very useful as they stand, but they can be recast in a more manageable
form. Assume for the moment that the counting functions Ja(θ) are monotonically
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increasing; we will prove this assumption at the end of the analysis. Choosing the
labelling of the θa,i values in a state such that θa,i < θa,i+1, the monotonicity of
the Ja implies that also the sequence of {na,i} is monotonically increasing with i
(recall (1.24)), and in particular is strictly increasing since fermionic particles in a
state can’t have the same value of θ.
As already stressed, of all possible integer numbers, only a subset of them {na,i}
will solve the Bethe equations. If we associate a “hole” density of states ρ

(h)
a (θ)

related to the non realised {na,i}, we will have that given any number n̄a ∈ Z, it
will correspond to the total number of realised + not realised values of θ in a state
up to the value θ̄ associated to it, i.e.

LJa(θ̄) = n̄a = L

ˆ θ̄

−∞
dθ ρ(r)a (θ) + ρ(h)a (θ) (1.25)

Restoring instead of Ja its defining expression (1.23), and deriving the above equa-
tion one gets

ρa(θ) =
ma

2π
cosh θ +

1

2π

∑
b

Ä
ϕab ∗ ρ(r)b

ä
(θ) (1.26)

where we have called ρa(θ) ≡ ρ
(r)
a (θ) + ρ

(h)
a (θ) the density of collectively roots and

holes, and ϕab(θ) ≡ d
dθ
δab(θ) = −i d

dθ
lnSab(θ).

At this stage, we have managed to convert the infinite number of coordinate Bethe ansatz
equations to the finite (one for each type of particle) number of equations (1.26) in terms
of the densities. However, in order to do so, we had to introduce also the density of
holes, which makes the set of equations (1.26) not sufficient to determine both the root
and the holes densities. If we are interested in the thermodynamics of the system, what
is left to do is to impose the minimisation of free energy.
The total entropy per unit length s[ρ

(r)
a , ρ

(h)
a ] associated to a certain density of roots and

holes (for all particle types) can be calculated by noticing that, even if we have defined
ρa(θ) so that ρa(θ)L∆θ corresponds to the total number of roots and holes of a species
contained in the interval [θ, θ + ∆θ], we can reshuffle the roots and the holes in that
interval without changing ρa(θ), and so the macroscopic variables of the system (this
is the typical situation encountered in statistical mechanics where many microscopic
states {θa,i} correspond to the same macroscopic description ρ

(r)
a (θ)). Recalling that for

fermionic particles the number of ways we can reshuffle is

Ωa =
(n

(r)
a + n

(h)
a )!

n
(r)
a ! n

(h)
a !
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we get

s[ρ(r)a , ρ(h)a ] =
∑
a

sa[ρ
(r)
a , ρ(h)a ] =

∑
a

ˆ +∞

−∞
dθ ln

(ρ
(r)
a + ρ

(h)
a )!

ρ
(r)
a ! ρ

(h)
a !

=

=
∑
a

ˆ +∞

−∞
dθ
î
(ρ(r)a + ρ(h)a ) ln (ρ(r)a + ρ(h)a ) − ρ(r)a ln ρ(r)a − ρ(h)a ln ρ(h)a

ó (1.27)

where in the last step we have used the Stirling approximation for the logarithm. The
energy per unit length is just the continuous version of (1.20), i.e.

h[ρ(r)a ] =
∑
a

ˆ +∞

−∞
dθρ(r)a ma cosh θ (1.28)

When minimising the free energy per unit length f = h−Ts (here T is the temperature)
we have as usual to take account of the constraints imposed on the system, adding them
to f as Lagrange multipliers. In this case, the constraints come from equation (1.26),
and the functional to minimize is f̂ ≡ f −

∑
a λaΦa, with

Φa[ρ
(r)
a , ρ(h)a ] =

ˆ +∞

−∞
dθ

[
(ρ(r)a + ρ(h)a ) − ma

2π
cosh θ − 1

2π

∑
b

Ä
ϕab ∗ ρ(r)b

ä
(θ)

]
(1.29)

Deriving f̂ separately with respect to ρ
(r)
a and ρ

(h)
a and setting the two derivatives to

zero, one obtains
∂f̂

∂ρ
(r)
a

=
´ +∞
−∞ dθ ma cosh θ − T ln ρ

(r)
a +ρ

(h)
a

ρ
(r)
a

− λa + 1
2π

∑
b (ϕab ∗ λb) (θ) = 0

∂f̂

∂ρ
(h)
a

=
´ +∞
−∞ dθ − T ln ρ

(r)
a +ρ

(h)
a

ρ
(h)
a

− λa = 0
(1.30)

Finally, using the second of the two equations to solve for the λa, and putting the resulting
expression into the first, one obtains the celebrated thermodynamic Bethe ansatz (TBA)
equations :

ϵa(θ) = maR cosh θ − 1

2π

∑
b

(ϕab ∗ Lb) (θ) (1.31)

where we have called R ≡ T−1, and introduced the pseudoenergies ϵa(θ) as

ϵa(θ) ≡ − ln ρ(r)a /ρ(h)a (1.32)

together with the related functions

La(θ) ≡ ln
Ä
1 + e−ϵa(θ)

ä
= ln

ρ
(r)
a + ρ

(h)
a

ρ
(h)
a

(1.33)
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The TBA equations are a finite (one for each particle type a) set of nonlinear integral
equations for the pseudoenergies. To determine the thermodynamics of the system one
first solves the TBA equations to find the pseudoenergies, and then via equations (1.32,
1.26) is able to reconstruct the density of both roots and holes, in term of which any
thermodynamic state function can be expressed. We list below just some of the expres-
sions for the most relevant thermodynamic quantities, as functions of ρ

(r)
a , ρ

(h)
a or the

ϵa(θ):

• Energy: refer back to equation (1.28)

• Entropy: one can use the expression (1.27), which can be also transformed into
the equivalent form

s[ρ(r)a , ρ(h)a ] =
∑
a

ˆ ∞

−∞
dθ Rρ(r)a ma cosh θ +

ma

2π
cosh θL(θ) (1.34)

• Free energy: from the equations for the energy and the entropy, one can extract

f [ρ(r)a , ρ(h)a ] = − 1

2πR

∑
a

ˆ +∞

−∞
dθ ma cosh θL(θ) (1.35)

• Partition function:

Z(L,R) = e−
1
T
Lf = e

∑
a

´+∞
−∞

dθ
2π

ma cosh θL(θ) (1.36)

One can also show (see [28], section 20.5) that this expression is equivalent to

Z(L,R) =
∞∑
n=0

1

n!

ˆ
dθ1
2π

· · · dθn
2π

⟨θn · · · θ1|θ1 · · · θn⟩
n∏

i=1

e−ϵ(θi) (1.37)

where the scalar product is computed using the rules of free fermionic systems.
This form for the partition function clearly shows how a diagonal scattering theory
in the TD limit can be interpreted as a gas of free quasi-particles, with effective
energy not given by the usual dispersion relation of particles ma cosh θ, but equal
to ea(θ) ≡ ϵ(θ)/R. Similarly, the effective momentum of these quasi-particles is
given by 2πJa(θ) (recall eq. (1.24)), and includes the usual term ma sinh θ plus a
correction due to the presence of interactions.

To conclude our discussion on the TBA equations, we make two final comments:

(i) we have left to prove the statement made earlier that the counting functions Ja(θ)
are monotonically increasing. The TBA equations imply that the pseudoenergies
are real functions of θ for any value of r ≡ R/ξ. This then means that ρa, ρ

(r)
a > 0,

and since Ja(θ) = d
dθ
ρa(θ) the monotonicity of the Ja(θ) follows
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(ii) the TBA equations clearly show a conceptual difference between the energy levels
of a free theory and those of an interacting theory with diagonal scattering. For
free theories the levels are simply determined by the quantisation of the single
particle states, and are the same whatever is the number of particles in the system
and the distributions of occupation of the levels. In interacting theories, instead,
the levels are determined in a self-consistent way with the statistical distribution
of the particles themselves; this is the meaning of the non-linear TBA equations
for the pseudoenergies.

1.3 Y-system

There is a class of two dimensional integrable QFTs, defined in terms of their S-matrix,
for which the TBA equations can be recast in a more “universal” form [35, 36]: these
are the so-called ADE theories, that is, diagonal scattering theories whose S-matrix
is related to a certain simply-laced affine Lie algebra of the series An, Dn, E6, E7, E8.
These theories can be identified as perturbations of certain conformal field theories which
preserve integrability (for a precise identification of the related CFTs see [33]). The ADE
theories have a number of particles r equal to rank of the related Lie algebra, and to each
of these particles may be associated a node on the Dynkin diagram of the algebra. With
this correspondence in mind, one can show that the conserved charges associated to a
certain spin value s in the field theory can be arranged into eigenvectors of the incidence
matrix Iab of the Dynkin diagram, with a spin dependent eigenvalue∑

b

Iabq
(s)
b = 2 cos

(πs
h

)
q(s)a (1.38)

being h the Coxeter number of the Lie algebra.
This relation, specialised for s = 1, tells us in particular that the masses of the particles
in the theory are proportional to the Perron-Frobenius eigenvector of Iab, namely the
eigenvector corresponding to its highest eigenvalue (that for a matrix with non-negative
entries like Iab is unique). Being diagonal theories, ADE theories have a two particle
S-matrix of the form (1.11), with poles corresponding to bound states located along the
imaginary θ axis at integer multiples of π/h. Using the explicit form of the S-matrix, one
can show then the following relation, peculiar to ADE theories (for a rigorous derivation
refer to [36])

Sab

Å
θ +

iπ

h

ã
Sab

Å
θ − iπ

h

ã
=
∏
c

Sac(θ)
Ibce−2πiIabΘ(θ) (1.39)
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where Θ(θ) is the step function

Θ(θ) =


0, if θ < 0
1
2
, if θ = 0

1, if θ > 0

(1.40)

that implies the presence of a corrective term into equation (1.39) only when θ = 0.
Expressing the relation in terms of the functions ϕab(θ) = −i d

dθ
lnSab(θ) that enter into

the standard TBA equations, one has

ϕab

Å
θ +

iπ

h

ã
+ ϕab

Å
θ − iπ

h

ã
=
∑
c

Ibcϕac(θ) − 2πδ(θ)Iab (1.41)

which Fourier transformed is (we call k the momentum corresponding to θ)

2 cosh

Å
kπ

h

ã
ϕ̃ab(k) =

∑
c

Ibcϕ̃ac(k) − 2πIab (1.42)

where we used the following convention for the Fourier transform

f̃(k) =

ˆ +∞

−∞
dθ eikθf(θ) (1.43)

The stage for obtaining the universal form of the TBA equations has now been set up.
What is left to do then is to first Fourier transform the standard TBA equations (1.31)
to obtain

ϵ̃a(k) = ν̃a(k) − 1

2π

∑
b

L̃b(k)ϕ̃ab(k) (1.44)

where we have introduced the common notation νa(θ) ≡ maR cosh θ. We then multiply
to both sides of this equation the matrix element δac − R̃(k)Iac, where R̃(k) ≡ 1

2 cosh kπ/h
,

sum over repeated indices, and use the relation (1.42) to get (after a relabelling of the
indices)

ϵ̃a(k) = ν̃a(k) − R̃(k)
∑
b

Iab
Ä
ν̃b(k) − ϵ̃b(k) − L̃b(k)

ä
(1.45)

which transformed back to the θ space reads

ϵa(θ) = νa(θ) −
1

2π
ϕh ∗

∑
b

Iab (νb(θ) − ϵb(θ) − Lb(θ)) =

= νa(θ) −
1

2π
ϕh ∗

∑
b

Iab
Ä
νb(θ) − ln(1 + eϵ(θ))

ä (1.46)
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in terms of the universal kernel (it’s the antitransform of R̃(k), up to a 2π factor)

ϕh ≡ h

2 coshhθ/2
(1.47)

that depends only on the Coxeter number of the Lie algebra. The equations (1.46),
equivalent to the usual TBA ones, constitute the so-called universal form of the TBA
equations (for the ADE theories). The relevance of this form for the TBA equations lies
in the fact that they depend only on features of the Dynkin diagram (and thus the Lie
algebra) associated to the theory, bypassing the S-matrix description. Another important
consequence of having a unique kernel for all the terms that enter in the TBA equations,
as first observed in [35], is that we can obtain from the TBA a set of algebraic, rather
than integral, equations for the pseudoenergies, known as Y-system. To obtain them one
performs a smooth shift of the universal TBA equations in the direction θ → θ + iπ/h
and then add them to the equations shifted to θ → θ − iπ/h. Taking account of the
residues from the poles of the kernel, one finds

ϵa(θ+ iπ/h) + ϵa(θ− iπ/h) = νa(θ+ iπ/h) + νa(θ− iπ/h)−
∑
b

Iab
Ä
νb(θ) − ln(1 + eϵ(θ))

ä
(1.48)

This expression can be greatly simplified by restoring the explicit form for the νa(θ)

νa(θ + iπ/h) + νa(θ − iπ/h) = maR (cosh (θ + iπ/h) + cosh (θ − iπ/h)) =

= 2maR cosh (θ) cosh (π/h) =

= R cosh (θ)
r∑

b=1

Iabmb =
r∑

b=1

Iabνb

(1.49)

where in the penultimate step we used the relation (1.38) specialised in the case s = 1
(where the charges are the masses ma). Looking back at the equations (1.48) we see that
the term just calculated gets cancelled by a part of the contribution coming from the
residues of the kernels, leaving with

ϵa(θ + iπ/h) + ϵa(θ − iπ/h) =
∑
b

Iab ln(1 + eϵ(θ)) (1.50)

which, rewritten in terms of the so-called Y-functions, Y (θ) ≡ eϵ(θ), becomes the afore-
mentioned Y-system

Ya(θ + iπ/h)Ya(θ − iπ/h) =
∏
b

[1 + Y (θ)]Iab (1.51)

The Y-system equations have been derived here through the original route, the one
proposed in [35], that involves obtaining them through the universal form of the TBA,
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but as it has become clear by further investigations on integrable QFTs, these are far
more general than the original TBA equations. They can be extracted directly from
the integrable structure of the theory, as we will see in section 1.5, and the same Y-
system can describe several different theories. Y-systems and TBA equations have been
derived in a wider class of theories than diagonal ones, and also appeared in other areas
of physics.
We conclude by mentioning that looking at the Y-system, one can extract the periodicity
of the Y-functions, which for ADE theories reads [36]

Ya(θ + Piπ) = Yā(θ) , P =
h+ 2

h
(1.52)

where ā represents the antiparticle of a. A remarkable property is that the periods are
directly related to the conformal dimension ∆ of the perturbing field that makes the
related CFT flow into the ADE theory along the RG flow:

∆ = 1 − 1

P
(1.53)

1.4 Using the TBA to find the spectrum

The ground state

In section 1.2 we presented the TBA equations as a technique to find the thermodynam-
ics of a (1+1) dimensional integrable scattering theory. In that case we considered a
spatial dimension compactified on a circle of length L, and made no assumption on the
other direction, that in the relativistic perspective may be related to time. Assume now
that also this other direction is compactified to a circle (so that the overall 2D space
is a torus), of length R. Thanks to the correspondence between a (1+1) QFT in its
Euclidean formulation and its thermodynamics at finite temperature, the length R of
the compactified “time” direction can be identified with the inverse temperature of the
quantum statistical model. This is why we have chosen the same letter R here as the one
used in chapter for T−1, i.e. the inverse temperature. One can go also further, and use
the equivalence of time and space directions in the Euclidean formulation of a QFT, to
relate the theory quantised using the L direction as “space” (and the R one as “time”)
with the same theory but quantised using the opposite perspective (L as time and R
as space). This symmetry goes under the name of mirror symmetry, and implies the
equivalence of the following two expressions for the partition function of the model

Z(R,L) = Tr e−LHR and Z(R,L) = Tr e−RHL (1.54)

where HR,HL are the Hamiltonians of the system quantised respectively using R or L
as spatial direction, which can be obtained from the stress-energy tensor of the theory
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Tµν as

HR =
1

2π

ˆ
Tyydx HL =

1

2π

ˆ
Txxdy (1.55)

having called x and y the coordinates along the R and L axes. In the following, we will
denote the quantization scheme in which the role of the time direction is played by the
L axis as the L-channel, while the other one as the R-channel.
This mirror symmetry, as was already noticed by Al.B. Zamolodchikov in the seminal
paper [32], allows to relate the thermodynamical results obtained in the R-channel quan-
tisation scheme through the TBA (those presented in section 1.2) to the ground state
energy of the theory in the L-channel quantisation approach. To see why precisely the
ground state is singled out, we must recall that in the derivations of the TBA equations
one performs the TD limit, which implies sending L→ ∞. In the R-channel quantisation
scheme (used in section 1.2), the TD limit is needed to recover the thermodynamics of
the theory, and in this limit the usual relation between the free energy per unit length
f(R) and the partition function holds

Z(R,L) = e−LRf(R) (1.56)

Considering the L-channel instead, sending L → ∞ into the first of the two expressions
in (1.54) reduces the relevant terms in the trace to only that corresponding to the ground
state (supposedly unique), leaving with

Z(R,L) = e−LE0(R) (1.57)

Comparing the two formulas in the L→ ∞ limit, one finds

E0(R) = Rf(R) (1.58)

that is a relation between the Casimir energy E0(R) of the ground state of a (1+1)
dimensional QFT at finite volume and its free energy f(R) (per unit length) at infinite
volume but at finite temperature T = R−1, for which we have an expression (look back
at formula (1.35)) in terms of the TBA pseudoenergies. The TBA equations presented
in section 1.2 can then be interpreted to describe not only the thermodynamics of a
scattering QFT, but also the evolution of its Casimir energy (when considered on a
cylinder) along its Renormalisation Group (RG) flow.

Relation to the central charge

Following the reasoning above, one can also think to use the TBA equations to deduce
information about the theory that sits at the UV critical point of the RG flow related
to a given diagonal scattering theory (i.e. the CFT which, once perturbed, leads along

24



the RG flow to the scattering theory considered). The Casimir energy is in fact simply
expressed in terms of the so called scaling function of the theory c̃(r) (here r ≡ R/ξ)

E0(R) = −πc̃(r)
6R

(1.59)

which in turn, at the UV critical point, is closely linked to the central charge c of the
CFT associated to that critical point

lim
r→0

c̃(r) = c− 12(∆min + ∆̄min) (1.60)

where ∆min, ∆̄min are the left and right lowest conformal dimensions of the CFT. This
quantity, when ∆min = ∆̄min, is usually called effective central charge and indicated as
ceff .
Using the relation (1.35), we can also directly express the effective central charge of the
UV CFT in terms of the pseudoenergies. For the scaling function we have (here we use
the reduced masses m̂a ≡ maξ, to rewrite the formulas not in terms of R but on the
dimensionless factor r)

c̃(r) =
3

π2
r
∑
a

m̂a

ˆ +∞

−∞
dθ cosh(θ)La(θ) (1.61)

which in the r → 0 limit can be presented as, after some manipulations (for a detailed
computation refer for example to [34])

c̃(0) =
6

π2

∑
a

L
Å

1

1 + eϵa

ã
(1.62)

where the symbol L(x) stands for the Roger’s Dilogarithm function

L(x) ≡ −1

2

ˆ x

0

dt

Å
ln(1 − t)

t
+

ln(t)

1 − t

ã
(1.63)

that is related to the usual Dilogarithm function Li2(x) as

L
Å

1

1 + x

ã
= Li2(x) +

1

2
ln(1 − x) ln(x) (1.64)

and the ϵa are a constant version of the pseudonergies that solve the following coupled
transcendental equations

ϵa =
∑
a

Nab ln
(
1 + e−ϵb

)
(1.65)

with

Nab ≡ − 1

2π

ˆ +∞

−∞
dθϕab(θ) = − 1

2π
[δab(+∞) − δab(−∞)] (1.66)
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These constant pseudonergies enter the picture through the observation that, as r → 0,
the pseudonergies ϵa(θ) that solve the usual TBA equations (1.31) develop a plateau in
the region − ln(2/r) ≪ θ ≪ ln(2/r). In this region, that increases as r decreases, we
can consider ϵa(θ) = ϵa as constants, and the TBA equations then become (1.65) (in
these equations the driving term maR cosh θ = m̂ar cosh θ is not present since it vanishes
in the r → 0 limit). This connection between the TBA of a scattering theory and the
central charge of the related CFT has been proven to be very useful in the past to test
conjectured form of S-matrices associated to integrable perturbations of a given CFT.
Borrowing the words of Klassen and Melzer [34], we may say that if the proposed S-
matrix leads (via the TBA) to a value of the effective central charge that is the same of
the CFT whose perturbation is supposed to give rise to the scattering theory in question,
this provides strong evidence that the conjectured S-matrix is correct3.

As a concluding remark of this small excursus on the relation between the TBA and
the effective central charge we stress that, in the case of ADE theories (presented in
section 1.3), we can express the matrix Nab that appears in the constant TBA equations
directly in terms of the incidence matrix Iab of the Dynkin diagram of the Lie algebra
associated to the theory. Looking at the definition of Nab, we can in fact see that
it coincides (up to a prefactor) to the Fourier transform ϕ̃ab(k) of ϕab(θ) evaluated at
k = 0, and we know we have, in case of ADE theories, the equation (1.42) that relates
ϕ̃ab(k) to Iab. To obtained the desired formula, we first rewrite (1.42) in the following
equivalent form, more convenient for the present purpose

ϕ̃ab(k) = −2π

ñ
I

Å
2 cos

Å
πk

h

ã
− I

ã−1
ô
ab

(1.67)

and we then get

N = − 1

2π
ϕ̃(0) = I(2 − I)−1 (1.68)

which allows to rephrase the TBA equations (1.65) for the constants ϵa as

y2a =
∏
b

(1 + yb)
Iab (1.69)

where we have introduced the symbols ya = eϵa . As for the universal TBA equations
(1.46) or the Y-system (1.51), this form has the advantage of being directly linked to the
Lie algebra underlying the ADE theory, without passing through the S-matrix formula-
tion. Indeed, looking back at (1.51), we see that this equations could have been obtained
directly from the Y-system by searching for stationary solutions Ya(θ) = const. ≡ ya.

3Actually [34], one can also separate into ceff the central charge c from the scaling dimension ∆min

only using the S-matrix data, since ∆min can be extracted directly from the small-r expansion of c̃(r).
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The excited states

From the discussion presented above on the mirror symmetry, and in particular from the
fact that the TD limit in the L-channel quantisation perspective projects the partition
function onto the lowest energy state, one is induced to think that the possibility of
using the TBA equations to find the energy levels of a QFT is limited to the ground
state (and at most some few states that become degenerate with it in large volumes).
Nevertheless, building on results already obtained in the quantum mechanical setting
(among all the historical work of Bender and Wu on the quantum anharmonic oscillator
[37]), in a remarkable paper [23] of 1996, P.Dorey and R.Tateo suggested a way to sidestep
the problem through analytic continuation of the TBA equations. The argument is
quite generic, however, in the paper [23] the authors worked in the simplified context of
the scaling Lee-Yang model (SLYM), a perturbation of the non-unitary minimal model
M2,5 by its unique relevant operator φ. This model has a single neutral particle in its
asymptotic states, with S-matrix

S(θ) =
sinh (θ) + i sinh (π/3)

sinh (θ) − i sinh (π/3)
(1.70)

and the single TBA equation associated to the particle reads

ϵ(θ) = r cosh θ −
ˆ +∞

−∞

dθ′

2π
ϕ(θ − θ′)L(θ′) (1.71)

where as usual ϕ = −i d
dθ

lnS(θ) and L(θ) = log
(
1 + e−ϵ(θ)

)
, and we have explicitly

written the convolution integral for the purpose of the analysis that will follow. To
obtain the ϵa(θ) functions associated to the excited states, the idea is to perform analytic
continuation of the TBA equations along a closed path of the complex plane related to a
parameter entering into the equations. If, at a certain point P along this path, looking
at the θ′ plane, a pole θ′p of the function ϕ(θ − θ′)L(θ′) contained into the convolution
integral reaches the real θ′ line along which the integration is performed, to analytically
continue the solution beyond the point P one has to distort the integration contour so
that θ′p is avoided, or equivalently, pick the residue of the integrand function ϕ(θ−θ′)L(θ′)
evaluated at θ′ = θ′p (this mechanism of analytic continuation is described in detail in
[38], chapter 2). This residue coming from the convolution term will then change the
form of the TBA equations, modifying in particular its asymptotics.
In the cases analysed in the article [23], the authors considered analytic continuation
in the r parameter, and found some closed paths in the r complex plane along which
(complex conjugate) pairs of poles {θ0, θ̄0} of the L(θ′) function present in the convolution
moved across the integration contour Rθ′ , causing new terms to appear into the TBA
equation. In the simplest case, the modified TBA equation read

ϵ(θ) = r cosh θ + log
S(θ − θ0)

S(θ − θ̄0)
− ϕ ∗ L(θ) (1.72)
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Also the integral equation (1.35) that through the mirror symmetry determines the
ground state energy must be changed accordingly (here m is the mass of the only particle
contained into the theory)

E(r) = −im(sinh θ0 − sinh θ̄0) −
1

2π

ˆ +∞

−∞
dθ m cosh θL(θ) (1.73)

and this modification can be interpreted to describe a change of meaning for the formula,
from representing the energy of the ground state to describing that of a single particle
excited state. Although, looking at these equations, the point θ0 may seem a parameter
to be determined elsewhere, perhaps through the study of the analytic continuation of
the original TBA equation into the modified one, this is not the case. Self-consistency
of the analytic continuation process implies that the θ0 point must coincide with the
position of the singularity of L(θ) that caused the modification of the TBA equation. A
pole for L(θ) = log

(
1 + e−ϵ(θ)

)
implies ϵ(θ) = (2n+ 1)πi, for a certain integer n, and so

θ0 can be found by imposing this condition into the equation (1.72) , to get

2nπi = r cosh θ0 − logS(2i Im(θ0)) − ϕ ∗ L(θ0) (1.74)

In their paper [23], Dorey and Tateo explicitly found the result also for two particle ex-
cited states, and conjectured a form for a generic n-particle state of the scaling Lee-Yang
model. However, the line of reasoning followed by the authors to find the excited states,
briefly presented in this section, is straightforward enough to be used also for other field
theories, and opens to various generalisations.

In our presentation we discussed the consequences of the process of analytic continu-
ation focusing on the TBA equations, but one could ask what happens to the Y-system
associated to the scaling Lee-Yang model, which reads

Y (θ + iπ/3)Y (θ − iπ/3) = 1 + Y (θ) (1.75)

As one could expect, being the Y-system a set of algebraic, rather than integral equations,
they do not change in the analytic continuation process. This can be seen also by re-
deriving the Y-system directly from the modified TBA equations (1.72), by the usual
process of smooth shifting the equations in θ → θ ± iπ/3. It is then manifest how the
Y-system contains the information on both the ground state and the excited states; what
changes in these different cases are the asymptotics of the Y functions, which ultimately
have to be imposed to recover back a set of TBA equations from the Y-system . This is
another reason for the more general nature of the Y-system when compared to the TBA
equations.
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1.5 T,Q operators and the BLZ construction

When dealing with integrable models, finding an explicit set of integrals of motions in
involution equal in number to that of the degrees of freedom of the system is usually
not an easy task, especially in the case of field theories, where the degrees of freedom
are infinite. In the classical setting, a powerful approach to tackle the problem is the
one of Lax pairs. A Lax pair is a pair of two matrices L,M depending on the dynamical
variables of the system (and possibly also on a spectral parameter), which satisfies the
condition

dL

dt
= [M,L] (1.76)

Once a Lax pair is found, building integrals of motion is immediate. For any value n ∈ N,
we have in fact that the quantities

In = TrLn (1.77)

are conserved in time. In particular, if L is diagonalizable, this implies the conservation
of all the d eigenvalues of L. The existence of this set of integrals of motion (IMs) does
not directly imply the integrability of the system (in the Liouville sense), since we have
no guarantee that the IMs are in involution under the Poisson bracket. One can show
however (refer to [2] for a detailed presentation on the subject of integrability), that the
involution property of the eigenvalues of L is equivalent to the existence of a quantity
r =

∑
α,β aα ⊗ aβ, called r-matrix, where aα, aβ are d× d matrices which we suppose to

have constant entries, such that the following Jacobi-like identity is satisfied

[r12, r13] + [r12, r12] + [r23, r13] = 0 (1.78)

where we have used the notation r12 =
∑

α,β aα ⊗ aβ ⊗ 1, r13 =
∑

α,β aα ⊗ 1 ⊗ aβ and
similarly for the other choices of indices. When r is antisymmetric, that is r12 = −r21,
this equation is called classical Yang-Baxter equation.

Considering the quantum case, and in particular the standard example of integrable
quantum field theories, i.e. CFTs, the integrability structure of these theories, such as
the integrals of motions, or the existence of an r-matrix, remains somewhat hidden in the
standard presentation of the theories, which involves studying modules over the Virasoro
algebra. The S-matrix approach, from which the thermodynamic Bethe ansatz is derived,
is a step closer to the integrable description of conformal field theories, but there is
another way to tackle the problem, developed in the mid-nineties by V.V. Bazhanov, S.L.
Lukyanov and A.B. Zamolodchikov in the series of works [24–27], which mirrors methods
and results developed in the classical setting to unveil the more profound integrable
structure of CFTs (for a review on the subject see [39]; we will use this as main reference
in the forthcoming exposition). This approach, called BLZ approach from the name of
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the authors, has then been extended also to massive integrable deformations of conformal
field theories. In our presentation of this method, that will be minimal to avoid a long
detour on the subject, we will limit to the case of CFTs. Our interest in discussing the
method is that the central objects appearing in this type of analysis, namely the Q,T and
Y functions, together with the functional relations among them, are found also in the
context of differential equations, and represent the “integrability side” of the so-called
ODE-IM correspondence, that will be discussed in the next chapter.

The KdV equation and the classical version of the method

The starting point is the connection with the classical case, in order to build intuition
and try then to reproduce the results in the quantum theory. It is known that the CFTs
with c < 1 have a classical counterpart in the Korteweg–de Vries (KdV) equation, an
equation historically introduced as an approximation of hydrodynamical equations, to
describe unidimensional long waves in shallow water. Considering in fact the “classical
limit” c→ −∞, and performing the following substitutions

T (w) → − c
6
U(w) [ , ] → 6π

ic
{ , } (1.79)

where { , } stands for the Poisson brackets, the Virasoro algebra of the CFT reduces to
the Poisson algebra

{U(w), U (w′)} = 2 (U(w) + U (w′)) δ′ (w − w′) + δ′′′ (w − w′) (1.80)

that describes the second Hamiltonian structure of the KdV equation, provided the
Hamiltonian is chosen amongst the classical integrals of motion Icl2n−1. Different choices
for the Hamiltonian lead to different equation of motion for the field U , which are collec-
tively called KdV hierarchy. All of them can be shown to be equivalent to a description
of isospectral deformations of the following Lax differential operator, depending on a
spectral parameter λ:

L(w | λ) ≡ ∂2w + U(w) − λ2 (1.81)

The different expressions for the equation of motion are recovered, considering as time
variable the one t2n−1 related to a chosen Icl2n−1, by a different form for the second operator
M(w) in the Lax pair

d

dt2n−1

L(w | λ) = [M2n−1(w), L(w | λ)] ⇐⇒ KdV equation associated to Icl2n−1 is satisfied.

(1.82)
Associated to a Lax operator, there exists a differential equation, usually called auxiliary
equation, which in this case takes the form

L(w | λ)ψ(w | λ) = ψ′′(w) −
(
λ2 − U(w)

)
ψ(w) = 0 (1.83)
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This is a second order differential equation and, as such, possesses two linearly indepen-
dent solutions ψ1(w | λ) and ψ2(w | λ). We are interested in analyzing the monodromy
problem of these solutions, encoded in the monodromy matrix M(λ):

(ψ1(w | λ), ψ2(w | λ))M(λ) = (ψ1(w + 2π | λ), ψ2(w + 2π | λ)) (1.84)

The trace T(λ) ≡ trM(λ) of the monodromy matrix, which is called T -function, is a
central object in integrable systems, since it can be shown to contain into its asymptotic
λ expansion the local classical integrals of motion

1

2π
ln [T(λ)] ≃ λ−

∞∑
n=1

cnI
cl
2n−1λ

1−2n (1.85)

The construction just presented can be extended to a more general setting by first fac-
torising L(w | λ) as

L(w | λ) = (∂w + ϕ′(w))(∂w − ϕ′(w)) − λ2 (1.86)

where ϕ(w) is the Miura transform of U(w):

U(w) = −ϕ′(w)2 + ϕ′′(w) (1.87)

Considering the QFT on a cylinder of circumference 2π, we have T (w + 2π) = T (w) for
the stress-energy tensor, and so similarly for U(w). This implies for the Miura field the
quasi-periodicity

ϕ(w + 2π) = ϕ(w) + 2πip (1.88)

The Miura transform reduces the second order differential equation (1.83) into a system
of two first order differential equations, presented in matrix form as (here the σi are the
Pauli matrices) (

∂w − ϕ′(w)σ3 − λσ1
)

Ψ(w | λ) = 0 (1.89)

This form can be generalised by considering the abstract Lax operator

L(w | λ) ≡ ∂w − ϕ′(w)H − λ(E + F ) (1.90)

in terms of the generators H,E, F of the sl(2) Lie algebra. The commutation relations
of H,E, F

[H,E] = 2E, [H,F ] = −2F, [E,F ] = 2H (1.91)

imply that the commutation properties of L are the same of those of L, and on top of
this L reduces to L when the 2-dimensional representation of sl(2) is chosen. Having
introduced the Lie algebra however, opens the possibility to consider also different matrix
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representations of sl(2). Calling πj, with j ∈ 1
2
N the representation of sl(2), such that

πj[H] = diag(2j, 2j − 2, . . . ,−2j + 2,−2j), we can in fact consider the matrix equation

πj[L(w | λ)]Ψj(w | λ) = 0 (1.92)

where Ψj is a (2j+1) dimensional vector. The solution of this equation can be presented
in terms of a path-ordered exponential

Ψj(w | λ) = πj

ß
eϕ(w)HP exp

ï
λ

ˆ w

0

dw′
Ä
e−2ϕ(w′)E + e2ϕ(w

′)F
äò™

Ψ0
j (1.93)

where Ψ0
j is an arbitrary constant vector describing the integration constants. The path

ordering is just an ordering for decreasing argument (from left to right)

P [a (w1) a (w2)] =

®
a (w1) a (w2) w1 > w2

a (w2) a (w1) w1 < w2

(1.94)

and its action on an exponential is defined through the series expansion

P exp

ïˆ w

0

a (w′) dw′
ò

=
∞∑
n=0

1

n!

ˆ w

0

· · ·
ˆ w

0

P [a (w′
1) · · · a (w′

n)] dw′
1 · · · dw′

n (1.95)

As for the case (1.84), given a representation πj we can then consider the monodromy
matrix associated to a solution Ψj, which can be written in the explicit form

Mj(λ) = πj

®
e2πipHP exp

ñ
λ

ˆ 2π

0

dw
Ä
e−2ϕ(w)E + e2ϕ(w)F

äô´
(1.96)

Giving a name to the trace functions

Tj(λ) = trMj(λ) (1.97)

where T 1
2
(λ) = T(λ), one can show that these quantities are in involution under Poisson

brackets
{Tj(λ),Tj′ (λ′)} = 0 (1.98)

and are expected to contain the classical IMs in their asymptotic expansion.

The quantum case: T and Y operators

Having analyzed the “classical limit”, the goal is now to reproduce similar results in the
quantum setting. The quantum analog of U(w) is the stress-energy tensor T (w) (recall
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(1.79)), and the Miura transform (1.87) is the c → −∞ counterpart of the so-called
Feigin-Fuchs free field representation

−β2T (w) =: (φ′(w))
2

: +
(
1 − β2

)
φ′′(w) +

β2

24
(1.99)

where φ(w) is a free field (whose classical counterpart is ϕ(w)),

φ(w) = iQ+ iPw +
∑
n̸=0

a−n

n
einw (1.100)

the parameter β is related to the central charge

β ≡
…

1 − c

24
−
…

25 − c

24
(1.101)

and the normal ordering prescription : · : implies placing the an operators in increasing
value of their index n from left to right. The operators Q,P and an, n ̸= 0, generate an
Heisenberg algebra:

[Q,P ] =
i

2
β2, [an, am] =

n

2
β2δn+m,0 (1.102)

Using this representation, one can give an equivalent description of the chiral Hilbert
space4 Hchiral associated to a CFT, in terms of modules not over the Virasoro algebra,
but the Heisenberg one. Calling “Fock space” Fp the highest weight module over the
Heisenberg algebra having as highest weight vector the vector |p⟩ defined by the equations

P |p⟩ = p |p⟩ , an |p⟩ = 0, ∀n > 0. (1.103)

we have that Fp is isomorphic to the Verma module V∆ with dimension

∆ =

Å
p

β

ã2
+
c− 1

24
(1.104)

and we can thus describe the chiral Hilbert space as

Hchiral =
⊕
n

Fpn , (1.105)

where the sum runs over the values of p corresponding to the dimensions of the Virasoro
modules present in the CFT.

4Recall that thanks to the splitting of the stress-energy tensor in a holomorphic and anti-holomorphic
part, the physical Hilbert space of a CFT can be embedded into the tensor product Hchiral ⊗ H̄chiral
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Continuing with the classical to quantum mapping, to build the quantum version of
the monodromy matrices (1.96) we consider a quantum counterpart of the Lie algebra
sl(2), namely the quantum enveloping algebra Uq(sl(2)), whose generators E,F,H satisfy
now the commutation relations

[H,E] = 2E, [H,F ] = −2F, [E,F ] =
qH − q−H

q − q−1
(1.106)

where q ≡ eiπβ
2
. Denoting as before πj the (2j + 1)-dimensional representation of this

algebra, the quantum monodromy matrices are then defined as

Mj(λ) ≡ πj

®
e2πiPHP exp

ñ
λ

ˆ 2π

0

dw
Ä
V−(w)q

H
2 E + V+(w)q−

H
2 F
äô´

(1.107)

where V±(w) are just the vertex operators

V±(w) ≡: e±2φ(w) := exp

[
±2

∞∑
n=1

a−n

n
einw

]
e±2i(Q+Pw) exp

[
∓2

∞∑
n=1

an
n
e−inw

]
(1.108)

Recalling that φ(w) is the quantum counterpart of ϕ(w), we see that indeed this ex-
pression completely mirrors the classical one (1.96), a part from minor differences like

the presence of the factors q
H
2 , q−

H
2 in front of respectively E and F , coming from the

fact that the correct construction of these Mj(λ) should start from the quantum affine

enveloping algebra Uq(‘sl(2)) rather than Uq(sl(2)) (for an explanation see [39]). Notice
that the definition (1.107) has to be intended as a power series in λ, which converges
for any λ only for −∞ < c < −2. To extend this range, one needs to use a proper
regularisation prescription in the definition.
As in the classical case, we also introduce the quantum transfer matrices as

Tj(λ) ≡ trπj
Mj(λ) (1.109)

By using their definition in terms of the Mj(λ), one can show5 that these quantum
transfer matrices Tj(λ) commute among themselves

[Tj(λ),Tj′(λ
′)] = 0 (1.110)

and also with the operator P , so that they act invariantly on each Fock space Fp. Looking
at the asymptotic expansion around λ2 → −∞ of T(λ) ≡ T 1

2
(λ), one can find all the

5To be precise, in the conventional BLZ approach, to prove the commutation properties of the Tj(λ),
one introduces another set of operators Lj(λ), also built upon the quantum monodromy matrices as is
the case for Tj(λ), and closely related to them. The usefulness of these Lj(λ) lies in the existence of a
matrix relation between them and the trigonometric R-matrix of Uq(sl(2)) acting on πj ⊗ πj′ (i.e. the
trigonometric matrix that solves the Yang-Baxter relation acting on πj⊗πj′), called RLL relation, upon
which the relations for the Tj(λ) can be derived.
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local (quantum) integrals of motion I2n−1 of the CFT that can be built considering
densities T2n of the stress-energy tensor T (w):

I2n−1 ≡
ˆ 2π

0

dw

2π
T2n(w) (1.111)

These densities are in general regularised polynomials of T (w) and its derivatives (refer
to [24, 39] for a proper explanation).
More interesting for the following analysis is however the expansion of the Tj(λ) around
λ2 = 0, which directly comes from the definition of the related quantum monodromy
matrices (1.107)

Tj(λ) =
sin(2(2j + 1)πP )

sin(2πP )
+

∞∑
n=1

λ2nG
(j)
2n (1.112)

where the G
(j)
2n can be regarded as nonlocal integrals of motion of the CFT. The remark-

able fact of these expansions is that they are deeply interrelated, being the non-local

integrals of motion G
(j)
2n with j > 1

2
all expressible in terms of the basic ones G

( 1
2)

2n ≡ G2n,
as for example

G
(j)
2 = Aj

(
2πP, πβ2

)
G2, (1.113)

G
(j)
4 = Aj

(
2πP, 2πβ2

)
G4 +Bj

(
2πP, πβ2

)
G2, (1.114)

. . . (1.115)

where Aj(a, b), Bj(a, b) are particular functions that depend on j (for their explicit form
see [39]). This interdependence of the different Tj(λ) matrices suggests the existence of
a functional equation among them, which is indeed the case. The Tj(λ) satisfy in fact
the following fusion relation

Tj

Ä
q

1
2λ
ä
Tj

Ä
q−

1
2λ
ä

= 1 + Tj+ 1
2
(λ)Tj− 1

2
(λ) (1.116)

which is universally known as T-system or Hirota bilinear equations, and allows one
to express all the Tj(λ) in terms of the fundamental one T(λ). Another profound
consequence of the existence of these equations is that the Y-system, presented in section
1.3 for ADE theories, can be recovered directly through this formalism, without passing
through the S-matrix one. To obtain it one defines the Y-operators as

Yj(θ) ≡ Tj− 1
2
(λ)Tj+ 1

2
(λ) (1.117)

with the convention T0(λ) = 1 and T− 1
2
(λ) = 0, having introduced the variable θ such

that

λ1+ξ = eθ, where ξ ≡ β2

1 − β2
(1.118)
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It is then immediate use the T-system (1.116) to find for the Yj(θ) the relations

Yj (θ + iπξ/2)Yj (θ − iπξ/2) =
Ä
1 + Yj+ 1

2
(θ)
ä Ä

1 + Yj− 1
2
(θ)
ä

(1.119)

This is an infinite set (one for each representation πj) of equations that indeed closely
resembles the Y-system seen in section 1.3. The fact that here the equations are infinite
in number is however a big discrepancy with the Y-system of the ADE case, and this is
somewhat disturbing, since one expects a sort of consistency between the BLZ approach
and the S-matrix one (from which the Y-system in section 1.3 was derived), when applied
to the same theory.
The solution to this discrepancy lies in a phenomenon called truncation of the T and
Y-systems. When q is a N-th root of unity the (N + 1)-dimensional representation πN

2

of Uq(sl(2)) becomes reducible, while all the representations with 1
2
≤ j < N

2
remain

irreducible. This implies that the infinite tower of relations for the Tj(θ) and Yj(θ)
closes on themselves by considering only a finite number of them. Noticing that for q
to be a root of unity implies that β2 is a rational number β2 = m′/m, this singles out
among the values of the central charge those precisely corresponding to the minimal
models Mm,m′

c = 13 − 6(β−2 + β2) = 1 − 6
(m−m′)2

mm′ (1.120)

The minimal models represent the CFTs with c < −2 having a known ADE classifica-
tion; we thus find a truncation of the functional equations in the BLZ approach exactly
for those theories from which we expect it to happen. In this cases, also the precise
form (1.51) of the Y-sytem, with the right hand side depending on the incidence matrix
of a Dynkin diagram, can be reproduced, provided possibly a slight modification of the
definition of the Yj(θ).
A last remark we want to make on the derivation of the Y-system via the BLZ construc-
tion concerns the possibility to obtain from it a set of TBA equations. In order to do so,
one considers the Y-system equations (1.119) for the Yj operators common eigenvalues

Yj(θ) |ℓ⟩ = Y
(ℓ)
j (θ) |ℓ⟩ (1.121)

where ℓ labels the eigenstate under consideration. Defining then as usual the pseudoen-
ergies as ϵ

(ℓ)
j (θ) ≡ log Y

(ℓ)
j (θ), one can then, computing the asymptotic behaviour of

the ϵ
(ℓ)
j (θ) through the series expansions for Tj(θ), together with the knowledge of their

analytic structure, deduce a set of TBA equations in the form

ϵ
(ℓ)
j (θ) = Z(ℓ)(θ) −

∑
k

ˆ +∞

−∞
dθ′ϕjk (θ − θ′) log

[
1 + e−ϵ

(ℓ)
k (θ′)

]
(1.122)

where the driving term Z(ℓ)(θ) encodes the the asymptotic behaviour of the ϵ
(ℓ)
j (θ), and

the kernel ϕjk (θ − θ′) the algebraic structure of the Y-system. Different values of ℓ will
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correspond to a set of TBA equations with different driving terms; recalling the form of
the TBA equations obtained in section 1.4 for the excited states, these distinct forms of
the driving terms can be interpreted as describing different excited states of the theory.
Diversely from the S-matrix approach to arrive at the excited states TBA, in the BLZ
one there is no need to perform analytic continuation, since one directly obtains the
Y-system, together with the control over the form of the possible asymptotics for the
pseudoenergies, from which the various excited states TBA can be derived (for a more
in depth analysis and some explicit examples refer to [27]).

The quantum case: Q operators

We conclude our presentation on the BLZ method by precising that all the above con-
struction, involving the T and Y operators, can be obtained starting from similar, but
more fundamental objects, called Q-operators. Like the T operators, they are defined
as traces of some particular monodromy matrix built out of vertex operators and the
generators of an algebra. The difference lies exactly in the choice of the algebra. In this
case one considers the q-oscillator algebra oscq, defined trough the commutation relations
of its generators {H, E+, E−} as

[H, E±] = ±2E±, qE+E− − q−1E−E+ =
1

q − q−1
(1.123)

Choosing any representation ρ of oscq such that the following object exists for Im p > 0

Z(p) = trρ
[
e2πipH

]
(1.124)

we first define the A± operators in analogy with the Tj

A±(λ) ≡ 1

Z(±P )
trρ

®
e±2iπPHP exp

ñ
λ

ˆ 2π

0

du
Ä
V−(u)q±

H
2 E± + V+(u)q∓

H
2 E∓
äô´
(1.125)

and then the Baxter Q± operators as a simple rescaling of them

Q±(λ) = λ±2P/β2

A±(λ) (1.126)

The expansion of the logarithm of A+ (and so also that of Q+) contains a set of nonlocal
integrals of motion H2n, alternative to the G2n already seen (thus algebraically related
to them)

lnA+(λ) = −
∞∑
n=1

y2nH2n (1.127)

The relevance of the Q± operators lies however in a list of remarkable properties which
they satisfy:
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1. they commute among themselves and with the operators Tj

[Q±(λ),Q± (λ′)] = [Q±(λ),Tj (λ′)] = 0 (1.128)

2. they satisfy the Baxter TQ relation

T(λ)Q±(λ) = Q±(qλ) + Q±
(
q−1λ

)
(1.129)

3. they satisfy the quantum wronskian relation (or QQ relation)

2i sin(2πP ) = Q+

Ä
q

1
2λ
ä
Q−
Ä
q−

1
2λ
ä
−Q+

Ä
q−

1
2λ
ä
Q−
Ä
q

1
2λ
ä

(1.130)

which is actually just the particular case for j = 0 of the more general relation

2i sin(2πP )Tj(λ) = Q+

Ä
qj+

1
2λ
ä
Q−
Ä
q−j− 1

2λ
ä
−Q+

Ä
q−j− 1

2λ
ä
Q−
Ä
qj+

1
2λ
ä

(1.131)

This last property clearly shows how the Tj operators can be built starting from the Q±
ones. In this perspective the Q± are the most fundamental objects in the construction;
one can start by defining the Q±, then from them obtain the Tj using (1.131), and
from those the Yj via (1.117). The Baxter TQ relation, the T-system and the related
Y-system are all just a consequence of the quantum wronskian relation.
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Chapter 2

The ODE-IM correspondence

This chapter is about a correspondence that brings together two worlds that are central
in modern mathematical physics: on one side, there are integrable models (IMs), and in
particular integrable quantum field theories in (1+1) dimensions; on the other there is
the spectral analysis of ordinary differential equations (ODEs). For this reason, this link
has taken the name of ODE-IM correspondence.
The correspondence has been first properly formalised in the foundational works of
P.Dorey and R.Tateo [8, 9] and V.V. Bazhanov, S.L. Lukyanov and A.B. Zamolodchikov
[10], which noticed that a series of functional equations that were emerging in the context
of the Schrödinger equation (especially in the works of Voros [4–6] and Sibuya [7]) had
a striking similarity with those characterising integrable systems, and understood that
these equations were just a hint of a full integrable structure present in a wide class of
ODEs.
The “IM side” of the correspondence concerns all the material we already presented in
chapter 1 (where we focused on 2D integrable QFTs, but similar structures can be found
also in lattice models). In this chapter we will instead show the other side of the corre-
spondence, namely how mathematical objects and relations typical of integrable models
can be found in the study of ODEs in the complex domain. Of the many approaches
to the analysis of integrable QFTs, it is the BLZ “functional” approach that allows to
establish a more direct link with the theory of differential equations. We will see how
objects like Q,T and Y operators can be built starting from solutions of an ODE, and
recover functional relations closely mirroring those seen in section 1.5.1

The first works [8–10] about the ODE-IM correspondence considered (on the ODE

1From the presentation of the BLZ construction given in section 1.5, that was strongly based on
mirroring results known for the classical KdV model, the presence of integrable structures in particular
cases of the Schrödinger equation could perhaps have already been guessed. The Lax differential operator
(1.81) matches in fact with the Schrödinger one, where U plays the role of the potential and λ of the
energy.
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side) the Schrödinger equation with a potential of the monomial form V (z) = zr+1, r ∈
R, r > −2 and possibly also the angular momentum term l(l + 1)/z2, but a similar
correspondence has been then found also for more complicated potentials, and even
extended to a wider class of ODEs (see e.g. [40, 41]). In the present chapter, our
presentation on the ODE-IM correspondence will be centered on two selected models,
both concerning the Schrödinger equation, but with a different form of the potential.
First, we will discuss the historical model that involves a potential of monomial type
+ the angular momentum term (the one studied in [8–10]), and then generalise these
result to a generic polynomial potential, since this will be the setting in which the main
part of the original works of this thesis (explained in chapter 4) has been developed. In
this second case we will leave aside the angular momentum term, to keep the discussion
simpler2.

2.1 The original version

The following analysis can be regarded as a synthesis and a reworking of the original
papers ([8–10]) about the ODE-IM correspondence, in light of more recent revisions on
the subject (in particular the review [43]) and some contamination coming from other
areas of physics where a connection with integrability has played an important role,
among all the AdS/CFT correspondence (see e.g.[44]). The ODE we first consider is the
1D stationary Schrödinger equation with a monomial and the angular momentum term
as potential, having set ℏ = 1Å

− d2

dz2
+ zr+1 +

l(l + 1)

z2
− E

ã
ψ(z) = 0 (2.1)

where we take r to be positive integer for simplicity, and exclude the case r = 1 that
needs some special care3. The presence of the angular momentum term introduces a
branch point for ψ(z) at z = 0, so the solutions of the differential equation should be
considered to be defined on a Riemann surface that is a cover of the punctured complex
plane. The equation (2.1) has a solution y = y(z, E, l) that is an entire function of (z, E)
(where z is taken on the Riemann surface) and uniquely characterised by its asymptotic
expansion [9]

y ∼ z−
r+1
4 exp

Å
− 2

r + 3
z

r+3
2

ã
, for |z| → +∞, | arg z| < 3π

r + 3
(2.2)

If we consider the so-called Stokes sectors

Sk =

ß
z ∈ C |

∣∣∣ arg(z) − 2kπ

r + 3

∣∣∣ < π

r + 3

™
, k ∈ Z (2.3)

2An analysis that includes also the angular momentum term can be found in [42]
3We note however that his case corresponds to the three dimensional harmonic oscillator, for which

the wavefunctions are known exactly
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which cover the complex plane (multiple times, as r+ 3 of them cover it once), from the
asymptotic expansion (2.2) we see that the solution y(z, E, l) tends to zero as |z| → +∞
in S0 and to infinity in the adjacent sectors S±1. More technically, one says that this
solution is subdominant in S0 and dominant in S±1. We will call anti-Stokes lines the
boundaries of the Stokes sectors. To generate other solutions of the differential equation
(2.1) we can take advantage of a symmetry of the equation which is broken by the solution
y(z, E, l). We consider in particular the symmetry (sometimes referred to as Symanzik
rotation)

Ω : (z, E, l) → (ω−1z, ω2E, l), with ω = e
2πi
r+3 (2.4)

and define from y(z, E, l) other solutions as

yk(z, E, l) ≡ ωk/2 Ωk y(z, E, l) = ωk/2 y(ω−kz, ω2kE, l) (2.5)

where the prefactor ωk/2 is included for later convenience. Each solution yk is dominant in
Sk and subdominant in Sk±1, and thus any couple {yk−1, yk} provides a basis of solutions
to the second order differential equation (2.1).
Another basis of solutions can be found by expanding ψ(z) around z = 0, where the
wavefunction has two possible behaviours, either ∼ zl+1 or ∼ z−l. We fix one of the two
solutions ψ+ by requiring the first type of behaviour (the decaying one, if l > 0)

ψ+(z, E, l) ∼ zl+1 +O(zl+3) (2.6)

while the second independent solution can be obtained applying to ψ+ another symmetry
of equation (2.1)

Λ : (z, E, l) → (z, E,−1 − l) (2.7)

so that
ψ−(z, E, l) ≡ Λ ψ+(z, E, l) = ψ+(z, E,−1 − l) (2.8)

This procedure to obtain a second independent solution from ψ+ fails for some values
of l, the most obvious being l = −1

2
, where ψ−(z, E, l) = ψ+(z, E, l). In these cases the

second solution should be replaced with another one, having a logarithmic component.
This situation is described in [9], where the authors show how the modification of this
basis influences the functional relations that appear in the theory. Here we will exclude
these peculiar cases to keep the discussion contained.
The action of the Ω symmetry on the basis ψ± is equivalent to a simple rescaling

Ωk ψ±(z, E, l) = ψ±(ω−kz, ω2kE, l) = ω∓k(l+ 1
2
)− k

2 ψ±(z, E, l) (2.9)

a property that will be useful in the following analysis.

The solutions yk and the pair ψ± are all the building blocks required to extract the
integrable structures concealed into the differential equation (2.1). In the following we
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will show how to use them in order to construct objects that satisfy relations completely
analog to those satisfied by the common eigenvalues of the T,Q, and Y operators seen
in section 1.5. To be more precise, if we introduce the functions4

Tj(λ, p) = ⟨p|Tj(λ) |p⟩ , j =
1

2
, 1,

3

2
, ... (2.10)

and
Q±(λ, p) = ⟨p|λ∓P/β2

Q±(λ) |p⟩ = ⟨p|A±(λ) |p⟩ (2.11)

where |p⟩ are the highest weight vectors of the Heisenberg algebra seen in section 1.5,
what we want to reproduce are the following relations (from now on we will usually leave
understood the p dependence of the T,Q functions):

• the TQ relation for the fundamental T ≡ T 1
2

and the Q± functions, coming from

(1.129)

T (λ)Q±(λ) = q∓2p/β2

Q±(q−1λ) + q±2p/β2

Q±(qλ) (2.12)

where we recall that q = eiπβ
2

• the fusion relation for the Tj functions, coming from (1.116)

Tj(q
1
2λ)Tj(q

− 1
2λ) = 1 + Tj+ 1

2
(λ)Tj− 1

2
(λ) (2.13)

• the expression that gives the Tj functions in terms of the Q± functions, coming
from (1.131)

2i sin(2πp)Tj(λ) = q(4j+2)p/β2

Q+(qj+
1
2λ)Q−(q−j− 1

2λ)

− q−(4j+2)p/β2

Q+(q−j− 1
2λ)Q−(qj+

1
2λ)

(2.14)

which for j = 0 gives the Q-functions analog of the Q-system that holds for the
Q± operators

• the Y-system for the Y-functions Yj(θ) ≡ Tj− 1
2
(θ)Tj+ 1

2
(θ)

Yj (θ + iπξ/2)Yj (θ − iπξ/2) =
Ä
1 + Yj+ 1

2
(θ)
ä Ä

1 + Yj− 1
2
(θ)
ä

(2.15)

where we recall that ξ = β2

1−β2 , and the θ variable is related to λ as λ1+ξ = eθ ⇒
θ = 1

1−β2 lnλ.

4It is manifest how what we have called Q± functions correspond to the eigenvalues of the A±
operators, rather than the Q± ones. This is the convention used e.g. in [43], but many authors prefer
to call as Q± functions precisely the Q± eigenvalues. Our choice is motivated from the fact that allows
for an easier identification between the formulas (2.12, 2.13, 2.14, 2.15) related to integrable models and
those that will be found by analyzing the ODE.
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In particular, we may already anticipate what will be identified as the ODE counterpart
of these Q,T and Y functions:

– the Q± functions will correspond to the wronskian between the solution y0 decaying
at infinity along the positive real axis and the two solutions ψ± defined around z = 0

– the Tj functions will correspond to particular ratios of wronskians among the yk
solutions decaying in different sectors

– the Y functions will be built in the usual way as product of (the analog of) two
Tj functions, and so will correspond to ratios of four wronskians between the yk
solutions

We now proceed to justify these identifications.

2.1.1 The TQ relation

We mainly follow [9] in our exposition, and start with the derivation of the TQ relation,
which allows one to easily identify the ODE counterpart of the fundamental T function
T (λ) ≡ T 1

2
(λ) and of the Q± functions, and to establish a dictionary between the quan-

tities appearing in the differential equation and those of the integrable QFT. We begin
by expanding the solution y−1 into the basis {y0, y1}

y−1(z, E, l) = C(E, l)y0(z, E, l) + C̃(E, l)y1(z, E, l) (2.16)

The coefficient of the expansion can be readily identified as ratios of wronskians among
the solutions y−1, y0, y1

C(E, l) =
W−1,1

W0,1

C̃(E, l) = −W−1,0

W0,1

(2.17)

where we used the compact notation Wi,j = W [yi, yj] = yiy
′
j − yjy

′
i for the wronskians

among the yk (here ′ stands for the z derivative). To convince oneself that the expressions
(2.17) for the C, C̃ are correct, one can just compute e.g.

W−1,1 = y−1y
′
1 − y1y

′
−1 =

= C y0y
′
1 + C̃ y1y

′
1 − C y1y

′
0 − C̃ y1y

′
1 =

= C y0y
′
1 − C y1y

′
0 = C W0,1

(2.18)

where we used equation (2.16) to write y−1 in terms of the basis {y0, y1} and noticed
how the two terms containing the coefficient C̃ cancel out.
Due to the definition (2.5) of the yk, we have that all the wronskians Wi,j computed
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between solutions that are subdominant in adjacent sectors (so with j = i+ 1) are equal
among them. To find the explicit value for Wi,i+1 one can take advantage of the fact that
a wronskian between two solutions does not depend on the point z where the solutions
are evaluated, and use for the computation the asymptotic form (for |z| → ∞) of the yk
and their derivatives. In this way we get

Wi,i+1 = 2i (2.19)

which implies C̃(E, l) = 1. We can thus rewrite (2.16) as

C(E, l)y0(z, E, l) = y−1(z, E, l) + y1(z, E, l) (2.20)

Taking on both sides of this expression the wronskian with the solutions ψ± and exploit-
ing the relation

W
[
yk, ψ

±] (E, l) = ω
k
2 W

[
y0(ω

−kz, ω2kE, l), ψ±(z, E, l)
]

=

= ω±k(l+ 1
2
) W

[
y0(ω

−kz, ω2kE, l), ψ±(ω−kz, ω2kE, l)
]

=

= ω±k(l+ 1
2
) W

[
y0, ψ

±] (ω2kE, l)

(2.21)

where in the first equality we used the definition (2.5) of the yk and in the second one
the property (2.9) of the ψ±, we can find

C(E, l)D∓(E, l) = ω∓(l+ 1
2
)D∓ (ω−2E, l

)
+ ω±(l+ 1

2
)D∓ (ω2E, l

)
(2.22)

having introduced the functions

D∓(E, l) = W
[
y0, ψ

±] (E, l) (2.23)

The similarity of this relation with the TQ relation (2.12) is manifest, with the identifi-
cations

C ↔ T D∓ ↔ Q± (2.24)

providing we set

q = ω =⇒ β2 =
2

r + 3
, 2p/β2 = l +

1

2
=⇒ p =

l + 1
2

r + 3
(2.25)

and λ is proportional to the square root of the energy λ = ν
√
E (we’ll see in a mo-

ment how to fix the proportionality coefficient ν). This similarity between the ob-
jects appearing in the ODE and those of the integrable QFT can be transformed into
an exact equality, thanks to a series of properties shared between the D−, C and the
Q+, T functions respectively (it is sufficient to consider only D− among the D±, since
D+(E, l) = D−(E,−1 − l)). This will allow also to fix the value of ν. The properties
that fully characterize D−, C, together with the relation (2.22), are
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(i) C and D− are entire functions of E

(ii) If l ∈ R, l > −1
2
, the zeroes of D− all lie on the positive real axis of the complex E

plane

(iii) If − r+1
4

− 1 < l < r+1
4

, the zeroes of C all lie away from the positive real axis of
the complex E plane

(iv) under our hypothesis of r being > 1, D− has the large E asymptotic

logD−(E, l) ∼ a0
2

(−E)
r+3
2r+2 , |E| → ∞, | arg(−E)| < π (2.26)

where the coefficient a0 is given by

a0 = 2

ˆ ∞

0

î√
tr+1 + 1 − t

r+1
2

ó
dt = − 1√

π
Γ

Å
−1

2
− 1

r + 1

ã
Γ

Å
1 +

1

r + 1

ã
(2.27)

(v) the normalisation of D− is given by

D−(E = 0, l) =
1√
π

Γ

Å
1 +

2l + 1

r + 3

ã
(r + 3)

2l+1
r+3

+ 1
2 (2.28)

As claimed in [9], these properties fix C(E, l) and D−(E, l) uniquely, provided −1
2
< l <

r+1
4

. The very same properties are satisfied by the functions T (λ, p) and Q+(λ, p), if we
replace λ2 with νE and use the identifications (2.25) for the other parameters, proviso
taking care of two minor aspects

1. the asymptotic of Q+(λ, p) for |λ2| → ∞ is

logQ+(λ, p) ∼ r + 2

2
Γ

Å
r + 1

r + 3

ã r+3
r+1

a0
(
−λ2

) r+3
2r+2 ,

∣∣λ2∣∣→ ∞,
∣∣arg

(
−λ2

)∣∣ < π

(2.29)
which can be made to agree with the asymptotic (2.26) of D− by choosing for the
proportionality constant ν = λ2/

√
E the value

ν = (r + 3)−
r+2
r+3 Γ

Å
r + 2

r + 3

ã−1

(2.30)

2. the normalisation Q+(λ2 = 0, p) is equal to one rather than the value (2.28) we
have for D−, so to have a perfect match between Q+ and D− we should multiply
the latter by the inverse of (2.28), which we call α−.
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All the above considerations lead us to the exact identifications (written in terms of the
parameters of the QFT):

Q±(λ, p)|β2 = α∓D∓

ÇÅ
λ

ν

ã2
,

2p

β2
− 1

2

å∣∣∣∣∣
r+1=2β−2−2

(2.31)

T (λ, p)|β2 = C

ÇÅ
λ

ν

ã2
,

2p

β2
− 1

2

å∣∣∣∣∣
r+1=2β−2−2

=
W−1,1

W0,1

ÇÅ
λ

ν

ã2

,
2p

β2
− 1

2

å∣∣∣∣∣
r+1=2β−2−2

(2.32)

where α∓ = D∓ (0, 2p/β2 − 1/2)
−1

, and we have inverted (2.25) to express E, l, r in
terms of the QFT variables

E =

Å
λ

ν

ã2
l =

2p

β2
− 1

2
r + 1 = 2β2 − 2 (2.33)

To conclude this section, we give a hint on how the properties (i)-(v) and the TQ relation
may allow a complete identification of D−. Taking account of these properties, for r > 1
Hadamard’s factorisation theorem implies the existence of the following representation
for D−

D−(E, l) = D−(0, l)
∞∏
n=0

Å
1 − E

En

ã
(2.34)

in terms of an infinite product over its sets of zeros {En}. Recalling the definition (2.23)
of D− in terms of a wronskian between the solution y0, that decays along the positive
real axis, and the solution ψ+, which goes to zero at the origin if l > −1, we may identify
the zeros {En} with the radial bound state energies of the Schrödinger equation (2.1)
when the potential is confining, and interpret thus D− as a spectral determinant of the
ODE (2.1).
Apart from the constant factor D−(0, l), we can clearly see how the position of these zeros
completely determine the D− function (and the Q+ function on the integrable side of the
ODE-IM correspondence), so what is left to find in order to fix D−(0, l) are precisely the
values of the {En}. The last relevant piece of information is that indeed properties (i)-
(v) and the TQ relation allow also to locate the {En}, by means of a non-linear integral
equation for an auxiliary function d(E, l) = ω2l+1D−(ω2E, l)/D−(ω−2E, l), usually called
Destri-de-Vega equation or simply NLIE (the acronym of non-linear integral equation),
of the type introduced in [45, 46]. The interested reader is referred to [9] for a detailed
exposition on this aspect.
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2.1.2 The full set of T functions and their fusion relations

Having seen in the previous section how the fundamental T function coincides with the
ratio of two wronskians among a particular choice of the yk solutions, one may be induced
to conjecture also for the ODE analog of the other Tj functions a similar expression. This
is indeed the case, as we will show in a moment.
The original route (as presented in [9]) to derive a T-system for the equation (2.1) is to
consider the matrices that relate different pairs of asymptotic solutions {yk−1, yk}, taken
as a basis for the differential equation. Choosing two couples {yk−1, yk}, {yk+m−1, yk+m},
we can express the elements of the first basis in terms of those of the second one as

yk−1(x,E, l) = Cm
k (E, l) yk+m−1(x,E, l) + C̃m

k yk+m(x,E, l) (2.35)

yk(x,E, l) = Cm−1
k+1 (E, l) yk+m−1(x,E, l) + C̃m−1

k+1 yk+m(x,E, l) (2.36)

or, in matrix formÅ
yk−1

yk

ã
= C

(m)
k

Å
yk+m−1

yk+m

ã
, C

(m)
k =

Ç
Cm

k C̃m
k

Cm−1
k+1 C̃m−1

k+1

å
(2.37)

In a similar fashion of what we have shown in the previous section, we can identify the
coefficients in these relations as ratios of wronskians among the solutions yk

Cm
k (E, l) =

Wk−1,k+m

Wk+m−1,k+m

C̃m
k (E, l) = −Wk−1,k+m−1

Wk+m−1,k+m

(2.38)

where we can notice that in all the Cm
k , C̃

m
k , the wronskian that sits at the denominator

always involves yk solutions that are subdominant in adjacent sectors. From the property
(2.19), we then have that all these wronskians coincide, and are equal to the constant
value 2i for any value of E, l. We may also notice that the C function that enters into
the TQ relation is just C1

0 , in this new notation.
Exploiting the wronskian representation of the Cm

k , C̃
m
k one can also easily derive other

properties of these coefficients (in the following, where not specified, we assume the
Cm

k , C̃
m
k to be evaluated in (E, l)):

1. taking advantage of the equality of all wronskians appearing at the denominator
of the Cm

k , C̃
m
k , and using the antisymmetry property Wi,j = −Wj,i, we can express

all the C̃m
k in terms of the Cm

k

C̃m
k = −Cm−1

k (2.39)

so that we can effectively consider only the Cm
k coefficients in our analysis

2. in a similar way, one can prove the equality

Cm
k = −C−m−2

k+m+1 (2.40)
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3. the action of the Ω symmetry on the wronskians (that can be checked by using the
definition (2.5) of the yk solutions)

Ωn Wi,j(E, l) = Wi,j(ω
2nE, l) = Wi+n,j+n(E, l) (2.41)

implies for the Cm
k coefficients

Ωn Cm
k (E, l) = Cm

k (ω2nE, l) = Cm
k+n(E, l) (2.42)

To obtain a T-system, the authors of [9] used the following relation among the matrices

C
(m)
k of change of basis

C
(m)
k C

(n)
k+m = C

(m+n)
k (2.43)

that simply express how a change of basis from {yk+m+n−1, yk+m+n} to {yk+m−1, yk+m},
followed by another change of basis to {yk−1, yk}, is equivalent of performing the overall
change in one go. Writing explicitly the components of the matrices involved, the relation
readsÅ

Cm+n
k −Cm+n−1

k

Cm+n−1
k+1 −Cm+n−2

k+1

ã
=

Å
Cm

k −Cm−1
k

Cm−1
k+1 −Cm−2

k+1

ãÅ
Cn

k+m −Cn−1
k+m

Cn−1
k+m+1 −Cn−2

k+m+1

ã
=

=

Å
Cm

k C
n
k+m − Cm−1

k Cn−1
k+m+1 −Cm

k C
n−1
k+m + Cm−1

k Cn−2
k+m+1

Cm−1
k+1 C

n
k+m − Cm−2

k+1 C
n−1
k+m+1 −Cm−1

k+1 C
n−1
k+m + Cm−2

k+1 C
n−2
k+m+1

ã
(2.44)

where we have used the property (2.39) to express all the coefficients C̃
(m)
k in terms of

their version without the tilde symbol on top. Specialising this relation for n = −m the
matrix on the left of the equality becomes the identity matrix, and choosing the equation
corresponding to the lower right elements in this matrix identity5 one gets

−Cm−1
k+1 C

−m−1
k+m + Cm−2

k+1 C
−m−2
k+m+1 = 1 (2.45)

that using the property (2.40) can be recast as

Cm−1
k+1 C

m−1
k − Cm−2

k+1 C
m
k = 1 (2.46)

or also as
Cm

k (ω2E)Cm
k (E) − Cm−1

k (ω2E)Cm+1
k (E) = 1 (2.47)

where we have used the property (2.42) in order to have all the C functions with the
same lower index, and relabelled m−1 → m for later convenience. Choosing then k = 0,

5Using the upper left elements in the matrix identity at the end yields the same results. The other
two off-diagonal elements give instead trivial relations, in light of properties (2.40, 2.42)
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and introducing the following functions as candidate for the ODE analog of the fused Tj
functions

C(n)(E, l) ≡ C
(n)
0 (ω−n+1E, l) =

W−1,n

Wn−1,n

(ω−n+1E, l), n = −1, 0, 1, 2, . . . (2.48)

we can easily rewrite (2.46) as

C(m) (ωE)C(m)(ω−1E) = 1 + C(m−1)(E)C(m+1)(E) (2.49)

having brought a term on the right hand side. This precisely matches the fusion relations
(2.13), recalling the identification of λ with νE, and of ω with q, if we associate

Tn/2(λ, p) = C(n)

ÇÅ
λ

ν

ã2
,

2p

β2
− 1

2

å∣∣∣∣∣
r+1=2β−2−2

(2.50)

which also reproduces T−1/2 = 0, T1/2 = 1.
For a better intuition of the physical meaning of these objects, it is always useful to
recover the representation (2.48) of the C(n) in terms of wronskians, which we may
rewrite also as

C(n)(E, l) =
W−1,n

Wn−1,n

(ω−n+1E, l) =


W−j−1,j

Wj−1,j

(ωE, l), if n = 2j

W−j−1,j+1

Wj,j+1

(E, l), if n = 2j + 1

(2.51)

where we have separated the even and odd values of n, in terms of a non-negative inte-
ger index j = 0, 1, 2, . . . , leaving aside the “pathologic” C(−1) = 0 . We notice that the
different C(n) involve (in their numerator) the wronskian among decaying solutions in
different sectors, covering all possible openings (i.e. distances, in index values) between
the sectors. We see then how not only the D±, but also the C(n), can be interpreted
as spectral determinants, whose zeros in this case do not signal the presence of a radial
bound state (as is for D±), but of a state that decays at infinity in two particular Stokes
sectors. We recall that in these formulas the wronskian in the denominator has always
the same constant value of 2i, but we have chosen to keep it in its explicit form to retain a
more general form of writing, and to have always under control its physical interpretation.

In a similar fashion of what is done in [44], we could have also obtained the fusion
relations (2.49) directly using only the definitions of C(n) in terms of wronskians, thanks
to the so-called Schouten identity

Wa,bWc,d +Wa,dWb,c +Wa,cWd,b = 0 (2.52)
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which is a direct consequence of the definition of the wronskian function. We can in fact
check that any of the relations contained into the matrix relation (2.43) can be obtained
from this identity by specific choices of the indices a, b, c, d, and using the basic properties
of the wronskians among the yk solutions. For example, let’s say we want to reproduce
the relation we used to ultimately find the fusion relation, i.e.

Cm−1
k+1 C

n−1
k+m − Cm−2

k+1 C
n−2
k+m+1 = Cm+n−2

k+1 (2.53)

which in terms of wronskians reads

⟨k, k +m⟩
⟨k +m− 1, k +m⟩

⟨k +m− 1, k +m+ n− 1⟩
⟨k +m+ n− 2, k +m+ n− 1⟩

− ⟨k, k +m− 1⟩
⟨k +m, k +m− 1⟩

⟨k +m, k +m+ n− 1⟩
⟨k +m+ n− 2, k +m+ n− 1⟩

=

=
⟨k, k +m+ n− 1⟩

⟨k +m+ n− 2, k +m+ n− 1⟩

where we have introduced only for this section the notation Wi,j = ⟨i, j⟩ to highlight
the indices related to the solutions yk considered. In this case we can use the Schouten
identity with the following choice of indices

a = k, b = k +m, c = k +m− 1, d = k +m+ n− 1

to get

⟨k, k +m⟩⟨k +m− 1, k +m+ n− 1⟩+ ⟨k, k +m+ n− 1⟩⟨k +m, k +m− 1⟩

+⟨k, k +m− 1⟩⟨k +m+ n− 1, k +m⟩ = 0

With some minor manipulations, this becomes

⟨k, k +m⟩⟨k +m− 1, k +m+ n− 1⟩ − ⟨k, k +m− 1⟩⟨k +m, k +m+ n− 1⟩ =

= ⟨k, k +m+ n− 1⟩⟨k +m− 1, k +m⟩

where we can see that one of the wronskians on the right hand side is of the type ⟨k, k+1⟩,
and all other wronskians match with those present in the numerators of (2.53). Thanks
to property (2.19), we can then divide this expression by any two terms of the form
⟨k, k + 1⟩ to get an equation equivalent to (2.53).

2.1.3 The Q system

Now that we have identified the ODE counterpart of the Q± and all the Tj functions,
finding the analog of the relation (2.14) is straightforward. We begin by expanding y0
in the basis ψ±

(2l + 1)y0(z, E, l) = D−(E, l)ψ−(z, E, l) −D+(E, l)ψ+(z, E, l) (2.54)
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where we have identified D∓(E, l) through their definition (2.23) and used the result
W [ψ−(z, E, l), ψ+(z, E, l)] = 2l + 1. Applying the symmetry Ωk to this equation, and
recalling (2.5, 2.9), we get

(2l + 1)yk(z, E, l) = ω−k(l+ 1
2
)D−(ω2kE, l)ψ−(z, E, l) − ω+k(l+ 1

2
)D+(ω2kE, l)ψ+(z, E, l)

(2.55)
If we now take the wronskian between this equation evaluated for k = −1 and for k = n,
shift E to ω−n+1E, so that on the left hand side we reproduce C(n), and exploit on the
right hand side the bilinearity of the wronskian, we find

(4l + 2)iC(n)(E) = ω(n+1)(l+ 1
2
)D−(ωn+1E, l)D+(ω−n−1E, l)

− ω−(n+1)(l+ 1
2
)D−(ω−n−1E, l)D+(ωn+1E, l)

(2.56)

With the identifications (2.31,2.32) in mind, this strongly resembles the expression (2.14)
we were seeking. To make the analogy exact one should notice how

D−(0, l)D+(0, l) = (α−α+)−1 = (2l + 1)/ sin 2l+1
r+3

π (2.57)

where an expression for D+(0, l) can be found by analytically continuing from l to −1− l
the one (2.28) we have given for D+(0, l).
The above relation (2.56), specialised for n = 0, provides also the analog of the Q-system

(4l + 2)i = ωl+ 1
2D−(ωE, l)D+(ω−1E, l) − ω−l− 1

2D−(ω−1E, l)D+(ωE, l) (2.58)

2.1.4 Y functions and Y-system

Similarly to what we have shown in section 1.5, given the set of fused Tj functions, which
in this case correspond to the C(n), it’s immediate to build the Y ones as

Ys(E, l) = C(s+1)(E, l)C(s−1)(E, l) (2.59)

where s ∈ Z≥0 and Y0 = 0 since C(−1) = 0. Thanks to the fusion relation of the C(n),
these satisfy

Ys(ωE)Ys(ω
−1E) = (1 + Ys+1(E))(1 + Ys−1(E)) s = 1, 2, 3, . . . (2.60)

If we want to write this set of equations in terms of the variable θ = 1
1−β2 lnλ, we shall

recall the identifications

β2 =
2

r + 3
λ = ν

√
E (2.61)

so that we have, in terms of quantities related to the ODE

θ =
r + 3

2(r + 1)
lnEν2 (2.62)
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A rescaling of the energy by a factor ωk = e
2kiπ
r+3 , will then correspond to a shift θ →

θ + ikπ
r+1

, and we may rewrite (2.60) as

Ys

Å
θ +

iπ

r + 1

ã
Ys

Å
θ − iπ

r + 1

ã
= (1 + Ys+1(θ)) (1 + Ys−1(θ)) (2.63)

Expressing the Y functions directly in terms in wronskians, we have

Ys(E) =


W−j,jW−j−1,j+1

Wj−1,jWj,j+1

(E, l), if s = 2j

W−j−1,jW−j−2,j+1

Wj−1,jWj,j+1

(ωE, l), if s = 2j + 1

(2.64)

As we have showed for the fusion relations of the T , one can derive also the Y-system
directly from this wronskian representation of the Y functions, through the Schouten
identity and the properties of the wronskians among the yk solutions.
To conclude, we remark (as we have already seen when discussing the BLZ method) that,
as it stands, the Y-system (2.63) is not very useful, since it involves an infinite number of
Y functions, but a truncation phenomenon may occur to make the relations close among
a finite number of Y. The truncation on the number of relevant Y functions will be
induced in this case by a periodicity of the D± functions, coming from the monodromy
of solutions around the origin; this periodicity of D±, via the formula (2.14), implies an
additional relation on the C(n) (other than the fusion relations) that allows a closure of
the Y-system.
Under our assumptions of a integer value for r, despite the monodromy around the origin
being non-trivial due to the angular momentum term, we have indeed a closure of the
Y-system under the first r+ 1 Y functions, plus an additional Ȳ ≡ C(r+3), thanks to the
relation [40]

C(r+3) = 2 cos (π(l +
1

2
)) + C(r+1) (2.65)

The Y-system then reads

Ys

Å
θ +

iπ

r + 1

ã
Ys

Å
θ − iπ

r + 1

ã
= (1 + Ys+1(θ)) (1 + Ys−1(θ)) , s = 1, . . . , r

Yr+1

Å
θ +

iπ

r + 1

ã
Yr+1

Å
θ − iπ

r + 1

ã
= (1 + Yr(θ))

(
1 + e2πilȲ (θ)

) (
1 + e−2πilȲ (θ)

)
Ȳ

Å
θ +

iπ

r + 1

ã
Ȳ

Å
θ − iπ

r + 1

ã
= (1 + Yr+1(θ))

(2.66)

This structure resembles the one of the Y-system related to an ADE theory of Dr+3

type (recall the discussion in section 1.3), and by computing the asymptotic of the Y
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functions, together with their analicity properties, can be converted into a set of TBA
equations. We will not discuss this procedure here, but an explicit example of this type
of analysis can be found in the following section.

2.2 An upgrade for a generic polynomial potential

In this second section we tackle a generalisation of the problem presented in the first
part of this chapter. We still consider the 1D stationary Schrödinger equation as ODE,
but we allow the potential to be a generic polynomial function with complex coefficients,
not only the single monomial zr+1. Regarding the angular momentum term, which was
present in the example we already discussed, we choose to discard it to work in a sim-
plified setting, and to align ourselves with the work [1] of K.Ito and collaborators, which
has served as starting point for the main part of the original work of this thesis. Our
analysis will build on the intuition developed in the previous section, in order to repro-
duce through standard ODE-IM techniques the Y-system presented in [1]. In the paper
the authors used the results found in [44] (which is set in a different context) to directly
write the the Y-functions and their functional relations, while here we will derive them
through a T system.

We start off as usual by writing explicitly the ODE under consideration, namely the
1D stationary Schrödinger equation with a generic polynomial potential of degree r + 1(

− d2

dz2
+ zr+1 +

r∑
a=1

baz
r−a

)
ψ(z, ba) = 0 (2.67)

where we have considered the coefficient associated to the highest power of z in the
polynomial to be 1, while labelled as ba all the other coefficients in the polynomial,
br including the energy, and set as before ℏ = 1. The particular case where all the
coefficients ba are set to zero except for br, coincides with the situation studied in the
original ODE-IM correspondence (the one presented in the previous section), when the
angular term vanishes (so either l = 0 or l = −1). With respect to that case, the structure
of Stokes sectors remains invariant, being these determined by the behaviour of solutions
at infinity (where is the highest power in the polynomial potential that dominates),
with the further simplification that, being absent the angular momentum term, now the
monodromy of solutions around the origin is trivial. As done in the previous section, we
first present a subdominant solution in the Stokes sector S0 [7]

y (z, ba) ∼
1√
2i
znr exp

Å
− 2

r + 3
z

r+3
2

ã
(2.68)
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where the power nr is defined as

nr =

®
− r+1

4
r + 1 odd

− r+1
4

−B r+3
2

r + 1 even
(2.69)

and the Bm(ba) are complex functions depending only on ba (and not on z), determined
through the series expansion(

1 −
r∑

a=1

baz
−a−1

)1/2

≡ 1 +
∞∑

m=1

Bmz
−m (2.70)

Other solutions yk, each decaying in the related Stokes sector Sk, are then generated by
acting on y via a generalised version6 of the symmetry Ω seen in section 2.1

yk(z, ba) ≡ ωk/2 Ωk y(z, ba) = ωk/2 y(ω−kz, ω−(a+1)kba) (2.71)

where
Ω : (z, ba) →

(
ω−1z, ω−a−1ba

)
, ω = e

2πi
r+3 (2.72)

Since the potential is regular in z = 0, in this case the solutions yk will all be regular in
that point, and their monodromy will be trivial. The construction made in the previous
section of the D∓ functions (the one corresponding to the Q± functions in the BLZ
method) can’t be precisely mirrored. We could still find the analog of a TQ relation
by considering as Q function the y solution evaluated in the origin (along the lines of
what is described in [9]), proviso we fix the value of the p parameter of the QFT to the
specific value β2/4, but we do not proceed further in this direction. Instead, we focus on
building the analog of the Tj (and then the Yj) functions, for which we can reproduce
similar results of those already seen in section 2.1.
With respect to that case, what we have to be careful about is the value of the wronskian
between two “adjacent” solutions yk, yk+1. Now in fact, if the degree of the polynomial
potential is even, it will depend on the pair of solutions chosen

Wk,k+1(ba) =

{
1 if r + 1 odd

ω
(−1)kB r+3

2
(ba)

if r + 1 even
(2.73)

If r+ 1 is odd, the steps done in section 2.1.2 can all be reproduced without any further
complication, besides taking account of the fact that now all the Cm

k , C̃
m
k functions

depend not only on E, but on the full set of parameters ba, and when shifting their
arguments we have to shift all parameters accordingly to the new definition of the Ω

6One can see that this symmetry precisely reduces to the one seen in section 2.1 if we set ba = 0,∀a ̸=
r, thanks to the equivalence ω−r−1E = ω2E
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symmetry. In particular, the new definition of the C(n) functions (the analog of the Tj)
will be

C(n)(ba) ≡ C
(n)
0 (ω(a+1)n−1

2 ba) =
W−1,n

Wn−1,n

(ω(a+1)n−1
2 ba), n = −1, 0, 1, 2, . . . (2.74)

or also
C(n)(ba) = C

(n) [−n+1]
0 (ba) (2.75)

having introduced the following notation for the shift of functions

f [k](z, ba) = f(ω−k/2z, ω−(a+1)k/2ba) (2.76)

The fusion relation will read

C(n) [+1](ba)C
(n) [−1](ba) = 1 + C(n−1)(ba)C

(n+1)(ba) (2.77)

As before, defining then from the C(n) the Y functions as

Ys(ba) = C(s+1)(ba)C
(s−1)(ba), s ∈ Z≥0 (2.78)

one gets from (2.77) the Y-system

Y [+1]
s (ba)Y

[−1]
s (ba) = (1 + Ys−1(ba)) (1 + Ys+1(ba)) , s = 1, 2, 3, . . . (2.79)

where we have Y0 = 0 by definition, since C(−1) = 0.
An important simplification with respect to to the original ODE-IM setting enters
now into play, regarding the truncation of the Y-system: since in this case the mon-
odromy around the origin is trivial, we will have yk+r+3(z, ba) ∝ yk(z, ba), and thus
C(r+2) ∝ C(−1) = 0 ⇒ C(r+2) = 0, which in turn implies Yr+1 = 0. The Y-system above
then truncates to the first r Y-functions, without needing any redefinition of the Ys,
leaving with an Ar type Y-system.

Moving onto the more delicate case of an even degree polynomial potential, here, due
to the different value of the “nearest neighbour” wronskian Wk,k+1 depending if k is even
or odd, we have to modify the relations (2.39, 2.40) that one uses to get from (2.43) to
the fusion relations. The simple form of these relations relied in fact on the result that
all Wk,k+1 were equal. In this case, we can update them as

C̃m
k (ba) = −ω(−1)k+m 2B r+3

2
(ba)

Cm−1
k (ba) (2.80)

C−m−2
k+m+1(ba) = −ω(−1)k−1 B r+3

2
(ba)+(−1)k+m−1 B r+3

2
(ba)

Cm
k (ba) (2.81)
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while obviously the counterpart of the shift property 2.42 still holds, being only based
on the definition of the yk

Ωn Wi,j(ba) = Wi,j(ω
−(a+1)nba) = Wi+n,j+n(ba) (2.82)

⇒ Ωn Cm
k (ba) = Cm

k (ω−(a+1)nba) = Cm
k+n(ba) (2.83)

Another useful property is the relation

B(ω−(a+1)kba) = (−1)kB(ba) (2.84)

With these properties at hand, repeating the passages that in section 2.1.2 led to the
fusion relations, one can check that the equations (2.77) get modified as

C(n) [+1](ba)C
(n) [−1](ba) = ω

B
[+n]
r+3
2

(ba)−B
[−n]
r+3
2

(ba)
+ C(n−1)(ba)C

(n+1)(ba) (2.85)

where the definition of the C(n) is the same used for the case of r + 1 odd. Moving onto
the Y-system, this remains of the form (2.79), proviso we change the definition of the Y
functions as

Ys(ba) = ω
−B

[+s]
r+3
2

(ba)+B
[−s]
r+3
2

(ba)
C(s+1)(ba)C

(s−1)(ba), s ∈ Z≥0 (2.86)

All the discussion on the truncation of the Y-system done before when analyzing the
case r + 1 odd, obviously still holds.

We want now to express these Y functions in terms of wronskians, and show in
particular that their form matches with that given in [1]. To this end, we first rewrite
the wronskian representation (2.74) of the C(n) as

C(n)(E, l) =
W−1,n

Wn−1,n

(ω(a+1)n−1
2 ba) =


ï
W−j−1,j(ba)

Wj−1,j(ba)

ò[+1]

, if n = 2j

W−j−1,j+1(ba)

Wj,j+1(ba)
, if n = 2j + 1

(2.87)

where we have used the shift property (2.82) of the wronskians. This is the analog of
the expression (2.51) we had in section 2.1. Separating now also the Y functions in even
and odd values of their index s, we see that, thanks to property (2.84):

• if s = 2j

−B[+s]
r+3
2

(ba) +B
[−s]
r+3
2

(ba) = −B r+3
2

(ω−(a+1)jba) +B r+3
2

(ω(a+1)jba) =

= −(−1)jB r+3
2

(ba) + (−1)−jB r+3
2

(ba) = 0
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and so we have just
Y2j(ba) = C(2j+1)(ba)C

(2j−1)(ba) (2.88)

that thanks to (2.87) can be rewritten as

Y2j(ba) =
W−j,j(ba)W−j−1,j+1(ba)

Wj−1,j(ba)Wj,j+1(ba)
=
W−j,j(ba)W−j−1,j+1(ba)

W−j−1,−j(ba)Wj,j+1(ba)
(2.89)

where in the second step we used the equality Wj−1,j(ba) = W−j−1,−j(ba) coming
from (2.73) and the fact that j − 1 and −j − 1 share the same parity.

• if s = 2j + 1

(i) B
[+s]
r+3
2

(ba) = B r+3
2

(ω−(a+1)(j+ 1
2
)ba) = (−1)jB

[+1]
r+3
2

(ba) = (−1)−j−2B
[+1]
r+3
2

(ba)

⇒ ω
−B

[+s]
r+3
2

(ba)
=
Ä
W

[+1]
−j−2,−j−1(ba)

ä−1

(ii) B
[−s]
r+3
2

(ba) = B r+3
2

(ω(a+1)(j+ 1
2
)ba) = (−1)−j−1B

[+1]
r+3
2

(ba) = (−1)j−1B
[+1]
r+3
2

(ba)

⇒ ω
B

[−s]
r+3
2

(ba)
= W

[+1]
j−1,j(ba)

and thus

Y2j+1(ba) =

ï
Wj−1,j(ba)

W−j−2,−j−1(ba)

ò[+1]

C(2j)(ba)C
(2j+2)(ba) (2.90)

This form of rewriting the prefactor present in front of the C(n) functions is partic-
ularly useful to simplify the expression of Y2j+1, once the C(n) have been expressed
in terms of wronskians (using (2.87))

Y2j+1(ba) =

ï
Wj−1,j(ba)

W−j−2,−j−1(ba)

ò[+1] ïW−j−1,j(ba)W−j−2,j+1(ba)

Wj−1,j(ba)Wj,j+1(ba)

ò[+1]

=

=

ï
W−j−1,j(ba)W−j−2,j+1(ba)

W−j−2,−j−1(ba)Wj,j+1(ba)

ò[+1]
(2.91)

The expressions (2.89, 2.91) we have obtained for the even and odd-indexed Y functions
in case the degree r+1 of the polynomial potential is even, hold also for the simpler case
of r + 1 odd, since in that situation one can trade the “nearest neighbour” wronskians
that are present in the denominator of the C(n) (and thus also of the Ys) functions for
any other wronskian of the type Wk,k+1, being these all equal to 1. This form for the
Y-functions makes manifest how each of the Ys involves the ratio of wronskians among
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only four yk functions (i.e. are related to only four particular Stokes sectors), and can
be regarded as a particular case of the cross-ratio

χijkl =
Wi,jWk,l

Wi,kWj,l

(2.92)

Cross ratios of this type have been studied in [44], finding functional equations of the
Y-system type, despite in a different context.
If one starts directly from the expressions (2.89, 2.91) for the Y functions, like the authors
in [1] do, the existence of the Y-system can then be derived using the Schouten identity
and the shift properties (2.83) of the wronskians; we have already seen in section 2.1 in a
similar context how the traditional ODE-IM construction can be completely reproduced
by using only the wronskians properties.

We have left for the end an important subtlety that may have been left unnoticed up
to to this point due to the not very transparent notation. Looking back at the Y-system
found for the present ODE model, which we rewrite here for convenience in a slightly
more explicit version

Ys(ω
−(a+1)/2ba)Ys(ω

(a+1)/2ba) = (1 + Ys−1(ba)) (1 + Ys+1(ba)) , s = 1, 2, . . . , r (2.93)

one sees that the functions on the left hand-side are evaluated at values of the parameters
ba which are different from those at which the functions on the right hand-side are taken.
Despite being the number of equations in the Y-system finite due to the truncation phe-
nomenon, to have a closed system we should evaluate these equations at many different
values of the ba; being the number of equations equal to r, this procedure becomes more
and more involved going up with the degree of the polynomial. This problem did not
arise in the previous section, since then we had only the energy (other than l) as param-
eter.
The solution to this problem offered in [1], which is the one we will also adopt, is to
abandon the idea to use directly the energy as spectral parameter, and use instead ℏ
for this purpose, restoring its presence into the Schrödinger equation. This will allow
for a more manageable form of the functional equations, in particular of the Y-system.
We will leave this task momentarily suspended, postponing it to the end of the next
chapter. At that point we will be able in fact to show how the Y functions found in this
“revised” ODE-IM approach that also uses ℏ can be identified with objects appearing in
the context of the so-called exact WKB method, a different method with respect to the
ODE-IM one to obtain exact results in the analysis of the Schrödinger equation.
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Chapter 3

Exact WKB method and Resurgent
quantum mechanics

Having seen in the previous chapter how, through a particular type of analysis of the 1D
Schrödinger equation, deeply based on broken symmetries and asymptotic properties of
the solutions, mathematical objects and functional relations typical of integrable models
can be reproduced in that context, we now present a different approach to tackle the
study of the Schrödinger equation. This method is called exact WKB method, and is a
revised version of the more historic WKB approximation method (developed by the sci-
entists Wentzel, Kramers and Brillouin, from which it takes the name) aiming to obtain
instead exact results. Its application can be seen as a part of a larger picture, which
usually goes under the name of resurgent approach to quantum mechanics, a program
to manage the divergent semiclassical WKB series expansion so that to still extract
useful information about the Schrödinger problem, such as finding exact quantisation
conditions. Despite having a different nature with respect to the ODE-IM approach, we
will see that, also in this context, functional equations in the form of Y-systems arise,
and the corresponding Y functions have a relevant physical meaning (we will show this
explicitly for the case of a generic polynomial potential, but the procedure is far more
general). This is obviously not by chance1; we will show at the end of the chapter how
the Y-system found in section 2.2 for the polynomial potential through standard ODE-
IM techniques can be brought into the one coming from WKB analysis. As anticipated
at the end of the previous chapter, this will also allow to bypass the problems found in
closing the ODE-IM Y-system, despite paying the price for a less direct way to extract
the energy spectrum.

The exact WKB perspective is the one we have mostly followed in our developments

1As an historical note, the functional equations described in the articles [4–6], that inspired the first
paper [8] on ODE-IM, indeed were found using WKB analysis
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on the analysis of the Schrödinger equation through Y-systems and TBA equations,
which are collected in sections 4 and 5, but having in mind the duality with the ODE-IM
approach will allow for deeper interpretations.

3.1 The WKB ansatz

The problem we consider is the analysis of a 1-dimensional stationary Schrödinger equa-
tion on the Riemann sphere P1. We assume, in a local coordinate z on P1, the following
form for the equation Å

− d2

dz2
+ η2Q(z)

ã
ψ(z, η) = 0 (3.1)

where η = ℏ−1 and Q(z) = V (z) − E is the potential function, being E ∈ C the energy
and V (z) the potential, which we assume to be a generic meromorphic function. With
respect to the ODE-IM analyses of chapter 2, it is important to remark that here the
presence of the Planck constant is retained; actually, ℏ (or equivalently η) will play a
central role in the WKB method, as most objects will be defined through semiclassical
series expansions. We may consider from the beginning η as a complex parameter, and
call θ = arg(η). Under a generic coordinate transformation z = z(z̃), if we also redefine
the wavefunction as

ψ̃(z̃, η) = ψ(z(z̃), η)

Å
dz(z̃)

dz̃

ã−1/2

(3.2)

then we can always recast the equation (3.1) in the new coordinate z̃ in a form like the
one we started with Å

d2

dz̃2
− η2Q̃(z̃, η)

ã
ψ̃(z̃, η) = 0 (3.3)

but with a new expression for the potential function, that may now contain an η depen-
dence

Q̃(z̃, η) = Q(z(z̃))

Å
dz(z̃)

dz̃

ã2

− 1

2
η−2{z(z̃); z̃} (3.4)

where {z(z̃); z̃} is the Schwarzian derivative

{z(z̃); z̃} =

Å
d3z(z̃)

dz̃3
/
dz(z̃)

dz̃

ã
− 3

2

Å
d2z(z̃)

dz̃2
/
dz(z̃)

dz̃

ã2
Regarding the potential function in a generic choice of local coordinate as a power series in
η−1, if we focus on its principal term (that in the coordinate z coincides with the potential
function itself), we see that it transforms like a meromorphic quadratic differential. We
can thus associate to the Schrödinger equation a quadratic differential, that we define in
the local coordinate z as

Φθ = e2iθQ(z)dz⊗2 (3.5)
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where, for a later convenience, we have chosen to include the phase coming from the
factor η2 = |η|2e2iθ that is present in front of Q(z) in (3.1). The geometry of zeros, poles
and trajectories of this differential will play an important role in the following analysis.
We may then from the beginning introduce the symbols P0, P∞ for, respectively, the set
of the zeros (called turning points) and poles of Φθ, and set P ≡ P0 ∪ P∞.

In the WKB method one starts by searching for solutions of equation (3.1) in the
form

ψ(z, η) = exp

Åˆ z

z0

S(z′, η) dz′
ã

(3.6)

where z0 ∈ P1 is a chosen point. Plugging this ansatz into the Schrödinger equation, one
finds an auxiliary first order differential equation for the function S(z, η), called Riccati
equation:

dS

dz
+ S2 = η2Q(z) (3.7)

To solve for S, one then expands it in a formal series of powers of η

S(z, η) =
∞∑

n=−1

Sn(z)η−n = S−1(z)η + S0(z) + S1(z)η−1 + ... (3.8)

and equating the terms with the same power of η inside (3.7) finds a set of relations that
allow to compute the coefficients Sn recursively:

S2
−1 = Q(z)

Sn = − 1
2S−1

Ö
dSn−1

dz
+

∑
i+j=n−1

i,j≥0

SiSj

è
, n ≥ 0

(3.9)

As a consequence of the first of the two equations, we have two possibilities of solution
S(±)(z, η) for the Riccati equation, depending on the choice of the sign in front of the
square root in S−1 = ±

√
Q(z). This choice then recursively influences also other terms

in the expansion. In particular, if we separate the odd and the even powers in the
expansion of S(±) as

S(±)(z, η) = S
(±)
odd (z, η) + S(±)

even(z, η) (3.10)

where

S
(±)
odd (z, η) =

∑
n≥0

S
(±)
2n−1η

−2n+1, S(±)
even(z, η) =

∑
n≥0

S
(±)
2n η

−2n (3.11)

then from (3.9) we can see that the choice of sign in S−1 influences only the odd terms,
so that

S(−)
even(z, η) = S(+)

even(z, η), S
(−)
odd (z, η) = −S(+)

odd (z, η) (3.12)
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This separation of even and odd powers proves also to be useful to simplify the expression
(3.6) of S. Focusing on the (+) solution (we have just seen how the (−) solution is simply
related to it), and dropping the (+) superscript to avoid messy notation, we can notice
how the Riccati equation implies:

(Seven + Sodd)
2 +

d

dz
(Seven + Sodd) = η2Q

retaining only even powers

2SevenSodd +
d

dz
Sodd = 0

that is

Seven = − 1

2Sodd

d

dz
Sodd = −1

2

d

dz
log(Sodd)

The relation found between Seven and Sodd implies that we can express the WKB formal
ansatz (3.6) only in terms of the odd part of the expansion of S. Considering also S(−), by
property (3.12) we can then write the following two linearly independent formal solutions
of (3.1):2

ψ±(z, η) =
1√

Sodd(z, η)
exp±

Åˆ z

z0

Sodd(z
′, η) dz′

ã
(3.13)

Some remarks are now necessary to be pointed out:

1. Due to the definition (3.9) of the coefficients Sn, these two solutions are not mean-
ingful at the points in which Q(z) = 0, that is at the turning points of the differen-
tial Φθ, where S−1 = 0 and all the other Sn have a singularity. What’s more, since
all the coefficients Sn contain a square root of Q(z), the wavefunctions ψ± have to
be considered as defined on the Riemann surface Σ of the 1-form

√
Q(z)dz, which

is related to the Riemann sphere via a double cover π : Σ → P1. The integral in
(3.13) is then intended to be performed along a path in Σ.
To visualize Σ when looking at the complex plane, we have as usual to take branch
cuts connecting couples of branch points. To each point of the complex plane cor-
respond two points on the Riemann surface, one for each of the two sheets of Σ. If
we call z and z∗ the points on Σ related by a change of sheet, we have the simple
relation:

Sodd(z
∗, η) = −Sodd(z, η) (3.14)

This fact that the wavefunction, when projected on the complex plane, is multi-
valued, comes directly from the use of a semiclassical expansion. If we manage
to solve the Schrödinger equation directly, without the aid of the ℏ expansion, we
would get a solution that may have poles, but not cuts.

2Notice that the solution coming from S(−) has been multiplied by a factor i to obtain ψ−, just to
obtain a more uniform expression for the two solutions ψ±

62



Figure 3.1: Representation of a possible choice of path γz on the Riemann surface Σ,
used for the definition of WKB solutions normalised at a turning point. In the figure,
the point a represents the turning point, with the branch cut emanating from it to the
left. The two points z and z∗ are related by a change of sheet, as can be inferred by the

depiction of the path γz that join them. The picture is taken from [47].

2. Since this point, we have been quite vague about the choice of the point z0 that we
use as lower endpoint for the integration. There can be many choices for z0, that
determine the normalization of the WKB wavefunctions. A common choice (see
for example [47]), that is the one we will also use, is the so called “normalisation
at a turning point”. Formally, one chooses z0 = a, where a is one of the turning
points of Φθ, but what truly means (since we know ψ± are singular at the turning
points) is: ˆ z

a

Sodd(z
′, η) dz′ =

1

2

ˆ
γz

Sodd(z
′, η) dz′ (3.15)

where γz is a path that starts at the point z∗ related to z by a change of sheet and
then reaches z by rotating around the branch point a (see Figure 3.1 for a pictorial
representation of γz).

The above formal equivalence is guaranteed by the property (3.14) of Sodd to only
change sign between sheets.

3. Since Sodd is defined via its expansion in power of η, the integration in (3.13) is
defined as a term-wise integral for each coefficient in the expansion.
Also the wavefunctions ψ± have to be intended as a formal series, that descends
from that of S. Considering for example ψ+ (but we have similarly for ψ−) and
restoring the original form (3.6), we can write S in its power series and then Taylor
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expand to find:

ψ+(z, η) = exp(s−1(z)η) exp(s0(z)) exp

(
∞∑
n=1

sn(z)η−n

)
=

= exp(s−1(z)η) exp(s0(z))

×
Å

1 +
( ∞∑
n=1

sn(z)η−n
)

+
1

2!

( ∞∑
n=1

sn(z)η−n
)2

+ ...

ã
=

= exp(s−1(z)η) exp(s0(z))

×
Å

1 + (s1(z)) η−1 +

Å
s2(z) +

1

2
s1(z)2

ã
η−2 + ...

ã (3.16)

where we have called sn(z) =
´ z
a
Sn(z′, η) dz′, and in the last step we have grouped

together the terms in the expansion with the same power of η. If the series in
powers of η−1 present in the above expansion converged to a function near η = ∞,
that can be analytically continued to the region {η ∈ R+, η ≫ 1}, then the WKB
ansatz would successfully provide a basis of solutions for the Schrödinger equation
in a given region of the Riemann sphere. However, even for the simplest case of
linear potential (see for example [48]), what one finds is that the coefficients Sn(z),
and thus also the terms in the expansion of ψ±, are divergent.
At this point, one could think that the possibility of obtaining exact solutions of the
Schrödinger equation through the WKB method is lost, and retreat to consider the
expansion (3.16) just as a way to obtain semiclassical approximations3. This is the
way the WKB method has been used when it was first introduced in 1926, and then
continued to be used later on for many decades. Nevertheless, as it was started to
be realised in the 1970’s and 1980’s, thanks to the collective work of many authors
(for an historical note see the introductive section of [15]), there actually is a way to
recover actual, not formal, convergent solutions starting from the WKB expression
(3.16), and it is through a procedure that involves first Borel transforming ψ±, and
then Borel resumming the outcome. This is the core procedure that distinguishes
the exact WKB method from the original one. Due to the central role played in
this technique by the operations of Borel transformation and Borel resummation,
we briefly review the basic notions about these concepts before applying them to
the context of WKB analysis. For a more in depth analysis of the theory of Borel
summability see [49].

3For instance, noticing that (3.9) implies S0 = − 1
2

d
dz log(S−1), if we retain only the lowest order term

in the η−1 expansion of (3.16) we get the usual WKB approximation

ψ+(z, η) ≃
1

4
√
Q(z)

exp

Å
η

ˆ z

a

»
Q(z) dz′

ã
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3.2 Generalities on Borel transformation and Borel

resummation

Given a function F (w) on the complex plane, we define its Laplace transform LF (z) for
z ∈ R+ as:

LF (z) =

ˆ ∞

0

e−zwF (w)dw (3.17)

The Laplace transform of a function is well-defined only if the integration can be
performed (that is F (w) is locally integrable in [0,∞)) and the integral converges, so the
growth of F (w) along the positive real axis is less than exponential.
The Laplace transform is linear, and satisfies the property L(wF (w))(z) = − d

dz
LF (z),

so that we can easily find its action on a generic power:

L(wn)(z) = (−1)n
dn

dzn
L(1)(z) = (−1)n

dn

dzn

Å
1

z

ã
=

n!

zn+1
(3.18)

where we have computed L(1)(z) directly from the definition of Laplace transformation

L(1)(z) =

ˆ ∞

0

e−zw1 dw = −e
−zw

z

∣∣∣∞
w=0

=
1

z

Using the result (3.18) and linearity, we can then naturally define the formal Laplace
transform L̃ on power series as:

L̃

(
∞∑
n=0

cnw
n

)
=

∞∑
n=0

cnL̃(wn) =
∞∑
n=0

cn
n!

zn+1
(3.19)

Concerning power series, the Borel transform is introduced as the formal inverse of L̃,
that is:

B

(
∞∑
n=1

cnz
−n

)
=

∞∑
n=1

cnB(z−n) =
∞∑
n=1

cn
(n− 1)!

σn−1 (3.20)

where in this expression the sum doesn’t start from n = 0 since L̃ : C[[w]] −→ z−1C[[z−1]].
Being interested for WKB analysis in series of the form (3.16), which include the zeroth
order term and possibly also have an exponential prefactor, we then extend the definition
of Borel transformation to this set of series. Given a formal power series

f(z) = esz
∞∑
n=0

fnz
−n, s ∈ C (3.21)

we still call, with a little abuse of notation, its Borel transform fB(w) as in (3.20), not
considering the f0 coefficient and the exponential prefactor:

fB(w) ≡
∞∑
n=1

fn
(n− 1)!

wn−1 (3.22)
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If this Borel transform converges to a function near w = 0, which can be analytically
continued to a domain Ω containing the half line {w ∈ C |Re(w) ≥ 0, Im(w) = 0} and
satisfies the exponential bound

|fB(w)| ≤ C1e
C2|w|, w ∈ Ω, C1,2 ∈ R+ (3.23)

then the series f is called Borel summable, and we call SB the space of Borel summable
series of the form (3.21). The complex w plane, where the domain of fB(w) is defined,
is often referred as Borel plane.

The notion of Borel summability is manifestly designed so that, if a series is Borel
summable, then its Borel transform can be Laplace transformed back with L (the opera-
tor acting on functions, not L̃ acting on series) to obtain a function in the z space where
the initial formal series was defined. The whole operation, called Borel resummation,
can be defined on the space SB of Borel summable series as an operator S, that, acting
on a formal series like (3.21) gives back the so called Borel sum of f , a function that is
analytic on {z ∈ R+, z ≫ 1} (notice how in the expression below the f0 term and the
exponential factor have been reinserted):

S[f ](z) = esz
Å
f0 +

ˆ ∞

0

e−zwfB(w)dw

ã
(3.24)

As expected from a resummation operator, S is an operator from a space of formal
series, possibly divergent, to a space of functions. Its strength however lies in a set of
very interesting properties that comes with it:

1. If f(z) is a convergent series and defines a function near z = ∞, then f(z) is Borel
summable and S[f ](z) coincides with that function.

2. If f(z) is instead a divergent series but is Borel summable, then the function S[f ](z)
has the same asymptotic expansion of f(z) for z → ∞.

3. If f(z) is a formal solution of a differential equation expressed in terms of a di-
vergent series, then S[f ](z) is still a solution (now not divergent) of the same dif-
ferential equation, and according to the previous properties it is a solution which
shares the same aymptotic of f(z) for z → ∞.

The last property is a remarkable one, and is the primary reason for which the process
of Borel resummation can be helpful when dealing with the divergent series of the WKB
method.
A simplified example to showcase the effectiveness of this property (despite not still in
the context of the WKB method), is the following, adapted from [15].
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Example 1. Considering the ordinary differential equationÅ
− d

dz
+ 1

ã
ψ(z) =

1

z
(3.25)

we can easily find a solution by expanding ψ(z) in power series of z−1 to find

f(z) =
∞∑
n=1

(−1)n−1(n− 1)! z−n (3.26)

This is a formal solution, that diverges at high powers of z, but if we look at its
Borel transform (recall the definition in (3.20)), the divergence is cured, and the
transformed series converges to a function in the w plane

fB(w) =
∞∑
n=1

(−1)n−1w−n−1 =
1

1 + w
(3.27)

which is integrable on the positive real axis and decaying, so that f(z) is Borel
summable. Its Borel sum is given by

ˆ ∞

0

exp (−zw)
1

1 + w
dw (3.28)

and if we check whether it verifies the ODE (3.25) under consideration, we see
that indeed it doesÅ
− d

dz
+ 1

ãˆ ∞

0

exp (−zw)
1

1 + w
dw =

ˆ ∞

0

exp (−zw)

Å
w

1 + w
+

1

1 + w

ã
dw =

=

ˆ ∞

0

exp (−zw) dw = −e
−zw

z

∣∣∣∞
w=0

=
1

z

The process of Borel resummation has provided us an analytic solution (for z > 0,
where the Borel sum is defined) starting from a formal one. △

Up to this point we have introduced the Borel resummation procedure only for pos-
itive real values of z, but a generalisation to the full complex plane is straightforward.
If z = r exp(iθ) ∈ C, we can regard any series in z of the form (3.21) as a series in its
modulus r as

f(z) = esz
∞∑
n=0

fnz
−n = e(se

iθ)r

∞∑
n=0

(fne
−inθ)r−n (3.29)

and then use the notions of Borel transform and Borel sum for series of a real variable
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∞∑
n=1

fne
−inθ

(n− 1)!
wn−1 = e−iθfB(we−iθ) (3.30)

S[f ](z) = e(se
iθ)r

Å
f0 +

ˆ ∞

0

e−rwe−iθfB(we−iθ)dw

ã
=

= esz
Ç
f0 +

ˆ ∞e−iθ

0

e−zw′
fB(w′)dw′

å
, θ = arg(z)

(3.31)

where in the last passage we have used the change of variable w′ = we−iθ, so that in the
final expression for the Borel sum, the complex variable z appears explicitly. From these
formulas it appears manifest that, when z is a complex number with phase θ, requiring
Borel summability of a power series in z implies that the Borel transform of the series has
to converge near the origin of the complex plane, can be analytically continued along a
domain Ω of the Borel plane that contains the ray exp(−iθ), and along that ray satisfies
the bound (3.23), so that the integration in (3.31) can be performed. When this criterion
of summability is met for a series, we will say that the series is Borel summable in the
direction θ.

If the Borel transform fB(w) has a singular point that lies along a certain ray e−iθ of
Borel plane, then the series f(z) will not Borel summable along the direction θ, according
to the notion of Borel summability given above, and so the Borel transform for arg z = θ
of f(z) will not be defined. To overcome this barrier, what one can do is to consider,
when computing the Borel sum (3.31), a slightly rotated path of integration, either
clockwise or anticlockwise, introducing another type of resummation called lateral Borel
resummation

S±[f ](z) = esz

(
f0 +

ˆ ∞e−iθ±i0+

0

e−zwfB(w)dw

)
(3.32)

where the subscript ± specifies the two possible choices of rotation for the integration
contour. The choices are not equivalent, and their difference is an instance of the so-
called Stokes phenomenon. Section 3.4 is devoted to the deepening of this concept, in
particular for the context of WKB analysis. Note that the choice of convention presented
here for the definition of the two lateral sums S± is compatible with that used in [1], but
some articles may use a definition where the role of S+ and S− are swapped.

We close this section by stating some properties of the Borel resummation operator S
under composition with basic operations like sum and product of series (for a reference,
see e.g. [50], Appendix C), that will be useful in the next part, where we will discuss
the Borel summability of WKB solutions. The strategy to tackle the problem, following
the line of reasoning of Iwaki and Nakanishi [47] (and before them Koike and Schäfke)
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will be not to study the summability of the WKB solutions ψ± directly from their η
expansion (3.16), but to determine whether they are summable or not through the study
of the summability of the series Sodd built from the solutions of the Riccati equation,
that we know is related to ψ± via (3.13). This approach will make easier the study of the
summability of quantum periods, a concept closely linked to that of the WKB solutions,
that will be a core part of this thesis.

– Given two series f(z), g(z) that are Borel summable in a certain direction θ and a
constant c ∈ C, then, for arg(z) = θ

S[f + cg](z) = S[f ](z) + cS[g](z) S[f · g](z) = S[f ](z) · S[g](z) (3.33)

– Borel summability is compatible with composition with convergent power series.
For example, if f(z) is Borel summable along θ, then, for arg(z) = θ

S[exp(f)](z) = exp (S[f ](z)) (3.34)

– In the WKB method, we don’t have power series f(z) =
∑∞

n=0 fnz
−n in the variable

z with certain constant coefficients fn, but rather we have expansions of the form
f(z, η) =

∑∞
n=0 fn(z)η−n, that are power series in the variable η with functions

fn(z) of z as coefficients. In this case, one implements the Borel resummation
operation in the η variable, and can consider the combination of this operation
with other ones done instead with respect to the z coordinate. With two variables
(z, η), the condition of being Borel summable in a certain direction θ (wrt η) for
f(z, η) depends on the point of the complex z plane considered, but if there is
a domain U in this plane where f(z, η) is summable ∀z ∈ U, then, assuming
arg(η) = θ

∂zS[f ](z, η) = S[∂zf ](z, η)

ˆ z

z0

S[f ](z′, η)dz′ = S
ïˆ z

z0

f(z′, η)dz′
ò

(3.35)

for any z0 ∈ U, and the path of integration lies entirely in U (assuming obviously
that the partial derivation and the integration operations can be performed on f)

3.3 Borel summability of WKB solutions

Having seen how Borel resummation can help to recover actual solutions of differential
equations starting from formal ones, we would like to understand whether this resumma-
tion prescription can be used to cure the divergences of the WKB solutions (3.13). As
was mentioned at the end of the previous section, instead of studying the Borel summa-
bility along a certain direction θ of the WKB solutions directly, we deduce it from that
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of Sodd(z, η).4 Recalling that the series appearing in the WKB method are power series
in η whose coefficients depend on the point z of the complex plane considered, what we
have to check is in which points of the complex z plane the Borel resummation procedure
can be carried out successfully, that is:

1. the Borel transform of Sodd converges to a function near the origin of the Borel
plane

2. the Borel transform can be analytically continued along the ray exp(−iθ) without
encountering any singularity and retaining the controlled growth (3.23), so that it
can be Laplace transformed

The first condition, sometimes called Borel transformability or also pre-Borel summa-
bility, can be readily checked to hold in any compact subset K of the complex z plane
that does not include the poles of and the turning points of Φθ. Exploiting the recursion
relation (3.9) of the terms Sj(z) in the η expansion of S(z, η), we can in fact bound their
growth as (for a proof see [51], Appendix 1):

sup
K

|Sj(z)| < AKC
j
Kj! AK , CK ∈ R+ (3.36)

The factorial contribution, if present, gets precisely removed by the procedure of Borel
transformation, making thus the Borel transform a convergent series in a neighborhood
of the origin in the Borel plane.

The second condition is more subtle, and to inspect it one would like to follow the
singularities of the Borel transform of Sodd in the Borel plane as the point in the complex
z plane is varied, to see when such singularities move onto the ray exp(−iθ).
It turns out that a crucial concept to introduce is that of Stokes curves in the direction
θ, that are curves in the complex z plane emanating from the turning points of Φθ and
defined by the equation:

Im

Å
eiθ
ˆ z

a

»
Q(z′)dz′

ã
= 0 (3.37)

4The careful reader may have noticed that S(z, η), and in particular Sodd(z, η), are power series that
include also terms with positive powers of η in their expansion, and so lie outside the class of series
for which we have presented a definition of Borel resummation. However, as is the case for series that
contain a constant term or an exponential prefactor, to perform Borel resummation in this situation one
inspects the Borel summability condition only on the part of the series with negative powers of η, and
if summability is met then reinserts the terms that have been left out when performing the Borel sum,
that is

S

( ∞∑
n=−M

fnz
−n

)
=

0∑
n=−M

fnz
−n + S

( ∞∑
n=1

fnz
−n

)
, M ∈ N
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Figure 3.2: Examples of Stokes graphs in the direction θ = 0 for some choices of the
potential function Q(z) (specified below each figure). The picture is taken from [47].

where a is the turning point considered. These curves are particular trajectories of the
meromorphic quadratic differential Φθ that can be associated to the Schrödinger equation
(3.1). Among the various types of Stokes curves, those that flow from a turning point to
another are very important in the study of summability of WKB series. These are called
saddle trajectories, and can be distinguished in regular, if they have different endpoints, or
closed, if the endpoints coincide. To restrict the possibilities of Stokes trajectories related
to the problem under consideration, and also simplify the analysis of Borel summability
of WKB solutions, from this point on we will follow the same assumptions on Φθ stated
in [47], namely:

• Φθ has at least one zero and one pole

• all the zeros of Φθ are simple

• the order of any pole of Φθ is ≥ 2

These are mild conditions, satisfied for example if Q(z) is a generic polynomial of degree
m ≥ 1, provided all its turning points are distinct. If we also assume for simplicity that
at most one saddle trajectory is present, then all the Stokes curves either connect two
turning points (possibly also the same) or tend to approach a pole of Φθ. Together with
the turning points and the poles of Φθ, Stokes curves then form a graph that is called
Stokes graph in the direction θ and denoted as Gθ. This graph is completely determined
by the choice of Q(z) and of the phase θ = arg(η), and the connected components in
which the complex plane is divided in by its presence are called Stokes regions. For some
examples of Stokes graphs see Figure 3.2.

Provided we keep away from Stokes lines, then we can state the following result:

Theorem 1 (Borel summability of Sodd(z, η)). Under the conditions assumed for Φθ

and Gθ, for any point z in a Stokes region the formal power series Sodd(z, η) is Borel
summable in the direction θ.
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In [47] the theorem is only stated, and for the proof the authors refer to an article of
Koike and Shäfke that has however never been published. An outline of the steps needed
to perform the proof can be found in the article [16].5 Here we explicitly write just the
first few of them.
Calling T (z, η) =

∑∞
n=1 Sn(z) η−n the part of the η expansion of S relevant for the Borel

transformation procedure, one derives from the Riccati equation an equation for T , that
thanks to the relations (3.9) between the coefficients Sj(z) can be recast as

dT

dz
+ 2ηS−1T + 2S0T + T 2 − 2S−1S1 = 0 (3.38)

Using the properties of Borel transformation (see for example [50], Appendix C for a
brief overview of these properties)

(fg)B = fB ∗ gB (ηf)B = ∂ξfB (∂zf)B = ∂zfB (3.39)

where ξ is the coordinate of the Borel plane associated to η, one gets a differential
equation for the Borel transform TB(z, ξ) of T

∂TB
∂z

+ 2
»
Q(z)

∂TB
∂ξ

+ 2S0(z)TB + TB ∗ TB = 0 (3.40)

After trading z for a more convenient coordinate, this can be converted in an integral
equation for TB. If z is chosen to be inside a Stokes region, then TB can then be proved
to be holomorphic and with the required bounded growth to be summable in a domain
that in the Borel plane contains the ray exp(−iθ).

From the above considerations it appears clear how, given a choice of Q(z), to estab-
lish the Borel summability of Sodd and of the WKB solutions, is crucial to analyze the
topology of Stokes graph associated to Φθ, and how this changes by varying the angle
θ. To this end we collect here some of the general features of Stokes graphs, that can
be found in [53, 54]. The reader is suggested to check them in the examples of Stokes
graphs presented in Figure 3.2.

General features of Stokes graphs.

(i) There are exactly three Stokes curves connected to each simple turning point.6 As
θ is varied, each Stokes curve rotate around the turning point a that is its starting
point.

5Note that the author in [16] considers for simplicity the case of a polynomial potential. There is in
general in the literature a lack of papers proving the summability of S in a complete and rigorous way,
and for a generic choice of Q(z). Many papers, including [47], only state the results. A recent work that
bridges part of this gap left open is [52].

6This can be easily seen from the defining expression (3.37) of a Stokes curve, by Taylor expanding
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Figure 3.3: Example of modification of a path γz that encircles a turning point (like
the one present in the WKB wavefunctions normalised at a turning point), so that it

doesn’t cross Stokes lines. The picture is taken from [47].

(ii) For a double pole p of Φθ, there are three possibilities for the topology of the Stokes
curves around it, depending on the value of the residue rp = eiθResz=p

√
Q(z)dz.

If rp is purely real, the Stokes curves enter radially in p, while if it has both a real
and an imaginary part that are nonzero, then they reach p following a logarithmic
spiral. Finally, if rp is purely imaginary, then there is no Stokes curve entering in
p. In this last case, a closed saddle trajectory encircling the double pole is present
in the graph.

(iii) For a pole of order m ≥ 3, the Stokes trajectories reach the pole gathering along
exactly m− 2 radial directions emanating from the pole

So far we have stated the condition for the Borel summability of Sodd, but the WKB
solutions ψ± imply integrating Sodd(z, η) dz along a path on the Riemann surface Σ. If
this integration path crosses a Stokes line, that is a point of not summability for Sodd,
then summability of ψ± is no more guaranteed. Since we have chosen to normalise our
wavefunctions around a turning point, and recalling that turning points are the sources
of Stokes lines, at first glance avoiding them may seem impossible. However, there is a
trick that we can still exploit.

The idea, due to Koike and Schäfke, is to take advantage of the freedom to modify the
contour of integration inside each Stokes region (where Sodd is analytic) so that whenever
we have to traverse from a Stokes region to another we don’t do it trough Stokes lines,
but through the poles of Φθ (for a graphical example see Figure 3.3). At these poles

to first order Q(z) around the turning point

eiθ
ˆ z

a

»
Q(z′)dz′ ≈ eiθ

ˆ z

a

»
k(z′ − a)dz′ =

2k

3
eiθ(z − a)

3
2 , k =

dQ

dz

∣∣∣
z=a

and setting the imaginary part of this quantity to zero results in an equation for z with three possible
solutions
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the full series Sodd(z, η) dz is divergent, but one can show (see [47], Proposition 2.8) that
the divergence is only due to the first term in the η expansion, while the rest of the

series, that we can call Sreg
odd(z, η) dz ≡

Ä
Sodd(z, η) − η

√
Q(z)

ä
dz is integrable. Since

the terms with positive powers of η are left unchanged in the resummation procedure,
then in any situation where we have an integral of Sodd(z, η) dz, as it happens in the
expression of the WKB solutions, we can separate the integration of η

√
Q(z) dz from

that of Sreg
odd(z, η) dz. If we manage to modify the contour of integration along which

Sreg
odd(z, η) dz is integrated so that it doesn’t crosses Stokes lines, using the trick just

described, then we have obtained an expression equivalent to the one we started with
that we can prove to be Borel summable.
To rephrase these ideas in a more rigorous way, we first state

Theorem 2 ([47]). Let p any pole of Φθ lying on the boundary of a Stokes region D of
a given Stokes graph Gθ. Then, for any fixed z ∈ D, the formal power series defined by
the integral ˆ z

p

Sreg
odd(z

′, η)dz′ (3.41)

is Borel summable in the direction θ as a formal power series in η−1 if the path of the
integral (3.41) is contained in D ∪ {p}.

Then we introduce the concept of admissible paths, in order to precisely state along
which paths we can integrate Sreg

odd(z, η) dz retaining Borel summability. In the following,

we will call P̂0, P̂∞ the lift of the sets P0, P∞ from the complex plane to the Riemann
surface Σ of

√
Q(z) dz (that we recall is the surface on which we are integrating) by

using the inverse of the covering map π. In an analog way of the definition P = P0∪P∞,
we also set P̂ ≡ P̂0 ∪ P̂∞.

Definition 1. A path β on Σ \ P̂0 is said to be admissible in the direction θ if the
projection of β to P1 never intersects with the Stokes graph Gθ or intersects with Gθ

only at the points in P∞.

The trick we have described of modifying a contour of integration γ so that it crosses
Stokes regions only through points in P∞, can be rephrased as the possibility of decom-
posing γ into a sum of admissible paths. From the general description of Stokes graphs
given before however, it should appear clear that not always the trick can be performed.
A relevant example is when γ crosses a saddle trajectory, since in that case the Stokes
curve crossed by γ is connected at both its endpoints with points in P0. This is why the
appearance of saddle trajectories is so important when studying Borel summability of
WKB series. We pack all these information in the following statement.

Lemma 1. Let γ be a path on Σ \ P̂0 with end-points ẑ1, ẑ2 ∈ Σ \ P̂0 satisfying the
following conditions:
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Figure 3.4: Example of decomposition of a path γ into a sum of admissible paths. In
the figure, p and a stand respectively for a pole and a turning point of Φθ, and the line

that connects them is a Stokes curve. The picture is adapted from [47].

• both the endpoints, when projected to P1, do not lie on the Stokes graph Gθ or a
point in P∞

• γ never intersects with a saddle trajectory of Gθ

Then, γ has a decomposition into a finite number of paths γ =
∑N

i=1 βi that are admissible
in the direction θ, and the formal series defined by the integral

´
γ
Sreg
odd(z, η)dz is Borel

summable in the direction θ.

A pictorial representation of the decomposition of a path into admissible ones is
shown in Figure 3.4. The conditions for the Borel summability of WKB solutions ψ±
come then as an immediate consequence of the lemma just stated.

Corollary 1 (Borel summability of WKB solutions).

(a) If the Stokes graph has no saddle trajectories, then the WKB formal solutions
(3.13) normalised at a turning point are Borel summable in the direction θ at
any point z in each Stokes region. Their Borel sums give analytic solutions of
the Schrödinger equation (3.1) on each Stokes region of the z variable, and in the
domain {η ∈ C | arg(η) = θ, |η| ≫ 1} of the complex η plane. In this domain, the
solutions found through Borel resummation have the same asymptotic of the WKB
formal solutions for |η| → ∞.

(b) In presence of a saddle trajectory, Borel summability of the WKB solutions is not
guaranteed even inside Stokes regions. To verify if Borel summability holds at a
point z inside a Stokes region, one has to check whether the path γz contained in
the definition of the WKB solution considered can be decomposed into a sum of
admissible paths.

For a graphical example of how the path of integration γz contained into the WKB
wavefunctions normalised at a turning point can be decomposed into a sum of admissible
paths, in case no saddle trajectory is present, refer back to Figure 3.3.
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3.4 Stokes phenomenon and connection formulas

When we perform Borel resummation to promote the WKB formal solutions of the
Schrödinger equation to analytic ones, the function that we obtain remains the same
if we change the value of any of the variables on which the series depends, that are z,
η, as explicit variables, but also the parameters contained into the function Q(z) (the
parameters of the potential and the value of the energy), as implicit variables, as long
as the Borel summability condition is preserved. If instead, changing the value of
one of these variables, call it x, from a certain initial value xin to another one xfin, a pole
of the Borel transform moves onto the ray exp(−i arg(η)) along which the integral of the
Borel sum has to be evaluated, Borel summability is lost, and the functions obtained by
doing Borel resummation at x = xin and x = xfin are in general different. This difference
can be precisely captured by the computing the lateral Borel sums at the critical point
where traditional Borel resummation can’t be performed. The two lateral Borel sums
S± will have the same asymptotic expansion for |η| → ∞, but will usually be different
functions, since the integration paths present in their definition will not be homotopic
due to the presence of the singular point between them. Their difference is defined as
the Stokes discontinuity

disc[f ](z, η) = S+[f ](z, η) − S−[f ](z, η) (3.42)

where f(z, η) stands for a generic power series in η−1 obtained in WKB analysis. This
phenomenon is called Stokes phenomenon, and it is at the core of the connection between
exact WKB analysis and TBA equations.
An example of Stokes phenomenon is the one that affects the Borel resummed version
of the WKB wavefunctions ψ±(z, η) in two adjacent Stokes regions. Fixing the value
of η to have a certain phase θ, and supposing for simplicity that the Stokes graph Gθ

is saddle-free (i.e. has no saddle trajectories), we know from Corollary 1 that when
z lies on a Stokes curve the WKB series ψ±(z, η) are not Borel summable. From the
above discussion, we then expect that in the two Stokes region that are separated by
the Stokes trajectory under consideration, the resummed WKB series will be different
functions, that differ by terms that vanish in the limit |η| → ∞. This difference is
encoded in the so-called connection formulas for the all order WKB resummed series,
first found by Voros in [3], and independently by Silverstone in [17], which we state
below.

Theorem 3 (Connection formulas for the resummed WKB solutions). Call C the Stokes
curve, D1 and D2 the two Stokes regions that have C as common boundary, where D1

(D2) is the region that can be reached from C by rotating clockwise (counter-clockwise)
around the turning point a from which the curve emanates, and choose the branch cuts
on P1 appropriately so that C does not cross any of them (use Figure 3.5 as reference).

Denote by Ψ
Dj

± (j = 1, 2) the Borel sum of the WKB series ψ± on the Stokes region
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Figure 3.5: Representation of a part of Stokes graph with the notation set
to match that of Theorem 3. The picture has been slightly adapted from

[47].

Dj (j = 1, 2), normalised as in (3.15) around the turning point a. Then, the analytic
continuation of ΨD1

± to D2 across the Stokes curve C is related to ΨD2
± as follows:

(a)

®
ΨD1

+ = ΨD2
+ + iΨD2

−

ΨD1
− = ΨD2

−
if Re

Ä
eiθ
´ z
a

√
Q(z′)dz′

ä
≥ 0 on C (3.43)

(b)

®
ΨD1

+ = ΨD2
+

ΨD1
− = iΨD2

+ + ΨD2
−

if Re
Ä
eiθ
´ z
a

√
Q(z′)dz′

ä
≤ 0 on C (3.44)

or in a more compact form Å
ΨD1

+

ΨD1
−

ã
= M

Å
ΨD2

+

ΨD2
−

ã
(3.45)

where

M =

Å
1 i
0 1

ã
in case (a) , M =

Å
1 0
i 1

ã
in case (b) (3.46)

Voros, in his article [3], proves this theorem by establishing a link between the resummed
WKB ansatz and another representation for the solutions of the Schrödinger equation,
called Balian-Bloch representation [55], which is also closely related to Laplace theory:

ψ(z, η) = η

ˆ
C(z)

e−ηξψ̃(z, ξ)dξ (3.47)

where C(z) is an infinite path in the complex plane of the ξ variable.
Thanks to this connection, the Borel transform of the WKB solutions can be represented
inside each Stokes region as the discontinuity of the function ψ̃(z, ξ) along a certain cut in
the complex ξ plane that depart from a singularities of ψ̃(z, ξ), and taking the Borel sum
corresponds then to computing a Laplace integral of this discontinuity along the direction
of the cut. This representation allows one to perform the analytic continuation of the
Borel resummed WKB solutions from a Stokes region to another in a controlled way: one
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can observe how the Borel resummation procedure breaks when different cuts overlap due
to the motion of the singularities from which they emanate, and through deformations
of the integration contours can express the continuation of a (Borel resummed) solution
through Stokes lines in terms of other (Borel resummed) WKB solutions, as stated in
Theorem 3. Also Silverstone, in his historic article [17] (see also Chapter 2.4 of the
book [56] for a more recent and detailed exposition), obtains the connection formulas by
exploiting the use of a different representation for the wavefunctions, and then translates
the results obtained in terms of the WKB solutions. In this case, the representation
chosen is the so-called Langer-Cherry form of the wavefunction, that makes use of the
Airy functions Ai(z), Bi(z):

ψ(z) =
1√

(dϕ/dz)(z)
{aAi(η2/3ϕ(z)) + bBi(η2/3ϕ(z))} (3.48)

where a, b are constants, and the function ϕ(z) has to be determined. In a similar fashion
of what we have done in section 3.1, one can then plug this ansatz into the Schrödinger
equation to obtain an equation for the auxiliary function ϕ(z), and solve it by expanding
ϕ(z) in powers of η. The main difference here with respect to the WKB ansatz, is that
this form of wavefunction is not singular at the zeros of the potential function Q(z),
so we can obtain a (formal) expression for ψ(z) that is valid in a domain containing a
turning point. Once this has been done, we can then express this solution in terms of
the WKB ones, on the left and on the right of the turning point (so between different
Stokes regions), by matching of the asymptotic expansions. The resulting formula will
tell how, chosen a form of resummed WKB solution on one side of the turning point, its
analytic continuation across the turning point can be expressed in terms of the WKB
basis on the other side.
Finally, a third possible way to tackle the problem is addressed in [51], where the au-
thors use a transformation to reduce a general form of Q(z) to the simple linear problem
Q(z) = z (that is precisely an Airy-type equation), for which the connection formulas
are easily verified (thanks to the fact that Borel transformations of WKB solutions can
be explicitly computed in this case). The non trivial part is then to prove, using the
so-called theory of micro-local analysis, that transforming back to the initial setting the
results are not altered, and thus Theorem 3 holds in a generic setting. The interested
reader should refer to the articles cited for the detailed proofs.

These connection formulas are crucial in practical applications of the exact WKB
method, that usually require to obtain solutions of the Schrödinger equation which are
defined in more than one Stokes sector (as for example happens when searching for bound
state solutions that decay at infinity on the two sides of the real z axis). What one does
in these situations is finding a resummed WKB solution in one Stokes region and then
analytically continuing it across neighbouring ones, using formulas (3.45, 3.46). When
using the formulas repeatedly, special care has to be taken to change the normalisation
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of the solutions from a turning point to another, so that the condition under which the
formulas hold are always met (recall that to apply the formulas and analytically continue
a solution across a Stokes curve, the solution need to be normalised around the turning
point that is the base point of that specific Stokes curve). Such a change of normalisation
from a turning point a1 to another a2, will be expressed as

Ψ±,a1 = S
ï
exp

Å
±
ˆ a2

a1

Sodd(z)dz

ãò
Ψ±,a2 = S

ï
exp

Å
±iη

2
Πγ12

ãò
Ψ±,a2 (3.49)

where Ψ±,ai stands for the WKB resummed solutions normalised at the turning point ai
(i = 1, 2), γ12 stands for a contour encircling the two turning points, and the symbol Πγ12

that we have introduced is an instance of a so called quantum period or WKB period.
Formally, quantum periods are defined considering cycles γ in the first homology group
H1(Σ \ P̂ ) ≡ H1(Σ \ P̂ ; Z) as the formal series

Πγ(η) = − i

η

˛
γ

Sodd(z, η) dz (3.50)

The exponentiated form

Vγ ≡ exp (iηΠγ) = exp

Ç˛
γ

Sodd(z, η) dz

å
(3.51)

of a quantum period, appearing in (3.49), is called Voros symbol or Voros multiplier.
When using the exact WKB method to find the spectrum of a certain Schrödinger
problem, due to the connection formulas (3.45, 3.46), in combination with the need
of changing accordingly the normalisation of WKB solutions, the (resummed) Voros
symbols enter in the derivation of exact quantisation conditions (EQC’s). As anticipated
before, to derive an EQC, one analytically continues a WKB resummed solution ΨDin

that is decaying in its Stokes region Din of definition, to another Stokes region Dfin,
obtaining an expression for the analytic continuation of ΨDin

as a linear combination
of the resummed WKB solutions Ψ±,Dfin

associated to the region Dfin. The bound
state condition amounts then to requiring the vanishing of the coefficient in the linear
combination that is multiplied to that solution, among Ψ+,Dfin

and Ψ−,Dfin
, which is

growing in Dfin, and typically results in a functional equation between a set (possibly
also all) of the Borel resummed Voros multipliers Vγi associated to couples of turning
points

Q(Vγ1 , ...,Vγn) = 0 (3.52)

More generally, Voros multipliers constitute part of the monodromy data associated to
a given form of the Schrödinger equation. Recall that for a linear ODE in a complex
domain, the monodromy group, that is the group of all 2x2 matrices describing the
monodromy of its solutions along loops on the Riemann sphere P1, together with the

79



Figure 3.6: Stokes graph Gθ containing a regular saddle trajectory (in the center) and
its two saddle reductions, G+

θ (left) and G−
θ (right). The thick arrow marks a possible

path of analytic continuation of the WKB resummed solutions between two points that
in Gθ belong to adjacent Stokes regions. Note how this same path crosses a different
number of Stokes regions in G+

θ with respect to G−
θ , due to the topological differences

between the two saddle reductions. The picture has been slightly adapted from [47].

characteristic exponents at each singular point, give a complete description of the global
behaviour of the solutions of the equation.
All these reasons alone would make the quantum periods (and the related Voros mul-
tipliers) interesting objects to be analyzed through exact WKB theory, but perhaps
their most important feature has been not yet mentioned: the emergence of functional
equations among them. We will investigate in this direction in the next section.

3.5 The DDP formula and the emergence of func-

tional equations

As contour integrals of the series Sodd(z, η) dz over closed loops, the summability of
quantum periods is guaranteed when their integration path does not intersect a saddle
trajectory by Lemma 1 (suppose for the moment that the conditions of the Lemma hold,
that is there is at most one saddle trajectory; we will generalise the results at the end). If
instead the cycle associated to a given quantum period crosses a saddle trajectory, then
in general the summability of the quantum period is lost, and one has to resort to lateral
Borel resummations. The two possible choices S± of lateral resummation will produce
different functions due to the Stokes phenomenon (recall the discussion at the beginning
of section 3.4), but the crucial observation is that their difference can be precisely rep-
resented in terms of the Voros multiplier (and thus the quantum period) associated to
cycles encircling the saddle trajectory.

To understand why this should be the case, one can notice that lateral Borel resum-
mations of a given WKB series in powers of η can be equivalently seen as usual Borel
resummation of the WKB series associated to a slightly modified version of the potential
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function Q(z), that has in front an infinitesimal phase exp(±2i0+) (where, due to the
convention we adopted for the definition of lateral resummation, the sign − is related
to S+, and the sign + is related to S−; in [47], the opposite convention is used). This
apparently innocent phase, due to the very definition of Stokes curves, implies a relevant
topological modification of the Stokes graph associated to the problem, which removes
the presence of the problematic saddle trajectory, “opening up” the saddle into two sep-
arate Stokes curves (use Figure 3.6 to help gaining intuition). The two Stokes graphs
G±

θ associated to the modified differentials Φ±
θ ≡ exp(2i(θ± 0+))Q(z)dz⊗2 are said to be

saddle reductions of the Stokes graph Gθ (which instead contains a saddle trajectory).
The topological configuration of Stokes regions is different7 between the two graphs G±

θ ,
and this difference influences the monodromy of WKB resummed solutions Ψ±, when
analytically continued between two points of the complex plane that in Gθ belong to
adjacent Stokes regions. Here lies the origin of the difference between the two lateral
resummations S± of a quantum period that crosses a saddle trajectory of Gθ. The fact
that this difference can be expressed through the resummed quantum period that encir-
cles the saddle is then a direct consequence of the connection formulas and the relation
(3.49) that expresses the change of normalisation of WKB solutions.
The above considerations can be formalised in the so called Delabaere-Dillinger-Pham
(or DDP) formula [13], that we present below for the case where the saddle trajectory
is regular. A similar one holds when the saddle trajectory is closed, but we will not need
it in the forthcoming analysis, so we redirect to [47] for the description of that case. To
precisely state the formula we may first introduce a bilinear form

(·, ·) : H1(Σ \ P̂ ) ×H1(Σ \ P̂ ) → Z (3.53)

that given two cycles in H1(Σ \ P̂ ) yields the number of intersections between them.
The intersection number (γ1, γ2) between any two cycles may be defined using the right
hand rule at each point of intersection between them (considering only true intersections
between the cycles, that is those that occur on the same sheet of the Riemann surface
Σ), where the convention is to displace the thumb along the direction of γ1 (x direction)
and the index along that of γ2 (y direction), and assigning a +1 (−1) if the middle
finger results pointing to the positive (negative) z direction. The intersection number is
then given by the sum of these factors ±1 evaluated at each intersection point of the two
cycles. Calling θc the critical value of the phase of η for which the Stokes graph associated
to Φθ has the regular saddle trajectory, we formalise the concept of “cycle encircling the
saddle trajectory” as the class of cycles γ̃ ∈ H1(Σ \ P̂ ), usually called saddle class, such
that its projection on P1 surrounds the saddle trajectory, and we choose the orientation

of those cycles such that Re
Ä
eiθc
¸
γ̃

√
Q(z) dz

ä
< 0. This condition uniquely fixes the

value of the quantum period associated to any cycle in the saddle class.

7In particular, we say that G+
θ and G−

θ are related by a flip or a pop, depending if the saddle trajectory
in Gθ is a regular or a closed one.
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We have then (for a detailed proof see [47], Appendix A):

Theorem 4 (DDP formula for a single saddle trajectory). For any γ ∈ H1(Σ \ P̂ ), the
lateral Borel sums S±[Vγ] satisfy the following equality as analytic functions of η on a
domain containing {η ∈ C | arg(η) = θc, |η| ≫ 1}:

S+[Vγ] = S−[Vγ] (1 + S−[Vγ̃])−(γ̃,γ) (3.54)

Taking the logarithm, this equation may be rewritten in terms of the quantum periods as

discθc [Πγ] = S+[Πγ] − S−[Πγ] =
i

η
(γ̃, γ) log

Ä
1 + eiηS−[Πγ̃ ]

ä
(3.55)

where, as standard practice, we made explicit in the notation of the Stokes discontinuity
the critical angle θc at which is evaluated

As a typical hallmark of the Stokes phenomenon, the factor (1 + S−[Vγ̃]) that dis-
tinguishes S+[Vγ] from S−[Vγ] is exponentially small in the limit |η| → ∞, since the

asymptotic expansion in η of S−[Vγ̃] contains the prefactor exp
Ä
η
¸
γ̃

√
Q(z) dz

ä
, which

is decaying for large |η| due to the assumption made when choosing the orientation of
the cycles in the saddle class.
The generalisation of the DDP formula to the case when more than one saddle trajectory
is present in the Stokes graph is straightforward (see for example [1]):

Theorem 5 (DDP formula for multiple saddle trajectories). Let Gθc a Stokes graph
having N saddle trajectories with associated saddle classes γ̃j , j = 1, ..., N . For any

γ ∈ H1(Σ \ P̂ ), the lateral Borel sums S±[Vγ] satisfy the following equality as analytic
functions of η on a domain containing {η ∈ C | arg(η) = θc, |η| ≫ 1}:

S+[Vγ] = S−[Vγ]
N∏
j=1

(
1 + S−[Vγ̃j ]

)−(γ̃j ,γ) (3.56)

Or equivalently, in term of quantum periods

discθc [Πγ] = S+[Πγ] − S−[Πγ] =
i

η

N∑
j=1

(γ̃j, γ) log
Ä
1 + eiηS−[Πγ̃j

]
ä

(3.57)

Let’s stop a second to collect the thoughts. Considering for the moment fixed the
choice of the potential function Q(z), the resummed quantum periods depend only on
η. As η, or better, its phase θ varies, saddle trajectories may appear in the Stokes
graph associated to Φθ. A given (resummed) quantum period will be unchanged, as a
function of η, until a saddle trajectory will form along its path. This means that, by
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doing a scan in the values of θ, starting from an initial value and increasing θ until
the topology of the Stokes graph comes back to the initial one (which will happen after
a π wide interval, as can be deduced from the defining expression (3.37) of a Stokes
curve), we can obtain the information of the full discontinuity structure of the quantum
period considered. What’s more, the DDP formula (3.57) tell us exactly how these
discontinuities can be expressed in terms of the quantum periods related to the saddle
classes of those saddle trajectories that appear during the scan in θ, which we may call
relevant. Now, the important observation to make is that, if we restrict our attention
to studying the discontinuity structure of the set of relevant quantum periods, then the
DDP formula becomes a closed relation. As we will show in a moment, this, together with
the knowledge of the asymptotic form of those quantum periods, is enough to obtain a set
of equations, in the form of those appearing in the context of the Thermodynamic Bethe
Ansatz, which can be numerically solved to obtain the quantum periods considered.

3.5.1 Encoding the discontinuity structure of quantum periods
into TBA equations

Remark. For the study of the TBA equations that govern the quantum periods, we will
use as main reference [1]. In order to make easier the comparison between the results
presented in this thesis and that of the paper, we will slightly change our notation to
match that of [1]. In particular, we will call η ≡ eθ, so that what before was θ now
will coincide with Im(θ), and we will prefer to use ℏ instead of η = ℏ−1.

From now on we will focus our discussion on the choice of potential V (z) that is
the main subject of this thesis, namely a polynomial potential of generic degree r + 1
(r ∈ Z, r > 1) with complex coefficients. The space of parameters M of the potential
function Q(z) = V (z) − E, called moduli space, is then formed by the coefficients of
the polynomial and by the energy. The differential Φθ related to this choice of potential
function satisfies all the hypotheses made at the beginning of section 3.3, provided we
keep away from those points in M where two turning points coalesce. For this reason,
we may from the beginning deprive M from such points, to obtain an auxiliary manifold
that we will denote as M0. The Stokes graph associated to Φθ will then have r+1 distinct
turning points and a single pole of order r + 5 located at infinity8, that is reached by
Stokes curves along r+ 3 evenly spaced rays (for an example, refer back to Figure 3.2b).
If for example we have that the coefficient in front of the highest power of the polynomial
is 1, we can easily find the direction of these rays by approximating Q(z) ∼ zr+1 in a

8Note that if a potential function Q(z) has a pole at infinity of order m, the associated quadratic
differential Φθ also will have a pole at infinity, but of order m+ 4.
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neighborhood of ∞ into equation (3.37), to find:

rk =

ß
z ∈ C | arg(z) =

2π

r + 3

Å
k − Im θ

π

ã™
(3.58)

What’s more, since Φθ has no double poles, then only regular saddle trajectories can be
present in the Stokes graph.

As already mentioned, a goal of this thesis is to obtain a set of TBA-like equations
that allow us to compute the relevant quantum periods associated to a given choice of
polynomial potential and energy, that is a given point in M0. The set of relevant quan-
tum periods depends on the choice of point in M0, and, as it will be clear from the the
analysis that follows, its dimension can range from a minimum of r to a maximum of
r(r+1)/2 quantum periods, with intermediate cases. We will call chambers these regions
of the moduli space that differ for the number and type of relevant quantum periods.
Notably, the number of relevant quantum periods is always ≥ r, that is the number of
independent cycles in H1(Σ \ P̂ ). This implies that, solving the TBA equations, we will
be able to compute any quantum period, and in particular those relevant for the exact
quantisation conditions. The procedure of deriving the TBA equation can be done in a
generic chamber, but the complexity of the task can become high as the number of rel-
evant cycles increases, since one has to take account of the intersection number between
each cycle, and most importantly collect all the discontinuities of quantum periods into
a single set of closed equations. To avoid these complications, the approach we will use
to tackle the problem consists in first deriving the set of TBA equations in a point of
M0 where the task can be easily performed, and then analytically continue those result
to a generic point of M0. This technique is the same used in [1], and before put for-
ward in [44], despite in a different context; the main contribution of this thesis will be
to develop an algorithmic procedure to efficiently perform the process of analytic con-
tinuation between chambers in M0, exploiting the connection between TBA equations
and Y-systems. Thanks to this procedure, obtaining TBA equations related to a generic
polynomial potential will be a straightforward task.

Derivation of TBA equations for the relevant quantum periods

The (non unique) point we choose in M0 to first derive the TBA equations is such
that all the turning points zi, i = 1, ... , r + 1 are real (and distinct, since we have
restricted ourselves to M0), and the sign of the coefficient zr+1 is so that the interval
[zi, zi+1] corresponds to a classically allowed interval9 when i is odd, and to a classically

9Recall that a classically allowed (forbidden) interval is a interval of the real z axis where Q(z) =
V (z)− E is negative (positive).
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forbidden interval when i is even, where we have chosen to label the turning points as

z1 < z2 < ... < zr+1

The set of relevant cycles in this case can be immediately determined: we have
√
Q(z)

purely imaginary in the classically allowed intervals and purely real on the classically
forbidden ones, so (recall formula (3.37)) we will have a saddle trajectory on the former
when Im θ = π/2 (and also when Im θ = −π/2, by periodicity of Stokes curves), and on
the latter when Im θ = 0 (or Im θ = −π). No other saddle trajectory is present for other
values of Im θ, and so we conclude that the set of relevant quantum periods is formed
by the periods related to cycles surrounding classically allowed and forbidden intervals.
We label these periods as Πγa , a = 1, ... , r, where the cycle γa is taken to encircle the
interval [za, za+1].
We select then the branch cuts and the orientation of the cycles so that:

I. the zeroth order term Π
(0)
γa of the ℏ expansion of the quantum periods is real and

positive (imaginary and negative) for a odd (even). In this way, if we associate to
each quantum period a quantity, that we call mass for the role it will later play in
the TBA equations, as

ma ≡

Π
(0)
γa =

¸
γa

√
E − V (z) dz for a odd

iΠ
(0)
γa = i

¸
γa

√
E − V (z) dz for a even

(3.59)

then, for each period, its mass is real and positive.

II. the intersection number between two cycles γa, γb is nonzero only if |a − b| = 1,
that is for cycles related to adjacent intervals on the real z axis, and equal to

(γa, γb) =

®
−1 for a odd

1 for a even
(3.60)

The formation of a saddle trajectory for Im θ = 0, −π in the classically forbidden
intervals translates in the following discontinuity formula for the quantum periods asso-
ciated to the classically allowed regions:

i

ℏ
discθ[Πγa ](ℏ) = ∓ log

Ä
1 + e∓

i
ℏS+[Πγa−1 ](ℏ)

ä
∓ log

Ä
1 + e∓

i
ℏS+[Πγa+1 ](ℏ)

ä
, (3.61)

for a odd, Im θ = 0 (upper sign), −π (lower sign)

The difference in sign between the two cases above lies in the fact that the DDP formula
(3.57) we presented in Theorem 5 assumes that the saddle classes γ̃j are chosen such
that (recall the discussion before the statement of the theorem)

Re

Ç
ei Im(θ)

˛
γ̃j

»
Q(z) dz

å
= Re

Ç
ei Im(θ) i

˛
γ̃j

»
E − V (z) dz

å
< 0 (3.62)
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In formula (3.61), the saddle classes corresponds to the cycles γa±1 having even index,
and due to the choice (3.59) made when defining the masses, the condition (3.62) above
holds for γa±1 when Im θ = π, but is verified instead for the inverted cycles −γa±1 when
Im θ = 0. As a cross-check of the correctness of equation (3.61), one can verify that
for both values of Im θ = − arg(ℏ) the quantity on the right hand-side tends to zero as
|ℏ| → 0, as we expect from the theory of Stokes phenomena.

At Im θ = ±π/2 we have a similar discontinuity formula, but now with the even and
the odd cycles exchanged:

i

ℏ
discθ[Πγa ](ℏ) = ∓ log

Ä
1 + e±

i
ℏS+[Πγa−1 ](ℏ)

ä
∓ log

Ä
1 + e±

i
ℏS+[Πγa+1 ](ℏ)

ä
, (3.63)

for a even, Im θ = π/2 (upper sign), −π/2 (lower sign)

Also in this case, the difference between the expression for Im θ = π/2 and that for
Im θ = −π/2 lies in the convention for the saddle class. To obtain the set of TBA
equations, one then introduces a set of functions ϵa(θ), one for each relevant quantum
period, such that

ϵa

Å
θ +

iπ

2
± i0+

ã
=
i

ℏ
S± [Πγa ] (ℏ) , for a odd

ϵa(θ ± i0+) =
i

ℏ
S± [Πγa ] (ℏ) , for a even

(3.64)

We will refer to the ϵa(θ) as pseudoenergies.
The definition (3.64) allows to express the discontinuity formulas for both the even and
the odd quantum periods together. All the ϵa(θ) functions will in fact have a discontinuity
at Im θ = ±π/2, of the form10

discθ[ϵa](θ) = ±La−1(θ ∓ iπ/2) ± La+1(θ ∓ iπ/2) , a = 1, ... , r , Im θ = ±π/2 (3.65)

where we have introduced
La(θ) = log

Ä
1 + e−ϵa(θ)

ä
(3.66)

and with the understanding that L0 = Lr+1 = 0.
From the analysis done for the quantum periods, we also know that no other discon-
tinuities are present for the ϵa functions in the range −π/2 < Im θ < π/2. Then, the
discontinuity structure of the ϵa, together with their classical limit (which can be inferred
from (3.64), recalling the definition of the masses)

ϵa(θ) = mae
θ + O

(
e−θ
)
, θ → ∞ (3.67)

10To derive the formulas we also used the property S [Πγa
] (−ℏ) = S [Πγa

] (ℏ), which holds since Πγa

is a series in even powers of ℏ.
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constitute a so-called Riemann-Hilbert problem, which can be encoded in the following
set of TBA equations

ϵa(θ) = mae
θ −
ˆ

R

La−1 (θ′)

cosh (θ − θ′)

dθ′

2π
−
ˆ

R

La+1 (θ′)

cosh (θ − θ′)

dθ′

2π
, a = 1, . . . , r (3.68)

or, in an equivalent form

ϵa(θ) = mae
θ −K ∗ La−1(θ) −K ∗ La+1(θ). (3.69)

where we have introduced the kernel

K(θ) =
1

2π

1

cosh(θ)
(3.70)

These equations have been designed to precisely reproduce all the properties of the
ϵa, namely (i) their classical limit, since as θ → ∞ the kernel in the TBA equations
suppresses the contribution coming from the convolutions, and (ii) their discontinuity
structure, as can be seen by analytically continuing the equations from Im θ < π/2 to
Im θ > π/2, (or from Im θ > −π/2 to Im θ < −π/2), which involves picking the residues
from the poles of the kernel and obtaining the La±1 terms, otherwise not present if we
evaluate the TBA equations directly outside the strip −π/2 ≤ Im θ ≤ π/2.
Exploiting this discontinuity structure of the TBA equations, as it is common procedure,
one can then also derive a Y-system. We do a smooth shift of the TBA equations in the
direction θ → θ + iπ/2 and then add them to the equations shifted to θ → θ − iπ/2.
Taking account of the residues from the poles of the kernel, one finds

ϵa(θ + iπ/2) + ϵa(θ − iπ/2) = −La−1(θ) − La+1(θ) (3.71)

which, written in term of the Y-functions, that we introduce as

Ya(θ) = e−ϵa(θ) (3.72)

takes the form of the Y-system

Ya(θ + iπ/2)Ya(θ − iπ/2) = (1 + Ya−1(θ))(1 + Ya+1(θ)) , a = 1, ... , r (3.73)

with the understanding that Y0 = Yr+1 = 0, as for the TBA equations. As already
anticipated, the point of moduli space where we have chosen to derive the TBA equations
for the quantum periods is peculiar since it involves a minimal number of relevant periods
(or equivalently pseudoenergies and Y-functions). For this reason, we will refer to the
chamber to which this point belongs as minimal chamber. This chamber, with its related
TBA equations (3.68) and Y-system (3.73), will always be the starting point for the
derivation of the TBA equations (or Y-system) for the quantum periods related to any
polynomial potential.
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A note on the use of TBA equations in combination with EQCs to compute
the energy spectrum

We conclude this section with a final observation concerning the application of TBA
equations to solve EQCs of the form (3.52). If we fix the parameters of the potential
V (z), the Voros multipliers (or the related quantum periods) entering in the EQCs
depend only on ℏ and the energy E. Assuming that the spectral problem yields a
discrete set of energies, the EQCs then define a discrete and infinite family of curves in
the (E, ℏ) plane, that can be labelled via a quantum number n = 0, 1, 2, · · · . Typically,
these curves are interpreted as representing discrete values of the system’s energy En(ℏ)
for a specific value of ℏ, but we can equally regard them as defining a series of discrete
values ηn(E) for the inverse Planck constant, given a choice E of energy. This second
form of spectrum is often referred as Voros spectrum, and is related to the usual one by
the consistency relation

En(ηn(E)) = E (3.74)

Since the TBA equations are always referred to a given point in the moduli space, and
so also a given value of the energy, the natural way to use them in combination of an
EQC is for finding the values of the quantum periods at fixed energy E while varying
θ = log(η) until the EQC is satisfied, providing thus the Voros spectrum rather than the
traditional one. The accuracy of this method can then be compared to other techniques
that are commonly applied to find the spectrum of an Hamiltonian thanks to the relation
(3.74); one uses the latter to compute the set of energies corresponding to a value of the
inverse Planck constant ηn̄(E) present in the Voros spectrum previously obtained via
the EQC, and verifies how close the n̄-th energy level in such spectrum is to E. This
kind of reasoning has been put into practice in [1] for several cases of cubic and quartic
polynomial potentials, finding optimal agreements.

3.6 Connection with the approach of the ODE-IM

correspondence

As promised at the beginning of this chapter, we now make contact between the Y-system
for the quantum periods derived in section 3.5.1 and the one of section 2.2, coming instead
from ODE-IM. In particular, we would like to clarify under which conditions we can push
this identification also at the TBA level, that is also matching the asymptotics of the
Y functions in the two cases, since this would imply a complete identification between
the Y of the two approaches. Following [1], the first step to match the ODE-IM results
with the one found using the exact WKB method is to restore the presence of ℏ into the
equation (2.67). We recall in fact that all the ODE-IM analysis has been done by setting
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ℏ = 1. In order to do so we can apply the following coordinate transformation

(z, ba) → (ℏ
2

r+3 z, ℏ
2(a+1)
r+3 ba) (3.75)

which indeed sends the equation (2.67) into(
−ℏ2

d2

dz2
+ zr+1 +

r∑
a=1

baz
r−a

)
ψ̂(z, ba, ℏ) = 0 (3.76)

where we have put a hat on the solutions of the equation at a generic value of ℏ, in order
to distinguish them from their restriction on the subspace of the parameters space where
ℏ = 1. The two type of solutions are simply related as

ψ̂(z, ba, ℏ) ≡ ψ(ℏ−
2

r+3 z, ℏ−
2(a+1)
r+3 ba) (3.77)

From this expression it is manifest how the action of the Symanzik rotation Ω on the

solutions ψ̂ can be equivalently written as a rotation of the value of ℏ (recall ω = e
2πi
r+3 )

Ω ψ̂(z, ba, ℏ) = ψ̂(ω−1z, ω−a−1ba, ℏ) = ψ̂(z, ba, e
iπℏ) (3.78)

Starting from the set of solutions yk used in the ODE-IM analysis of section 2.2, each of
which is subdominant in a specific Stokes sector associated to the equation with ℏ = 1,
we can find a similar set of solutions for the equation (3.76) as

ŷk(z, ba, ℏ) = ωk/2 Ωk ŷ(z, ba, ℏ) = ωk/2 ŷ(z, ba, e
iπkℏ) (3.79)

proviso we update the notion of Stokes sector to include the ℏ dependence

Sk =

ß
z ∈ C |

∣∣∣ arg(z) − 2π

r + 3

Å
k − Im θ

π

ã ∣∣∣ < π

r + 3

™
, k ∈ Z (3.80)

where here θ has the same meaning that in the previous section, i.e. ℏ = e−θ. The
careful reader has perhaps already noticed how at the center of each of these Stokes
sectors lies one of the asymptotic directions (3.58) reached by the Stokes curves of the
Stokes diagram determined by the choice of polynomial potential.
We define the wronskian Ŵk1,k2(ℏ, ba) among two solutions ŷk so that to match the value
of the wronskian among the two solutions yk having the same index, evaluated at the
parameters choice coming from the correspondence (3.77)

Ŵk1,k2(ℏ, ba) = Wk1,k2(ℏ
− 2(a+1)

r+3 ba) = ℏ
2

r+3 (ŷk1 ŷ
′
k2
− ŷk2 ŷ

′
k1

)(z, ba, ℏ) (3.81)

where as usual the ′ stands for the z derivative. All the derivation of the (analog of) the
T-system and then of the Y-system made in section 2.2 can now be repeated in the exact
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same way using ŷk solutions instead of the yk ones, exploiting however the fact that for
these solutions the Ω symmetry can be seen just a shift in the phase of ℏ, so that we
can obtain functional relations among objects evaluated at different ℏ values but at the
same point in the moduli space. Just as an example, the shift property (2.82) for the
wronskians, that then determine also the one of the Cm

k coefficients, now can be written
as

Ωk Ŵi,j(ℏ, ba) = Ŵi,j(e
iπkℏ, ba) = Ŵi+k,j+k(ℏ, ba) (3.82)

or, equivalently, in terms of θ

Ŵi,j(θ − iπk, ba) = Ŵi+k,j+k(θ, ba) (3.83)

Focusing on the Y-system, since this is the type of integrable structure we have found
also through the exact WKB analysis, it will now read

Ys(θ +
iπ

2
, ba)Ys(θ −

iπ

2
, ba) = (1 + Ys+1(θ, ba))(1 + Ys−1(θ, ba)) s = 1, . . . , r (3.84)

where we have chosen to use θ instead of ℏ, as we will usually prefer to do, and as
usual Y0 = Yr+1 = 0. Contrarily to the Y-system (2.79) derived at ℏ = 1 (and also
differently to an Ar Y-system of an ADE QFT), we see that here the Y-functions on the
left hand-side are always shifted in their argument by the same amount, independently
of the degree of the polynomial. This difference can be traced back to the use of ℏ as
spectral parameter instead of the energy, and to the different analytic structure of the
Y-function in the two spaces. We recall in fact that in the ODE-IM correspondence, is
the energy that corresponds to the spectral parameter λ used in the BLZ derivation of
the Y-system for the QFT.
This Y-system matches with the one (3.73) coming from WKB analysis, but to have a
complete identification between the Ys functions appearing here and those of (3.73), we
should also inspect their asymptotics for ℏ → 0 (i.e. θ → ∞), so that to match them at
the TBA level. The Ys functions can be expressed in terms of cross-ratios of wronskians
Ŵk1,k2 on the same fashion of (2.89, 2.91)

Y2j(θ, ba) =
Ŵ−j,jŴ−j−1,j+1

Ŵ−j−1,−jŴj,j+1

(θ, ba) Y2j+1(θ, ba) =
Ŵ−j−1,jŴ−j−2,j+1

Ŵ−j−2,−j−1Ŵj,j+1

(θ − iπ

2
, ba)

(3.85)
To evaluate the asymptotic value of these objects we can use a WKB approximation for
each of the yk. In particular, we can approximate each of the wronskians Ŵk1,k2(θ, ba) as

Ŵk1,k2(θ, ba) ∼ exp± i

ℏ

ˆ
γk1,k2

»
E − V (z)dz (3.86)

where γk1,k2 is a path that reaches infinity at both its ends by collecting at one end along
the asymptotic direction of the Stokes curves that lies at the center of the sector Sk1 , and
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at the other end along the corresponding direction in the Stokes sector Sk2 , proviso that
the whole curve γk1,k2 lies inside a Stokes region of the Stokes graph Gθ (i.e. the topology
of the Stokes graph is so that such a path exists), where Gθ is determined by the choice
of the parameters ba and by the value of θ at which the wronskian is computed [44, 57].
Actually, for each value of Im(θ) where such a curve exists, the estimate continues to be
good in a π wide sector in the values of Im(θ), centered the value of Im(θ) where the line
exists.
If now, similarly to what has been done in section 3.5.1, we choose the values of the ba
parameters so that all the turning points of the potential function are distinct and lie
on the real axis, one can check that indeed a desired curve γk1,k2 exists in the interval of

values −π/2 < Im(θ) < π/2 for Im(θ), for all wronskians Ŵk1,k2(θ, ba) inside the Y2j, and

similarly for all wronskians Ŵk1,k2(θ− iπ
2
, ba) inside the Y2j+1. When have then that the

paths of the integrals contained in the asymptotic values of all wronskians inside any Ys
unify into a closed loop, which, thanks to contour deformation, can be identified with
one of the relevant cycles γa encircling two turning points that are support for the loop
integrals of the quantum periods entering in (3.68) [1]:

− log Y2j (θ, ba) ∼
i

ℏ

˛
γr+1−2j

»
E − V (z)dz

− log Y2j+1 (θ, ba) ∼
1

ℏ

˛
γr−2j

»
E − V (z)dz

(3.87)

for |θ| → +∞, −π < θ < π. Here we used the same notation that in section 3.5.1, so
γa corresponds to the cycle encircling the interval [za, za+1], za being the turning points,
ordered as z1 < · · · < zr+1. From these formulas, it appears clear how each of these
Ys function is associated with a corresponding cycle γr+1−s. A perfect identification of
these asymptotics with those of the Y-functions coming from exact WKB analysis can be
done by relabelling Ys → Yr+1−s, which preserves the form of the Y-system, and recalling
that in the derivation of section 3.5.1, we assumed the potential to be such that the first
interval [z1, z2] corresponded to a classically allowed interval; in the present case, that of
equation (3.76), this requirement holds true if r + 1 is even, but not for r + 1 odd. In
this second case we can imagine to invert the classically allowed and forbidden intervals
by a shift θ → θ ± iπ/2, which makes also the asymptotics agree with (3.64).
Now that we have found the asymptotic form of the Y functions and know their ana-
lytic structure, is a standard exercise to convert the Y-system (3.84) into a set of TBA
equations (a detailed exposition on this procedure can be found in [44]). One defines the
auxiliary functions (here we omit the ba dependence)

ls(θ) ≡ log Ys(θ) +ms e
θ (3.88)

where the masses ms are as usual just the coefficient of the lowest term in the ℏ expansion
of the Ys. The ls functions are analytic in the strip −π/2 ≤ Im(θ) ≤ +π/2, and in terms
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of them the Y-system reads

ls(θ +
iπ

2
) + ls(θ +

iπ

2
) = log ((1 + Ys+1(θ)) (1 + Ys−1(θ))) (3.89)

By convoluting both sides with the kernel (3.70) one gets

ϵs(θ) = mse
θ −K ∗ Ls+1(θ) −K ∗ Ls−1(θ) (3.90)

where the ϵs(θ) and the Ls(θ) functions are defined as in section 3.5.1, i.e.

ϵs(θ) = − log Ys(θ) La(θ) = log (1 + Ys(θ)) = log
Ä
1 + e−ϵa(θ)

ä
(3.91)

These TBA equations perfectly match the ones (3.69) coming from exact WKB, thus
allowing an identification between the Y-functions (3.85) built out of wronskians and
those of section 3.5.1, which represent Borel resummed Voros symbols thanks to the
definition (3.64).

As a final remark we may inspect an aspect that has not yet been discussed, namely
the periodicity of the Y-functions in the minimal chamber. This can be checked using
at least two different approaches:

1. Numerically, by using only the Y-system structure. One transforms the Y-system
into a relation among sequences Ys,n ≡ Ys(θ + inπ/2)

Ys,n+1 =
(1 + Ys+1,n)(1 + Ys−1,n)

Ys,n−1

(3.92)

and looks then at the first value of n to which a sequence Ys,n comes back to itself
(given the initial conditions Ys,0, Ys,1 for all the Ys,n).

2. Analytically, by exploiting the wronskian representation (3.85) of the Y-functions,
the shift relation (3.83), and the fact that the monodromy around the origin is
trivial, so that

Ŵi+r+3,j+r+3(θ) = cicjŴi,j(θ) (3.93)

where the ck are constants that depends only on the choice of solutions yk (these
constants are irrelevant in the Y functions since the Y involve at both the numerator
and the denominator the same four solutions yk).

In both ways, what one finds is a periodicity of iπ(r + 3) in θ for all the Y-functions,
which gets enhanced to iπ(r + 3)/2 for only the “central” Y, i.e. Y r+1

2
, if r is odd.
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Chapter 4

Analytic continuation strikes back

In this chapter we finally introduce the main original contribution of this thesis project,
namely an algorithmic procedure to find the TBA-like equations for the relevant re-
summed quantum periods associated to a generic polynomial potential (with distinct
turning points), through algebraic manipulations of the Y-system of the minimal cham-
ber. The justification of this algebraic procedure has been extracted from a study of
the analytic continuation of the minimal chamber’s TBA equations, along the lines of
the work [44], applied then to the specific case of a Schrödinger equation with polyno-
mial potential by Ito and collaborators in [1]. Despite stemming from a study of TBA
equations, this procedure is completely independent of its “TBA origin”, and involves
from start to finish only the Y functions. In the first section of this chapter we explain
the motivation of this procedure starting from the TBA equations, by considering the
simplest type of potential which still allows to show all the main type of complexities
that can arise in this type of calculations, namely a quartic potential. In doing so, we
will skip over the details of some calculations, suggesting the interested reader to refer to
the thesis work [18] of S. Franzoni, who collaborated with the author to the development
of this algorithmic procedure. The style of exposition will instead focus on presenting
all the essential concepts, and already push towards a Y-system perspective. We will in
fact start to showcase the use of the procedure directly in the example of the quartic
potential. The second part of this chapter is then devoted to the formulation of the al-
gorithm in the general case; the reader that has become acquainted with the concepts of
the first section, may use this section as a guide to practically implement the algorithm
in any specific case of polynomial potential to his liking.
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4.1 Reaching different chambers via analytic contin-

uation of TBA equations

As mentioned in the introduction to this chapter, we use as exemplification model a
quartic potential. This type of potential is the simplest one for which the chambers
foliation of the moduli space M0 still contains also intermediate chambers, which one
can encounter by moving in M0 along a path that starts from the minimal chamber,
where the relevant quantum periods (and thus the ϵa and the Ya functions) are 3, to the
maximal one, where the periods are 6. The starting point of this type of analysis is the
TBA system for the relevant quantum periods derived in section 3.5.1, specialised to the
quartic case. We write it immediately followed by the corresponding Y-system:

ϵα1 = m1e
θ −K ∗ Lα

2

ϵα2 = m2e
θ −K ∗ Lα

1 −K ∗ Lα
3

ϵα3 = m3e
θ −K ∗ Lα

3

(4.1)

Y α+
1 Y α−

1 = [1 + Y α
2 ]

Y α+
2 Y α−

2 = [1 + Y α
1 ][1 + Y α

3 ]

Y α+
3 Y α−

3 = [1 + Y α
2 ]

(4.2)

where we have left understood the θ dependence of the ϵa, La, Ya functions and introduced
the notation ± to indicate shifts of ±iπ

2
in θ. We also attached an index α to all the

quantities containing the ϵa functions, as an indicator of the chamber we are considering.
Moving inside the moduli space, we will then use the other Greek letters β, γ, δ, . . . for
the other chambers we will encounter along the way. Recalling the derivation made in
section 3.5.1, the above form of the TBA equations hold in a particular point P of the
moduli space inside the minimal chamber, i.e. describe the discontinuity relations of the
relevant quantum periods associated to a particular choice of quartic potential function
(for a pictorial representation of the cycles associated to the periods at P see Figure 4.1).
Changing the parameters of the potential to a more general form implies describing a
trajectory Γ in the moduli space. If we imagine to move along this trajectory starting
from the point P , we will generally have that, as long as we remain close to P , the
relevant cycles will be the same, but the value of the quantum periods built on them will
start to change value. In particular their asymptotic value, i.e. their masses ma, will start
to change, departing from being real numbers and developing a complex representation,
with phase ϕa.
Continuing then along the trajectory Γ, if we exit from the region of M0 corresponding

to the minimal chamber, also the form of the TBA equations should be modified, to
describe the fact that new relevant quantum periods enter into play (recall that the
chamber foliation of M0 is exactly determined by the number and type of quantum

94



Figure 4.1: Pictorial representation of the relevant cycles for the quartic potential in
the point of the α-chamber used for the derivation of the minimal chamber’s TBA

equations. The red dots are the turning points of the potential function.

periods that are relevant in the different points of M0). The need for this modification
can be practically checked, point by point along Γ, by doing a π wide scan in the values
of θ, and looking when two turning points which previously were not joined by a saddle
trajectory for any value of θ, then start to develop one. When this phenomenon occurs,
one may use a line of reasoning similar to the one used in section 3.5.1 (which is mainly
based on the DDP formula) to write the new form of the TBA equations, but there is
perhaps even a simpler way to do so. In fact, one can show that the TBA equations of the
minimal chamber contain already in them most of the information needed to generate
the “new ones”. If, when still in the minimal chamber, we reabsorb the phases through
a redefinition of the ϵa functions

ϵ̃a(θ) = ϵa (θ − iϕa) . (4.3)

we may rewrite the TBA equations (4.1) in terms of modified kernels

Ka,b(θ) ≡
1

2π

1

cosh (θ + i∆ϕa,b)
, where ∆ϕa,b ≡ ϕa − ϕb (4.4)

as (this is the expression for the quartic case, but an analog form holds for polynomial
potentials with any other degree)

ϵ̃α1 (θ) = |m1|eθ −K2,1 ∗ L̃α
2 (θ)

ϵ̃α2 (θ) = |m2|eθ −K1,2 ∗ L̃α
1 (θ) −K3,2 ∗ L̃α

3 (θ)

ϵ̃α3 (θ) = |m3|eθ −K2,3 ∗ L̃α
2 (θ) .

(4.5)

where the L functions with a tilde on top are just L̃a(θ) ≡ La(θ − iϕa), as is for the ϵa
functions which they contain.
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The convolution integrals in these equations, when written explicitly, are all of the form

Kb,a ∗ L̃b(θ) =

ˆ
R

dθ′

2π

L̃b (θ′)

cosh (θ − θ′ + i∆ϕb,a)
(4.6)

One can notice that the convolution kernel Kb,a brings together with it poles for the
integrand function, located in the θ′ plane (where the integral is performed) at the
points θ′p that satisfy

θ − θ′p + i∆ϕb,a = i
(
±π

2
+ kπ

)
=⇒ θ′p = θ + i

[
∆ϕb,a ∓

(π
2
− kπ

)]
, k ∈ Z

(4.7)

The position of these poles depends on the phase difference ∆ϕb,a; in the special point P
of the minimal chamber at which we originally derived the TBA equations, the masses
ma are all real and positive and thus the phase differences are all zero, so the poles θ′p
are all located away from the real axis of the θ′ complex plane, where the convolution
integral (4.6) is performed. However, as we move along a trajectory Γ in moduli space,
we know that the phases ϕa, ϕb will vary, and if their phase difference ∆ϕb,a reaches the
first critical values of +π

2
or −π

2
for which the location of one of the two θ′p poles that

are closer to the real axis (those with k = 0 in equation (4.7)) touches the real θ′ axis,
then, to keep the TBA equations valid, one should modify the integration contour so
that the problematic pole is avoided, i.e. pick the residue of the integrand function at
that pole. This residue, that will appear on the right hand side of the TBA equation
containing the convolution term (4.6) considered, is the cause of the modification of the
TBA equations, and precisely signals that a new chamber has been reached. Let’s see
this phenomenon, which goes under the name of wall-crossing (since one moves across
the “walls” of different chambers in M0), in the explicit example of the quartic potential.

Let’s suppose that we choose a path Γ in the moduli space such that, keeping track
of all the phases ϕ1, ϕ2, ϕ3, the first wall crossing phenomenon involves

∆ϕ2,3 <
π

2
→ ∆ϕ2,3 >

π

2
(4.8)

while the other phase difference entering in the kernels of the α-chamber TBA equations
(4.5), i.e. ∆ϕ1,2, is kept < π

2
. By scanning the Stokes graph in values of θ, one may

check that after the wall-crossing, a new relevant quantum period is present in the graph,
associated to the cycle (up to orientation)

γ23 ≡ γ2 + γ3 (4.9)

Notice how the new cycle that has become relevant is built out as a combination of the
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Figure 4.2: Pictorial representation of the relevant cycles for the quartic potential in
a particular point of the β-chamber. The red dots are the turning points of the

potential function.

two that have wall-crossed1, and loops around the two turning points, among those encir-
cled by γ2, γ3, that the two cycles do not share in common (i.e. this third cycle closes a tri-
angle; refer to Figure 4.2 to help the intuition). We expect then to obtain four TBA equa-
tions for the four relevant resummed quantum periods S [Πγ1 ] ,S [Πγ2 ] ,S [Πγ3 ] ,S [Πγ23 ],
where resummation is performed in the current point of the moduli space.
Looking back at the TBA equations (4.5), since the above condition (4.8) obviously im-
plies also that the opposite phase difference moves as ∆ϕ3,2 > −π

2
→ ∆ϕ3,2 < −π

2
, we

have that two convolution terms generate a residue (in particular, the second and the
third equation are the ones that need to be modified). The fact that two equations get
modified at a single wall crossing is typical of this phenomenon (at least when only one
phase difference at a time reaches a critical value), and comes just from the fact that if
the TBA equation of an ϵ̃a function is coupled to the one of another ϵ̃b function through
a convolution term, then the same holds true also for the TBA equation of the ϵ̃b func-
tion, and the two convolutions term generate a residue at the same time. After the wall
crossing, i.e. in the new chamber which we may call β−chamber, the TBA equations
(4.5) will read

ϵ̃α1 (θ) = |m1|eθ −K2,1 ∗ L̃α
2 (θ)

ϵ̃α2 (θ) = |m2|eθ −K1,2 ∗ L̃α
1 (θ) −K3,2 ∗ L̃α

3 (θ) − L̃α
3 (θ + i

π

2
+ i∆ϕ3,2)

ϵ̃α3 (θ) = |m3|eθ −K2,3 ∗ L̃α
2 (θ) − L̃α

2 (θ − i
π

2
+ i∆ϕ2,3)

(4.10)

1Always happens that the new cycles appearing after wall crossing can be built starting from the
pre-existing ones, since the cycles of the minimal chamber are enough to generate all the cycles in
H1(Σ \ P̂ )
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where we see that the evaluation of the residues coming from the kernels have generated
additional terms in form of shifted L̃α

a functions. Looking at this set of equations, one
may legitimately raise some observations:

1. These equations do not form a closed set, since the terms coming from the residues
are evaluated at shifted values of θ. This is true, but taking account of this fact
would be a straightforward task, since to close the system we may just add addi-
tional TBA equations evaluated at the appropriate shifts

2. We have performed the wall-crossing into the β-chamber, where we said a new
relevant quantum period Π23 is present, and so we would expect a new ϵ̃a function,
to be involved. However, we still have three of them. Where is the missing one?

3. This is perhaps less relevant, but still gives a hint that something is going on. Why
have we kept the α indexes on the ϵ̃a functions, if we are now into the β-chamber?

The answer to the last two questions, which also explains why we did not really bother
to write the other TBA equations necessary to close the system (4.10), lies in the asymp-

totics of the ϵ̃α2 , ϵ̃
α
3 functions. The L̃α

a terms that have been added to their TBA equations
in fact, modify their θ → ∞ (i.e. ℏ → 0) asymptotic, which will generally no more corre-
spond to (the modulus of) a classical period. These equations, are not the TBA equations
that describe the resummed relevant quantum periods in the β−chamber, rather, as one
should have expected, they just describe the analytic continuation of the ϵ̃αa functions,
which were associated to the resummed quantum periods in the region of moduli space
corresponding to the minimal (α) chamber (this is an instance of Stokes phenomenon on
the resummed series due to changing point of resummation in the moduli space).
Despite this, we can still obtain from the set of equations (4.10) the ones associated to
the β−chamber relevant quantum periods, by exploiting an easy trick. Since what we
want for the ϵ̃βa functions is to have an asymptotic form consisting in the (modulus of)
a relevant classical period (as we have in the minimal chamber), i.e. ϵ̃βa(θ) ∼ |ma|eθ, to

get this form for the asymptote we can just bring the L̃α
a terms coming from the convo-

lution’s residue on the left hand-side of the last two equations in (4.10), and call ϵ̃β2 , ϵ̃
β
3

all the terms that lie on that side of the TBA equations. This implies the definitions

ϵβ1 (θ) ≡ ϵα1 (θ)

ϵβ2 (θ) ≡ ϵα2 (θ) + Lα
3

(
θ + i

π

2

)
ϵβ3 (θ) ≡ ϵα3 (θ) + Lα

2

(
θ − i

π

2

)
.

(4.11)

which in terms of Y-functions read

Y β
1 ≡ Y α

1 , Y β
2 ≡ Y α

2

1 + Y α+
3

, Y β
3 ≡ Y α

3

1 + Y α−
2

(4.12)
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Here we preferred to give the definitions in term of the “non tilded” functions to keep
a more readable notation, but to obtain from these their counterpart for the ϵ̃βa ,‹Y β

a one
can just shift the above ones. Notice how the ϵ1, Y1 functions do not get redefined, since
the resummed quantum period S [Πγ1 ] is not involved in the wall crossing process. In
terms of the new ϵ̃βa functions, the TBA equations (4.10) and the corresponding Y-system
(which was still (4.2), as can be checked by smooth shifting the TBA equations (4.10)2)
can be rewritten as

ϵ̃β1 (θ) = |m1|eθ −K2,1 ∗ L̃α
2 (θ)

ϵ̃β2 (θ) = |m2|eθ −K1,2 ∗ L̃β
1 (θ) −K3,2 ∗ L̃α

3 (θ)

ϵ̃β3 (θ) = |m3|eθ −K2,3 ∗ L̃α
2 (θ)

(4.13)

Y β+
1 Y β−

1 = [1 + Y α
2 ]

Y β+
2 Y β−

2 = [1 + Y β
1 ][1 + Y α

3
++]−1

Y β+
3 Y β−

3 = [1 + Y α
2

−−]−1

(4.14)

At this stage, these two sets of equations are still in a mixed form, namely they involve
both α− and β−chamber’s periods. To write them in terms only of β−chamber’s periods
we take advantage from the fact that we expect the new pseudoenergy ϵ̃23 function to
arise, associated to the cycle γ23, that still doesn’t appear in the above equations; in this
way we will fix two issues at once. The most natural ansatz is to require®

Lα
2 (θ) = Lβ

2 (θ) + Lβ
23 (θ + iφ>)

Lα
3 (θ) = Lβ

3 (θ) + Lβ
23 (θ + iφ<)

(4.15)

or equivalently, in terms of Y-functions1 + Y α
2 (θ) =

î
1 + Y β

2 (θ)
ó î

1 + Y β
23 (θ + iφ>)

ó
1 + Y α

3 (θ) =
î
1 + Y β

3 (θ)
ó î

1 + Y β
23 (θ + iφ<)

ó (4.16)

where we have inserted two phases φ>, φ< in the values at which the new Lβ
23, Y

β
23 are

evaluated, to allow for a compatibility between the two conditions. The symbols chosen
here reflect the type of wall crossing condition: we have used φ> (φ<) in the equation
associated to the La or Ya function whose phase ϕa is greater (smaller), among the two
that are involved in the wall-crossing. From these conditions, by using the definitions
(4.11, 4.12) of the β−chamber functions in terms of the α−chamber ones, one can extract

2Being the Y-system a set of algebraic relations, once it has been derived, it is valid in all the moduli
space M0.
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the definition of the new Y β
23 function
Y β
23 (θ + iφ>) =

Y α
2 Y

α
3

+

1 + Y α
2 + Y α

3
+

Y β
23 (θ + iφ<) =

Y α
2

−Y α
3

1 + Y α
2

− + Y α
3

(4.17)

where on the right hand-side we left implicit the θ dependence. The consistency of these
two equations require the condition φ> − φ< = π/2, which makes only one of the two
shifts independent. To determine it, one has to match the asymptotic form

ϵ̃β23(θ) = − log Y β
23(θ − iϕ23) ∼ |m23| eθ (4.18)

where m23 = |m23|eiϕ23 is the classical period built on the cycle γ23

m23 ≡ Π(0)
γ23

= Π(0)
γ2

+ Π(0)
γ3

= m3 − im2 (4.19)

In particular, we may choose

φ> =
π

2
⇒ φ< = 0 (4.20)

This choice correctly reproduces the asymptote (4.18), as can be checked by evaluating‹Y β
23(θ) via (4.17) and using the α-chamber TBA equations, and implies the following

definition of Y β
23

Y β
23 (θ) =

Y α
2

−Y α
3

1 + Y α
2

− + Y α
3

(4.21)

It also determines, through equations (4.15, 4.16), the form below for the TBA equa-
tions and the Y-system of the resummed quantum periods S [Πγ1 ] ,S [Πγ2 ] ,S [Πγ3 ] in the
β−chamber

ϵ̃β1 = |m1| eθ −K2,1 ∗ L̃β
2 −K+

23,1 ∗ L̃
β
23

ϵ̃β2 = |m2| eθ −K1,2 ∗ L̃β
1 −K23,2 ∗ L̃β

23 −K3,2 ∗ L̃β
3

ϵ̃β3 = |m3| eθ −K2,3 ∗ L̃β
2 −K+

23,3 ∗ L̃
β
23

(4.22)

Y β+
1 Y β−

1 =
î
1 + Y β

2

ó î
1 + Y β+

23

ó
Y β+
2 Y β−

2 =
î
1 + Y β++

3

ó−1 î
1 + Y β++

23

ó−1 î
1 + Y β

1

ó
Y β+
3 Y β−

3 =
î
1 + Y β−−

2

ó−1 î
1 + Y β−

23

ó−1

(4.23)

where we see that now only functions of the β−chamber are present, and the new cycle
γ23 has entered into the equations (in these TBA equations, the kernels K+

23,1, K
+
23,3 are

100



just the usual kernels (4.4) with a +π
2

shift, that has been absorbed from the function

Lβ
23 to which are convoluted). Despite being of the desired form, the above systems of

equations are, however, not yet complete, since they are missing the equation for the ϵ̃β23
(or Y β

23) function. The equation for the Y-function is easily derived from its definition
(4.21) in terms of the Y-functions of the α−chamber, and using the Y-system (4.2) of
the latter which is known

Y β
23

+
Y β
23

−
=

Y α
3

+Y α
2

1 + Y α
3

+ + Y α
2

Y α
3

−Y α
2

−−

1 + Y α
3

− + Y α
2

−− =

=
[1 + Y α

2 ]
[
1 + Y α

3
−][

1 + Y α
3

+ + Y α
2

] [
1 + Y α

3
− + Y α

2
−−] [1 + Y α

1
−] =

=
î
1 + Y β

3

+ó−1 î
1 + Y β

2

−−ó−1 î
1 + Y β

1

−ó (4.24)

where in the last passage we have used (4.12) to express everything in terms of Y-
functions of the β−chamber. The corresponding TBA equation can be derived either by
summing ϵ̃α2 (θ+ i∆ϕ2,23− iπ2 )+ ϵ̃α3 (θ+ i∆ϕ3,23) so that the numerator of the tilded version
of (4.21) is reproduced, and then using the TBA equations (4.22) we already have, or
also directly from the above equation (4.24) for the Y β

23 function, by first rewriting it in
terms of the tilded Y-functions, and then convoluting with the kernel K = 1

2π
1

cosh(θ)
in a

similar fashion of what has been done in section 3.6. In both cases, the end result is

ϵ̃β23 = |m23| eθ −K−
1,23 ∗ L̃

β
1 −K2,23 ∗ L̃β

2 −K−
3,23 ∗ L̃

β
3 (4.25)

We are done for the β−chamber analysis. If we want to reach the maximal chamber
however, we have still some work to do.
From the calculations just performed in passing from the α− to the β−chamber it should
appear clear how the main (and practically only) information that has to be given in
input to the procedure is the evolution of the phase of the masses ϕa, which shall come
from a numerical analysis that involves computing the classical periods at any step of
movement along the curve Γ we have chosen in the moduli space. The cycles to keep
track of are those which are relevant at the point of Γ which is under consideration in the
current travel step. To keep the procedure well-defined, it is important to choose a path
Γ where new relevant periods appear only one at a time, i.e. we move across chambers
that differ by the presence of a single new relevant quantum period. This reflects in not
having more than one couple of the phases ϕa present in the TBA equations crossing a
critical value at each step, where for critical value we mean a value that makes kernels
present in the TBA equations to produce residues. It is important to stress that this
critical value is not always ±π

2
as it was in the case we have already analyzed. Looking

at the TBA equations (4.22) and the additional equation (4.25), we see that, due to
the presence of kernels shifted of ±π

2
, we may have a wall-crossing when certain phase
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differences overcome the value 0. In particular, the kernels to keep track of are3

K2,1(and the related K1,2) → its poles cross the real θ′ axis for ∆ϕ2,1 >
π

2
(4.26)

K+
23,1(and the related K−

1,23) → its poles cross the real θ′ axis for ∆ϕ23,1 > 0 (4.27)

The first of the two wall-crossing conditions was already present in the α−chamber TBA
equations (4.5), while the second is a new one. We note that, from the definition of
m23 = |m23|eiϕ23 = m3− im2, this second wall-crossing condition is not immediately met
after just the first wall crossing (as we desire, to have the wall-crossing happen one at a
time), that is when ∆ϕ2,3 ≳ π/2. Looking at these two wall crossing conditions in terms
of quantum periods, we may also raise an important observation, that stands true also
for the wall-crossing already done, and is indeed of general validity:

Remark. A wall crossing happens when two classical periods Π
(0)
a ,Π

(0)
b that are coupled

though TBA (or Y-system) equations align or anti-align, that is

Im

Ç
Π

(0)
a

Π
(0)
b

å
= 0 (4.28)

This condition is also stated in [1], and appears as well in the context of N = 2 gauge
theories, where it defines a locus in the moduli space that is called curve of marginal
stability.

Let’s now continue with the demonstration of a possible wall-crossing sequence to the
maximal chamber for the illustrative example of the quartic potential. Having explained
in detail for the first wall-crossing how the procedure of obtaining the new TBA equations
and Y-system can be justified from a procedure of analytic continuation of the TBA
equations, we shift at this point more towards a Y-system perspective, showcasing how
one can only operate using Y-functions to derive the TBA equations in any chamber.
The essentials of this type of reasoning have already appeared in the discussion done
for the first wall-crossing, we just need to remove all the steps and equations that are
unessential if one chooses to work mainly with Y-functions.
We separate the two remaining wall-crossing in a numbered list for sake of clarity:

1. Second wall-crossing (γ−chamber): ∆ϕ2,1 <
π
2
→ ∆ϕ2,1 >

π
2

After this wall-crossing, the new cycle γ12 = γ1 + γ2 becomes relevant (see Figure
4.3). We may introduce from the beginning

m12 = |m12| eiϕ12 ≡ Π(0)
γ12

= Π(0)
γ1

+ Π(0)
γ2

= m1 − im2 (4.29)

3Here we did not consider kernels containing phase differences that have already wall-crossed, since
picking another residue would just mean reverting a wall-crossing sequence, neither we considered kernels
coupling the pseudonergy associated to the new cycle γ23 with those of the two cycles γ2, γ3 that have
generated it, since a wall crossing between the related quantum periods can not happen without having
first, or at the same time, another wall-crossing between the quantum periods associated to γ2, γ3
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Figure 4.3: Pictorial representation of the relevant cycles for the quartic potential in
a particular point of the γ-chamber. The red dots are the turning points of the

potential function.

Having in mind the explanation done for the first wall-crossing, this second one
implies a redefinition of the two Y-functions Y1, Y2 and the need to add a new
Y-function Y12, built from these two. The other two Y functions present in the
β−chamber, namely Y3 and Y23, remain unchanged, since they are not involved
in the wall-crossing. The definition of the new form for Y1, Y2 is the analog of
(4.12), where what was Y3 there is now Y1, and is designed so that ϵ̃1, ϵ̃2 after the
wall-crossing have still as asymptotic the modulus of the masses m1,m2

Y γ
1 ≡ Y β

1

1 + Y β−
2

Y γ
2 ≡ Y β

2

1 + Y β+
1

,

Y γ
3 ≡ Y β

3 Y γ
23 ≡ Y β

23

(4.30)

The new Y-function Y γ
12 is defined by requiring the conditions®

Lβ
2 (θ) = Lγ

2 (θ) + Lγ
12 (θ + iφ>)

Lβ
1 (θ) = Lγ

1 (θ) + Lγ
12 (θ + iφ<)

(4.31)

where compatibility among the two require φ> − φ< = π
2
, and we may fix φ> = π

2

so that we have

Y γ
12 ≡

Y β
1 Y

β−
2

1 + Y β
1 + Y β−

2

(4.32)

The choice made for φ> imply that the θ → ∞ asymptotic of the ϵ̃γ12(θ) =
− log Y γ

12(θ − iϕ12) coincides with |m12| eθ.
Having at hand an expression for all the Y-functions of the γ-chamber in terms of
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Figure 4.4: Pictorial representation of the relevant cycles for the quartic potential in
a particular point of the δ-chamber. The red dots are the turning points of the potential
function. Being this chamber the maximal one, one can notice how all possible simple
cycles between couples of turning points appear in the spectrum of the relevant cycles.

those of the β-chamber, for which a Y-system is known, we can straightforwardly
use that to derive the γ-chamber Y-system, that reads

Y γ+
1 Y γ−

1 =
[
1 + Y γ+

23

] [
1 + Y γ−−

2

]−1 [
1 + Y γ−

12

]−1

Y γ+
2 Y γ−

2 =
[
1 + Y γ++

3

]−1 [
1 + Y γ++

23

]−1 [
1 + Y γ++

1

]−1 [
1 + Y γ++

12

]−1

Y γ+
3 Y γ−

3 =
[
1 + Y γ−−

2

]−1 [
1 + Y γ−

12

]−1 [
1 + Y γ−

23

]−1

Y γ+
23 Y

γ−
23 =

[
1 + Y γ+

3

]−1 [
1 + Y γ−−

2

]−1 [
1 + Y γ−

1

]
Y γ+
12 Y

γ−
12 =

[
1 + Y γ+

3

]−1 [
1 + Y γ−−

2

]−1 [
1 + Y γ+

1

]−1
.

(4.33)

From the Y-system, since we know the asymptotics of all the ‹Y γ
a (they are linked

to the modulus of the masses ma), if we want we can then also obtain the TBA

equations for the tilded pseudoenergies ϵ̃γa(θ) = − log‹Y γ
a (θ) = − log Y γ

a (θ− iϕa) by
using the standard procedure mentioned in section 3.6

ϵ̃γ1 = |m1| eθ −K2,1 ∗ L̃γ
2 −K+

23,1 ∗ L̃
γ
23 −K+

12,1 ∗ L̃
γ
12

ϵ̃γ2 = |m2| eθ −K1,2 ∗ L̃γ
1 −K12,2 ∗ L̃γ

12 −K3,2 ∗ L̃γ
3 −K23,2 ∗ L̃γ

23

ϵ̃γ3 = |m3| eθ −K2,3 ∗ L̃γ
2 −K+

12,3 ∗ L̃
γ
12 −K+

23,3 ∗ L̃
γ
23

ϵ̃γ23 = |m23| eθ −K−
1,23 ∗ L̃

γ
1 −K2,23 ∗ L̃γ

2 −K−
3,23 ∗ L̃

γ
3

ϵ̃γ12 = |m12| eθ −K−
1,12 ∗ L̃

γ
1 −K2,12 ∗ L̃γ

2 −K−
3,12 ∗ L̃

γ
3 ,

(4.34)
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2. Third wall-crossing (δ−/maximal chamber): ∆ϕ23,1 < 0 → ∆ϕ23,1 > 0
After the wall-crossing, the new cycle γ123 = γ1 + γ23 becomes relevant (see Figure
4.4). We introduce as before

m123 = |m123| eiϕ123 ≡ Π(0)
γ123

= Π(0)
γ1

+ Π(0)
γ23

= m1 +m23 (4.35)

As usual, the wall-crossing imply the redefinition of only the two Y-functions in-
volved, that in this case are Y1 and Y23, and the creation of a new Y from the
two, which we label (with obvious notation) Y123. The fact that in this case the
wall-crossing condition is that a phase difference overcomes zero, and not π

2
as be-

fore, imply slightly different formulas for the Y-functions that get redefined (with
respect to (4.30), here no Y-function is shifted)

Y δ
1 ≡ Y γ

1

1 + Y γ
23

Y δ
23 ≡

Y γ
23

1 + Y γ
1

Y δ
2 ≡ Y γ

2 Y δ
3 ≡ Y γ

3 Y δ
12 ≡ Y γ

12

(4.36)

These formulas can be justified as usual by analytically continuing the TBA equa-
tions of the previous chamber (the γ one), taking account of the residues that get
generated and bringing them on the left hand-side of the equation in which they
appear. In this case both the wall-crossing condition on the phases, that involves
overcoming 0 and not π

2
, and the formulas of Y δ

1 , Y
δ
23, which do not contain shifts,

are ultimately due to the presence of a shift of ±π
2

in the kernels K+
23,1, K

−
1,23 that

generate the residues. To find the expression of the new Y-function Y δ
123 we require

the usual conditions ®
Lγ
23 (θ) = Lδ

23 (θ) + Lδ
123 (θ + iφ>)

Lγ
1 (θ) = Lδ

1 (θ) + Lδ
123 (θ + iφ<)

(4.37)

Since the definitions (4.36) do not contain shifts, in this case the compatibility
condition of these two equations implies φ> − φ< = 0, and we may fix φ> = 0 so
that we have

Y δ
123 ≡

Y γ
1 Y

γ
23

1 + Y γ
1 + Y γ

23

(4.38)

With this choice for φ>, we have, as desired, that the θ → ∞ asymptotic of the
ϵ̃γ123(θ) = − log Y γ

123(θ − iϕ123) coincides with |m123| eθ. As for the previous wall-
crossing, the Y-system is then derived by using the expression of the Y δ

a functions
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in terms of the Y γ
a ones, for which we have the Y-system (4.33)

Y δ+
1 Y δ−

1 =
[
1 + Y δ−−

2

]−1 [
1 + Y δ−

23

]−1 [
1 + Y δ−

12

]−1 [
1 + Y δ−

123

]−1

Y δ+
2 Y δ−

2 =
[
1 + Y δ++

1

]−1 [
1 + Y δ++

23

]−1 [
1 + Y δ++

12

]−1 [
1 + Y δ++

3

] [
1 + Y δ++

123

]−2

Y δ+
3 Y δ−

3 =
[
1 + Y δ−−

2

]−1 [
1 + Y δ−

23

]−1 [
1 + Y δ−

12

]−1 [
1 + Y δ−

123

]−1

Y δ+
12 Y

δ−
12 =

[
1 + Y δ+

1

]−1 [
1 + Y δ−−

2

]−1 [
1 + Y δ+

3

]−1 [
1 + Y δ+

123

]−1

Y δ+
23 Y

δ−
23 =

[
1 + Y δ+

1

]−1 [
1 + Y δ−−

2

]−1 [
1 + Y δ+

3

]−1 [
1 + Y δ+

123

]−1

Y δ+
123Y

δ−
123 =

[
1 + Y δ−−

2

]−2 [
1 + Y δ−

23

]−1 [
1 + Y δ+

1

]−1 [
1 + Y δ+

3

]−1 [
1 + Y δ−

12

]−1

(4.39)

Rewriting this Y-system for the tilded ‹Y δ
a , whose related ϵ̃δa have as θ → ∞ asymp-

totic the |ma|, we can derive the TBA equations

ϵ̃δ1 = |m1| eθ −K2,1 ∗ L̃δ
2 −K+

23,1 ∗ L̃δ
23 −K+

12,1 ∗ L̃δ
12 −K+

123,1 ∗ L̃δ
123

ϵ̃δ2 = |m2| eθ −K1,2 ∗ L̃δ
1 − 2K123,2 ∗ L̃δ

123 −K12,2 ∗ L̃δ
12 −K3,2 ∗ L̃δ

3 −K23,2 ∗ L̃δ
23

ϵ̃δ3 = |m3| eθ −K2,3 ∗ L̃δ
2 −K+

12,3 ∗ L̃δ
12 −K+

23,3 ∗ L̃δ
23 −K+

123,3 ∗ L̃δ
123

ϵ̃δ12 = |m12| eθ −K−
1,12 ∗ L̃δ

1 −K2,12 ∗ L̃δ
2 −K−

3,12 ∗ L̃δ
3 −K−

123,12 ∗ L̃δ
123

ϵ̃δ23 = |m23| eθ −K−
1,23 ∗ L̃δ

1 −K2,23 ∗ L̃δ
2 −K−

3,23 ∗ L̃δ
3 −K−

123,23 ∗ L̃δ
123

ϵ̃δ123 = |m123| eθ −K−
1,123 ∗ L̃δ

1 − 2K2,123 ∗ L̃δ
2 −K+

23,123 ∗ L̃δ
23 −K+

12,123 ∗ L̃δ
12 −K−

3,123 ∗ L̃δ
3

(4.40)
As a check that our derivation procedure is consistent, one may compare these
TBA equations with those appearing in [1], finding a perfect agreement.

An explicit example of path Γ in the moduli space that realises a wall-crossing sequence
like the one described is given in [18]: we may start from the quartic potential

V (z) = z4 − 7

2
z2 + 2z +

1

5
(4.41)

and a value for the energy of E = 0, which satisfies the conditions of section 3.5.1, thus
has a minimal chamber’s form of the TBA, and then move across the chambers in M0

by only modifying the energy along the complex trajectory

ΓE = {E ∈ C | 1.5 − 1.5 eiφ, φ ∈ [0, π]} (4.42)

which is shown in Figure 4.5. From a physical standpoint, here the minimal and the
maximal chamber correspond respectively to an energy level lying inside or above the
double (asymmetric) well created by the potential, and the use of a complex path in
the energy to move between these two situations is motivated by the need to avoid the
coalescence of turning points that is met when the energy level is exactly at the top of
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Figure 4.5: Representation in the complex energy plane of the path ΓE used to
perform the successive wall-crossings from the minimal to the maximal chamber in the

explicit example of quartic potential (4.41). The picture is borrowed from [18].

the two wells.
As one may expect, all the paths connecting the initial point in the minimal chamber to
a given point P̂ in the moduli space M0 lead, through the procedure described in this
section, to equivalent TBA equations and Y-systems, even if the paths move through
different chambers to reach P̂ , and so correspond to a different wall-crossing sequence.
To conclude, we now collect some relevant observations concerning the results obtained:

• Focusing on the Y-system in different chambers, one can notice how, at each cham-
ber, some blocks of the form [1 + Y ]n that appear on the right hand-side of the
equations get inverted. Starting from the minimal chamber, where these blocks
have all n = 1, one arrives to the maximal one, where instead all have a nega-
tive power n (here also blocks with n = −2 are present, reflecting the fact that
cycles may intersect more than once among them; recall that these formulas can
be derived also directly via the DDP formula). What’s more, in the intermediate
chambers, one can notice how the blocks that still have not been inverted (i.e.
have n > 0), hint at which are the Y-functions that have not yet wall-crossed, in
the sense that if a block [1 + Ya]

n, n > 0 appears in the equation for a Y-function
Yb, then a wall-crossing involving the resummed quantum periods Πa,Πb has to be
done to proceed towards the maximal chamber.

• The fact, mentioned in the previous point, that in the maximal chamber all blocks
[1+Y ]n appearing in the Y-system are inverted, is directly related to an important
property, which holds for those Y-functions that are present from the minimal
chamber (so the “fundamental” ones). We state this property, that we may call
shift-inverse rule, in the following lemma
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Lemma 2 (Shift-inverse rule). If the evolution of phase differences in a wall-
crossings sequence from the minimal to the maximal chamber is such that the phases
of the masses associated to the classical periods that are present since the minimal
chamber respects the conditions ϕi − ϕi±1 < π/2 → ϕi − ϕi±1 > π/2 (i.e. these
periods either all align or anti-align, considering the whole wall-crossing procedure),
then the related Y-functions respect the rule

Y
max

chamber
a (θ) = [Y

min
chamber
a (θ ± iπ)]−1 (4.43)

which connects the Y-functions associated to the cycles in the minimal chamber to
those of the maximal chamber. Here the formula shall be used with the + (−) if
the phase ϕa is greater (smaller) than the neighbouring ones ϕa±1.

In the full-developed case of the quartic potential presented in this section (which
satisfies the conditions of the Lemma), one may check that this property indeed
holds, by using the expressions that relate the Y-functions chamber by chamber.
For example, looking at the Y2 function we can write

Y δ
2 = Y γ

2 =
Y β
2

1 + Y β+
1

=
Y α
2

[1 + Y α+
3 ][1 + Y α+

1 ]
= [Y α

2
++]−1 (4.44)

where in the last step we used the Y-system of the α-chamber.
The shift-inverse property can also be justified by using the TBA equations as
follows. Consider as example still the quantum cycle Π2 and start from the TBA
equations (4.5) of the minimal chamber. The one for Π2 reads, with the kernels
functions explicitly written, as

ϵ̃α2 (θ) = |m2|eθ −
ˆ

R

dθ′

2π

L̃α
1 (θ′)

cosh (θ − θ′ + i∆ϕ1,2)
−
ˆ

R

dθ′

2π

L̃α
3 (θ′)

cosh (θ − θ′ + i∆ϕ3,2)
(4.45)

We perform a smooth shift θ → θ+iπ, modifying, in both integrals, the integration
contour so that avoids being hit by the first (by distance wrt the real axis) pole
of the kernel coming from below the real axis (the only that can cause problems
during this procedure), whose position will become

θ′p = θ + i(∆ϕ1,2 −
π

2
) + iπ, for the first integral

θ′p = θ + i(∆ϕ3,2 −
π

2
) + iπ, for the second integral

(4.46)

As we move then in the moduli space into the maximal chamber, the position of
these poles will come back below the real axis, since the phase differences will
evolve as

∆ϕ1,2 > −π
2
→ ∆ϕ1,2 < −π

2
, ∆ϕ1,3 > −π

2
→ ∆ϕ1,3 < −π

2
(4.47)
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and we can restore the integration paths to run along the real axis. We see how
the initial shift in θ compensates thus for the action of the analytic continuation
in the moduli space. We may then use repeatedly the formulas (4.15, 4.31, 4.37)
to write the Lα functions present on the right hand-side of the TBA equations in
terms of δ-chambers ones as

Lα
3 (θ) = Lδ

3 (θ) + Lδ
23 (θ) + Lδ

123 (θ)

Lα
1 (θ) = Lδ

2 (θ) + Lδ
1 (θ) + Lδ

123 (θ)
(4.48)

The TBA equation we obtain for ϵ̃α2 (θ + iπ) is the same of that of ϵ̃δ2(θ), a part
for the kernel and the driving terms which are evaluated in θ + iπ instead that in
θ. This difference can be easily removed by considering the antisymmetry of these
terms under a shift of iπ, which produces a minus sign, that, brought on the left
hand-side, allows to establish the equality

ϵ̃δ2(θ) = −ϵ̃α2 (θ + iπ) (4.49)

which indeed translates to the inverse-shift rule for the related Y-functions.

• We may compare the idea of analytically continuing the TBA equations used in this
section with the one P.Dorey and R.Tateo used in [23] to obtain excited state ener-
gies of QFTs, which we have briefly described in section 1.4. The concept is similar
but with some important differences: in that case the authors performed analytic
continuation along closed trajectories in the complex plane of the r parameter,
and kept explicit in the TBA equations the residues coming from the convolution
integrals without defining new ϵa functions, interpreting the different asymptotic
form that these residues implied for the ϵa as describing excited states solutions for
the pseudoenergies. In our case, the path of analytic continuation was done in the
moduli space M0 (despite it reflected in the TBA equations through a modification
of the masses, which played the role of the r parameter), along trajectories Γ that
were not closed, and the residues generated in the TBA equations by this analytic
continuation process were brought on the left hand-side of the equations to define
new ϵ functions, since we were, at the contrary of Dorey and Tateo, interested
to keep the asymptotics invariant, and always associated to classical cycles. This
explains why the authors worked only with a single Y-system, while in our case we
have many of them, one for each chamber.

4.2 The general algorithm using Y functions

Building on the experience shown in the previous section for the specific case of the quar-
tic potential, we now present the general form of the algorithmic procedure to find, only
through a Y-system analysis, the TBA equations for the relevant resummed quantum
periods associated to any polynomial potential with distinct turning points.
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Setup of the procedure

Consider a given polynomial potential V (z) of degree r+ 1, r > 1 and an energy level E.
The parameters of the potential and the energy represent a point in the moduli space
M0, which we may call P̂ . Build an auxiliary polynomial potential V0(z) of the same
degree, and a related energy level E0, such that the conditions considered in section 3.5.1
are satisfied, namely:

1. all the turning points are real

2. the sign of the highest order term in the polynomial is such that interval between
the two leftmost turning points corresponds to a classically allowed interval

and label the turning points zi, i = 1, . . . , r + 1 so that z1 < z2 < · · · < zr+1. As is for
the case of the couple (V (z), E), also to (V0(z), E0) will correspond a point in the moduli
space, which we call P0. From the analysis done in section 3.5.1 we know that, among
all possible cycles encircling a couple of turning points, the relevant ones in P0 are those
surrounding classically allowed and forbidden intervals, which we label as γa, a = 1, . . . , r,
where γa is taken to encircle the interval [za, za+1] along the real axis. The orientation
of these cycles, together with the choice of the branch cuts for the function

√
V (z) − E

defining the classical periods, are fixed by requiring that the masses associated to the
γa (defined as in (3.59)) are real and positive, and the intersection number between two
cycles γa, γb is (γa, γb) = (−1)a.
Determine then a path Γ in M0 that connects P0 with P̂ , chosen so that all the wall-
crossing along this path happen separately, i.e. cycles that were not relevant start to
become relevant one at a time. To keep track of the cycles that are relevant one may
discretize the motion along Γ in small steps, and study the different types of topology
(varying θ) of the Stokes graphs Gθ associated to each point of this discrete evolution in
M0: by doing a π wide scan in θ of Gθ, the relevant cycles γ are those that during the
scan happen to encircle a saddle trajectory, at a particular value of θ.
Then, the algorithm to determine the Y-system, and from that the TBA equations, in P̂ ,
consists first in an analysis of the evolution of the classical periods along the discretized
path Γ, which is to be done via a simple numerical analysis, and next in an analytical
part, that uses the information on the wall-crossing sequence coming from the numerics
to effectively determine the Y-functions in P̂ . Both parts of the algorithm are to be
implemented in a recursive way.

Numerical part

Starting from P0, where the set of relevant cycles is known, and then at each step along
Γ, check which are the relevant cycles and compute the classical periods on them. If there
is a cycle at a certain step i which was not relevant at the step before i− 1, this signals
that a wall-crossing has happened in between the steps. As mentioned in the remark
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4.1, the wall crossing is due to the alignment or anti-alignment of two of the classical
periods Πγa , Πγb that are relevant at the step i− 1, i.e. we might have either ∆ϕa,b cross
the value π

2
or 0, where ϕa is the phase of the complex mass associated to the cycle Πγa ,

which is defined as in (3.59) for the cycles present from the minimal chamber, and as the
classical period itself for all the new cycles that become relevant during the wall crossing
procedure. If two periods align, then the new relevant classical period will coincide (up
to orientation) with their sum, while if they anti-align it will be their difference. The
information that has to be produced as output of the numerical analysis is the sequence
of critical values {∆ϕai,bi} that produce the different wall-crossing encountered along Γ,
and, for each of these values, also the relation between the mass maibi of the new relevant
cycle in terms of those mai ,mbi of the cycles that have generated it.

Analytical part

Similarly of what we have done for the case of the quartic potential, we may label
the different chambers encountered along Γ with the symbol αi, where i starts from 0,
corresponding to the minimal chamber, and at each wall-crossing is increased by one
unity, to arrive at a final value i = n correponding to the chamber where P̂ lies. After
the numerical analysis has been performed, one can obtain the Y-functions and their
Y-system in P̂ by starting from the minimal chambers Y-functions Y α0

a , whose Y-system
(3.73) is known, and then applying, for each step i in the ordered wall crossing sequence
{∆ϕai,bi} (which connects the chamber αi−1 to the αi one), the following procedure

1. Find the definition of the Y αi
a functions

All the Y-functions that are not involved in the wall-crossing remain invariant, i.e.
Y αi
a = Y

αi−1
a , a ̸= ai, bi. The two Y-functions Yai , Ybi involved in the wall-crossing,

and the new one Yaibi that need to be considered (associated to the new cycle that
become relevant), are instead given by

• If ∆ϕai,bi >
π
2
, then

Y αi
bi

≡
Y

αi−1

bi

1 + Y
αi−1+
ai

, Y αi
ai

≡ Y
αi−1
ai

1 + Y
αi−1−
bi

(4.50)

Y αi
aibi

(θ + iφ) ≡
Y

αi−1
ai Y

αi−1−
bi

1 + Y
αi−1
ai + Y

αi−1−
bi

(4.51)

where the phase φ in the new Y-function is determined from matching mai −
imbi with maibie

iφ, where maibi = |maibi |eiϕaibi is the mass coming from the
numerical analysis, so that we have the desired θ → ∞ asymptotic

ϵ̃αi
aibi

(θ) = − log‹Y αi
aibi

(θ) ∼ |maibi | eθ (4.52)
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as holds similarly for all the other ϵ̃αi
a functions.

Here, the expressions for Y αi
ai
, Y αi

bi
stem from the analytic continuation of the

TBA equations of the αi−1 chamber, while the formula for Y αi
aibi

comes from
requiring the ansatz[1 + Y

αi−1
ai (θ)] = [1 + Y αi

bi
(θ)][1 + Y αi

aibi
(θ + iφ)]

[1 + Y
αi−1

bi
(θ)] = [1 + Y αi

ai
(θ)][1 + Y αi

aibi
(θ)]

(4.53)

• If ∆ϕai,bi > 0, then

Y αi
bi

≡
Y

αi−1

bi

1 + Y
αi−1
ai

, Y αi
ai

≡ Y
αi−1
ai

1 + Y
αi−1

bi

(4.54)

Y αi
aibi

(θ) ≡
Y

αi−1
ai Y

αi−1

bi

1 + Y
αi−1
ai + Y

αi−1

bi

(4.55)

which differ from the previous case by the absence of relative shifts between
Y-functions appearing in the formulas. As before, the the expressions for
Y αi
ai
, Y αi

bi
are found from the study of the analytic continuation of the TBA

equations of the αi−1 chamber, while the formula for Y αi
aibi

comes from the
ansatz [1 + Y

αi−1
ai (θ)] = [1 + Y αi

bi
(θ)][1 + Y αi

aibi
(θ)]

[1 + Y
αi−1

bi
(θ)] = [1 + Y αi

ai
(θ)][1 + Y αi

aibi
(θ)]

(4.56)

2. Derive the Y system for the Y αi
a

From the definitions of the Y αi
a in terms of the Y

αi−1
a , using the Y-system of the

latter, and also exploiting the property (4.53) or (4.56) to simplify the calculations,
the Y-system for all the Y αi

a functions, including the new one, may be derived.

Once the type of analysis above has been repeated for all wall-crossings conditions
{∆ϕai,bi}, and thus we have obtained the Y-system in P̂ , we may derive from it the TBA
equations for the shifted ϵ̃αn

a (θ) = − log Y αn
a (θ − iϕa), so that these functions, and the

related all-order resummed quantum periods, can be numerically calculated. The pro-
cedure to obtain the TBA equations from the Y-system is a standard one, that involves
first shifting the Y-system’s equations for the Y αn

a , and then convolute them with the ker-
nel K = 1

2π
1

cosh(θ)
, taking advantage of the knowledge of the asymptotics ϵ̃αn

a (θ) ∼ |ma| eθ.

Use of shift-inverse rule
In the particularly relevant case in which the point P̂ lies in a maximal chamber, that
means that the number of relevant cycles in P̂ is equal to the maximum possible value of
r(r+1)

2
, and the wall crossing conditions {∆ϕai,bi} associated to the path Γ chosen satisfy
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the conditions stated in Lemma 2, then one may apply the shift-inverse rule. The rule
allows to obtain directly the maximal chamber’s form of the Y-functions associated to
the “fundamental” cycles Πγa that are relevant since from the minimal chamber, as (refer
to the Lemma for the explanation)

Y
max

chamber
a (θ) = [Y

min
chamber
a (θ ± iπ)]−1 (4.57)

so without needing to evolve the Ya functions in all the intermediate steps. However, the
analysis of the intermediate steps is still needed for the introduction of the new “com-
posite” Y-functions, arising during the wall-crossing procedure.

We conclude with a final remark regarding a comparison between this version of the
algorithm and the one presented in the twin work [18]. In the latter, the author used
an additional construction when performing the analysis of Stokes graphs, that involves
building a so-called WKB triangulation of the Riemann surface of the z coordinate. The
motivation in [18] of this construction was twofold: on one hand, it allowed to see the
wall-crossing procedure under a different perspective, that of mutations of the WKB
triangulation (which can be linked to seed mutations of cluster algebras, as investigated
in [47]), and on the other, the author used it to keep track of the relevant periods during
the evolution in moduli space. Despite its conceptual utility, we would like to stress
here that, in a minimal formulation of the algorithm, such a procedure is not necessary
(and we have thus decided not to include it), since the set of relevant classical periods,
including the ones that become relevant during the wall-crossing, can be determined by
solely looking at the Stokes graph.
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Chapter 5

Going beyond the polynomial case:
the modified Mathieu equation

In an effort to extend the procedure developed in Chapter 4 to a wider class of potentials,
we also investigated the so called modified Mathieu equation, which is a Schrödinger-type
equation with periodic potential, of the formÅ

− d2

dy2
+ 2e2θ cosh y + P 2

ã
ψ(y) = 0 (5.1)

The main interest in investigating this type of equation is a connection with a quantisa-
tion/deformation of the 4d N = 2 supersymmetric SU(2) pure gauge theory [19], whose
undeformed version has been investigated by Seiberg and Witten in the seminal paper
[20]. Similarly to the Seiberg-Witten theory (SW), the low energy effective version of the
deformed theory can be expressed through an holomorphic prepotential FNS , which in
turn may be derived from a couple of cycles a, aD that are closely related to the modified
Mathieu equation (5.1) [21]. The two are in fact defined from the following differential
equation, known as Mathieu equation (here Λ ∈ R, while we consider ℏ, u ∈ C)Å

−ℏ2

2

d2

dz2
+ Λ2 cos z − u

ã
ψ(z) = 0 (5.2)

as integrals of the quantum SW differential P(z) = −i d
dz

lnψ(z)

a(ℏ, u,Λ) =
1

2π

ˆ π

−π

P(z; ℏ, u,Λ)dz, aD(ℏ, u,Λ) =
1

2π

ˆ arccos(u/Λ2)−i0

− arccos(u/Λ2)−i0

P(z; ℏ, u,Λ)dz

(5.3)
and the above differential equation (5.2) easily maps into (5.1) by a change of variables
z → −iy−π and a redefinition of the parameters as (here we use the notational convention
of [21])

eθ =
Λ

ℏ
P 2 =

u

ℏ2
(5.4)
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In a WKB fashion (recall the discussion in Chapter 3), the cycles a, aD can be expanded
in an in an asymptotic series in ℏ around ℏ = 0 via an expansion of the SW differential
contained in their definition P(z) =

∑∞
n=−1 ℏnPn(z), implying the following modes for

the cycles

a(n)(u,Λ) =
1

2π

ˆ π

−π

P2n−1(z;u,Λ)dz , a
(n)
D (u,Λ) =

1

2π

ˆ arccos(u/Λ2)−i0

− arccos(u/Λ2)−i0

P2n−1(z;u,Λ)dz

(5.5)
The lowest order term in these expansions (i.e. their classical limit) coincide with the
cycles of the (undeformed) SW theory, for which we have an explicit expression in terms
of the hypergeometric function 2F1

a(0)(u,Λ) =
1

2π

ˆ π

−π

√
2u− 2Λ2 cos zdz = Λ

»
2 (u/Λ2 + 1)2F1

Å
−1

2
,
1

2
, 1;

2

1 + u/Λ2

ã
a
(0)
D (u,Λ) =

1

2π

ˆ arccos(u/Λ2)−i0

− arccos(u/Λ2)−i0

√
2u− 2Λ2 cos zdz = −iΛ(u/Λ2 − 1)

2
2F1

Å
1

2
,
1

2
, 2;

1 − u/Λ2

2

ã
(5.6)

As is common when performing WKB expansions, this representations of a, aD as asymp-
totic series in ℏ usually diverges with a factorial growth, and one may perform Borel
resummation to obtain from it convergent functions. Under the perspective of the exact
WKB analysis, the asymptotic series representation of a, aD are examples of quantum
cycles on the Riemann surface Σ of the 1-form

√
2Λ2 cos z − 2u dz associated to (5.2),

and one may try to use the resurgent techniques explained in Section 3 to obtain TBA
equations that allow to compute the resummed version of these series.
On top of this, there is a correspondence [22] between what we have called relevant re-
summed quantum periods built on cycles of H1(Σ) and BPS states of SW theory: the
charges Z of BPS states are in 1-1 correspondence with the values of arg(ℏ) = − Im θ
where saddle trajectories appear in the Stokes graph associated to the differential equa-
tion (5.2) (generating discontinuities for the periods that cross the saddle), and we know
from the theory of resurgence (recall section 3.5) that each relevant quantum period is
associated to a saddle trajectory. The discontinuity structure of resummed quantum
periods then tells us also the BPS spectrum of the theory.
As it is well known, the structure of the SW spectrum is strongly different depending on
the point of the complex u plane considered (which plays the role of moduli space). In
particular, the plane is separated into two regions by a curve of marginal stability [20]
(a wall, in the language of Chapter 4), that intersects the real axis at the points ±Λ2.
Expressing the central charge of the BPS states (related to their mass as m2 = 2|Z|2 [58])

via a charge’s vector γ, so that Zγ = (a(0), a
(0)
D ) ·γ, we can give the following description

of the SW spectrum in the two chambers [58]:

• Inside the curve of marginal stability, in the so-called strong coupling region, the
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spectrum consists of one monopole with charge γm = (0, 1) and one dyon with
charge γm = (1,±1) (together with their antiparticles, that carry opposite charges)

• Outside the curve of marginal stability, in the weak coupling region, there are
instead an infinite tower of dyons with charges ±γn, n ∈ Z, n ̸= 0, where γn =
(n, 1), the monopole ±γm, and the W-bosons with charge ±γe, where ±γe = (1, 0)

Since the spectrum at strong coupling involves only two cycles, whereas at weak coupling
an infinite number of them, we will also refer to the strong coupling region as minimal
chamber and to the the weak coupling one as maximal chamber.

For the minimal chamber of the Mathieu equation (5.2), an exact WKB analysis
similar to the one presented in section 3.5.1 for the case of a polynomial potential has
been performed in [59], where the author extracted the TBA equations for the relevant
quantum periods. However, the analytic continuation to the maximal chamber was not
presented, since mentioned to be not expressible in terms of TBA equations. On the
other hand, the authors of [22] had already written TBA equations in both the minimal
and maximal chambers for quantities they believed associated to resummed quantum
periods, supporting their conjectures with a wide use of numerical analysis. These equa-
tions were built on previous results [60] by D.Gaiotto, which in turn derived from taking
a “conformal limit” of other TBA-like equations obtained in [61, 62] for a class of 4d
gauge theories compactified on a circle. The kind of approach used in these papers was
not that of exact WKB, involving Borel resummations of series expansions, rather was
based on the construction of a set of coordinates Xγ , indexed by a charge vector γ, de-
fined on the space of parameters of the theory. Nonetheless, these coordinates are built
to be piecewise functions of (arg(ℏ), u), and jump along their discontinuities according
to transformations K that are very similar to those we have seen in Chapter 4 for the Y αi

a

functions built as resummed quantum periods. A “bridge” between this kind of approach
and the exact WKB one in its traditional version is discussed in [63], where the authors
construct, in this case for the maximal chamber, coordinates Xi out of wronskians of
WKB solutions, and identify them with resummed cycles.
To conclude this brief (and not exhaustive) excursus on lines of research on the integrable
structure of the cycle spectrum of the Mathieu equation (and its relation with SW the-
ory), we would like to mention that the ODE-IM correspondence makes available another
way to tackle this problem, without stepping into the Borel resummation procedure. In
[21], the authors show how to derive from the solutions of the differential equation (5.1)
a Q system, the TQ relation, and identified the quantities entering in these equations
as directly related to the deformed SW cycles a, aD. In particular, they identified the T
function as directly related to the a cycle via

T (θ, P 2) = T (ℏ, u,Λ) = 2 cosh (2πa(ℏ, u,Λ)) (5.7)
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while, in the minimal chamber, they showed how the Q-function, which in this case is
the square root of Y, coincides with the exponentiated aD cycle

Y (θ, u) = Q2(θ, u) = e2πaD(ℏ(θ),u,Λ) (5.8)

obtaining TBA equations in the minimal chamber for the aD cycle, when evaluated in u
and −u respectively.

Moving onto the present work, our efforts were focused on trying to apply (and
perhaps adapt) to the case of the modified Mathieu equation the Y-system algorithmic
procedure, founded on the analytic continuation of TBA equations, which we developed
for the case of a Schrödinger equation with polynomial potential. The goal was to start
with the TBA equations for the resummed quantum periods in the minimal chamber,
which contains only two type of particles, thus ϵa functions, and then apply a procedure
similar to the one shown in Chapter 4 to perform the wall-crossing to the maximal
chamber; in particular we aimed to find an expression for the new ϵa functions that
arise, associated to novel resummed quantum cycles that become relevant (interpreted
as new BPS states in the theory), in terms of the ones we already had in the minimal
chamber. This would mean, in a sense, “generating” the BPS spectrum at weak coupling
starting from the strong coupling one, a perspective which works in the opposite direction
of the physical decay of BPS states that happens when traversing the wall of marginal
stability from the weak to the strong coupling region [20]. The setup of the problem in
the minimal chamber is summarised in the first of the two sections that follow, where
the TBA equations for the relevant quantum periods at strong coupling are stated.
The second section is instead devoted to the analysis we performed on using the the
Y-system procedure in the wall-crossing. When studying the feasibility of this type of
procedure, we were faced with important complications, compared to the case of the
polynomial potential. These problems are mainly due to a simpler chamber structure of
the moduli space of the modified Mathieu equation, which contains only one parameter u
to be tuned, with respect to the more rich structure of the moduli space of a polynomial
potential, that has instead a number of parameters equal to its degree, and also to the
emergence of an infinite number of relevant quantum periods at weak coupling due to the
entering in the picture of the infinite tower of dyons. Faced with these new challenges,
we tried to engineer new solutions, and proposed two ways to tackle the problem. Some
tentative work on these directions has been performed, whose outcomes we describe, but
the picture is still to be clarified; the reader should regard this final line of research of
the present thesis project as still open to investigations.
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5.1 TBA equations in the minimal chamber

As mentioned in the introduction to this chapter, the spectrum of relevant resummed
quantum cycles for the modified Mathieu equation in the minimal chamber consists in
two type of cycles, which may be identified with the monopole and dyon BPS states [22,
59]. To see this through the application of the exact WKB method, as usual one shall
first of all consider the arrangement of turning points of the potential function in the
point of moduli space considered. Of the many related variants of the Mathieu equations,
we choose here to work with the modified one (5.1), that we may rewrite using the gauge
parameters ℏ, u,Λ as (recall (5.4))Å

−ℏ2

2

d2

dy2
+ Λ2 cosh y + u

ã
ψ(y) = 0 (5.9)

where 2Λ2 cosh y plays the role of potential and −2u that of the energy. The turning
points associated to this choice of potential function are determined through the condi-
tion

Λ2 cosh y + u = 0 → y = ± arccosh(−u/Λ2) + 2πin, n ∈ Z (5.10)

i.e. we have a couple of turning points ± arccosh(−u/Λ2) (one a rotation of π around
the origin with respect to the other), each of them infinitely transposed along a vertical
line.
If we start with a value for u that is real and −Λ2 < u < Λ2, taking e.g. u positive, then
all the turning points will be aligned along the imaginary axis of the complex y plane.
Since for −1 < −u/Λ2 < 1 we have 0 < arccosh(−u/Λ2) < iπ, starting from the origin,
and going up along the positive imaginary direction, the sequence of turning points will
be the following

+ arccosh(−u/Λ2), − arccosh(−u/Λ2) + 2iπ, + arccosh(−u/Λ2) + 2iπ, . . .

and we have the same sequence but with opposite sign in going down the negative Im y
direction. By doing a π wide scan in the values of arg(ℏ) (which coincides with − Im θ,
since we consider Λ real) of the Stokes graph associated to the differential equation (5.9),
one notices the appearance of a saddle trajectory in the intervals

[− arccosh(−u/Λ2) + 2πin, + arccosh(−u/Λ2) + 2πin], when Im θ = ± iπ
2

[+ arccosh(−u/Λ2) + 2πin, − arccosh(−u/Λ2) + 2πi(n+ 1)], when Im θ = 0, π
(5.11)

The relevant quantum periods are then those whose cycle encircles these two type of
intervals. Calling γdn (γmn) the cycle that surrounds the first (second) type of interval
having the same n index value, we can write the classical limits of the related quantum
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Figure 5.1: Simplified representation of the relevant cycles in the minimal chamber.
Some representatives of the cycles γdn are depicted in red, while the blue lines represent
part of the γmn cycles (the pattern then extends along the whole imaginary axis). The

black dots are the turning point of the potential function.

periods as1

Π(0)
γdn

(u,Λ) ≡ −i
˛
γdn

√
2u+ 2Λ2 cosh y dy = −4πia

(0)
D (−u,Λ)

Π(0)
γmn

(u,Λ) ≡ i

˛
γmn

√
2u+ 2Λ2 cosh y dy = −4πa

(0)
D (u,Λ)

(5.12)

where we have made explicit also their relation with the undeformed SW cycles (5.6).
For a pictorial representation of the cycles refer to Figure 5.1. These classical limits
(5.12), by the correspondence between quantum periods and BPS states mentioned in
the introduction, allows us to associate the dyon and monopole particles present in the
strong coupling spectrum to the resummed quantum periods S[Πγd ],S[Πγm ] respectively.
If one considers the whole y plane, then there is an infinite number of periods of these
two types, alternating along the imaginary axis; ultimately however, one may impose
boundary conditions along the imaginary axis so that the “copies” of the periods are
exactly identified, as done in [59] (or similarly in [64]). In our discussion we will usually
consider the copies separately, but having in mind their identification to simplify the
picture.
Similarly of what has been done in section 3.5.1, one can then introduce masses for these

1Recall from the definition (3.50) that the zeroth order term in the ℏ expansion of a quantum period
is the integral of the classical momentum p =

√
E − V (y) = i

√
2u+ 2Λ2 cosh y
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periods as

mdn ≡ Π(0)
γdn

(u,Λ) = −4πia
(0)
D (−u,Λ) mmn ≡ iΠ(0)

γmn
(u,Λ) = −4πia

(0)
D (u,Λ) (5.13)

chosen so that they are real and positive when u ∈ R, −Λ2 < u < Λ2. Thanks to the
connection with SW theory, these masses are directly related to the central charges Zγ

of the associated BPS states. Exploiting the discontinuity structure of the resummed
quantum periods and using the DDP formula, if one defines the ϵ functions associated
to these cycles as (we will generally prefer to express the dependence of the functions in
θ rather than ℏ, but the two are directly related via (5.4))

ϵdn

Å
θ +

iπ

2
± i0+

ã
=
i

ℏ
S±
[
Πγdn

]
(ℏ)

ϵmn(θ ± i0+) =
i

ℏ
S±
[
Πγmn

]
(ℏ)

(5.14)

one can then derive the TBA equations in minimal chamber, which look like

ϵ̃dn(θ) = |mdn|
eθ

Λ
−
ˆ ∞

−∞

dθ′

2π

log
(
1 + e−ϵ̃mn (θ

′)
)

cosh(θ − θ′ + ∆ϕmn,dn)
−
ˆ ∞

−∞

dθ′

2π

log
Ä
1 + e−ϵ̃mn−1 (θ

′)
ä

cosh(θ − θ′ + ∆ϕmn−1,dn)

ϵ̃mn(θ) = |mmn|
eθ

Λ
−
ˆ ∞

−∞

dθ′

2π

log
(
1 + e−ϵ̃dn (θ

′)
)

cosh(θ − θ′ + ∆ϕdn,mn)
−
ˆ ∞

−∞

dθ′

2π

log
Ä
1 + e−ϵ̃dn+1

(θ′)
ä

cosh(θ − θ′ + ∆ϕdn+1,mn)
(5.15)

where we have already used the shifted ϵ̃a(θ) ≡ ϵa(θ − iϕa) functions, so that the the
above form of the TBA equations hold in all the minimal chamber, separating as usual
ma = |ma|eiϕa and calling ∆ϕa,b ≡ ϕa − ϕb. As mentioned before, in writing these equa-
tions, we have imagined to consider all copies of the quantum periods S[Πγd ],S[Πγm ] as
separate entities; if one effectively identifies these cycles, then obtains equations com-
pletely analogous of those presented in [21, 22, 59]

ϵ̃d(θ) = |md|
eθ

Λ
− 2

ˆ ∞

−∞

dθ′

2π

L̃m(θ)

cosh(θ − θ′ + ∆ϕm,d)

ϵ̃m(θ) = |mm|
eθ

Λ
− 2

ˆ ∞

−∞

dθ′

2π

L̃d(θ
′)

cosh(θ − θ′ + ∆ϕd,m)

(5.16)

which contain factors of 2 in front of the integrals, reflecting the fact that, once all the
copies of the cycles are identified, then the two “fundamental” cycles (which may be
taken as the ones having n = 0 index) intersect more than once. Here, as usual, the L
functions are defined as

L̃a(θ) ≡ log
Ä
1 + e−ϵ̃a(θ)

ä
(5.17)
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Together with these TBA equations, we can as usual write a Y-system. In particular, if
we consider the different copies of the cycles as different, we have the infinite number of
equations

Y +
dn
Y −
dn

= [1 + Ymn ][1 + Ymn−1 ], n ∈ Z
Y +
mn
Y −
mn

= [1 + Ydn ][1 + Ymn+1 ]
(5.18)

that with the identification of the cycles reduces to

Y +
d Y

−
d = [1 + Ym]2

Y +
m Y

−
m = [1 + Yd]

2 (5.19)

As for the TBA, also this Y-system matches with the ODE-IM results obtained in [21].
In the article, the authors show how in fact how to build the following Q-system

1 +Q2(θ, u) = Q(θ − iπ/2,−u)Q(θ + iπ/2, u) (5.20)

which, having in mind the correspondence (5.8) (proved in the same article [21]), implies
the Y-system (5.19), whenQ(θ, u) andQ(θ,−u) are considered associated to two different
Y-functions.

5.2 Wall crossing to the maximal chamber

Let’s now discuss what happens when performing a wall-crossing into the maximal cham-
ber. As for the case of polynomial potential, looking at the TBA equations of the minimal
chamber, and considering at the beginning for simplicity their reduced form, we see that
a pole of the convolution’s kernel hits the integration contour when either

∆ϕm,d <
π
2
→ ∆ϕm,d >

π
2

or ∆ϕm,d > −π
2
→ ∆ϕm,d < −π

2
(5.21)

signalling that a new chamber has been reached. Thanks to the identifications (5.12),
one can notice that this wall-crossing condition is indeed the one associated to the wall
between the strong and the weak coupling region of SW theory [20, 58]: the condition
on the phases of the masses md,mm implies as usual an alignment or anti-alignment of
the related classical periods, which extends also to the SW cycles a(0)(u), a

(0)
D (u)

0 = Im

Ç
Π

(0)
γd (u)

Π
(0)
γm(u)

å
= Im

Ç
ia

(0)
D (−u)

a
(0)
D (u)

å
= Im

Ç
a(0)(u)

a
(0)
D (u)

å
(5.22)

where we have omitted the Λ dependence of the quantities, and in the last step used the
relation ia

(0)
D (−u) = a(0)(u) − sgn(Imu)a

(0)
D (u).

If we consider in particular to follow a path on the complex u plane that starts on the
region u ∈ R, 0 < u < Λ2 and then encircles the point Λ2 from below (see Figure 5.2),
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Figure 5.2: Representation in the complex u plane of the path used to perform the
wall-crossing from the strong to the weak coupling region for the modified Mathieu

equation (5.9)

so that coalescence of turning points is avoided, then it is the first of the two conditions
(5.21) that is realised. After the wall crossing, the TBA equations get modified as

ϵ̃d(θ) =|md|
eθ

Λ
− 2

ˆ ∞

−∞

dθ′

2π

L̃m(θ′)

cosh(θ − θ′ + ∆ϕm,d)
− 2L̃m

(
θ − i

π

2
+ ∆ϕm,d

)
ϵ̃m(θ) =|mm|

eθ

Λ
− 2

ˆ ∞

−∞

dθ′

2π

L̃d(θ
′)

cosh(θ − θ′ + ∆ϕd,m)
− 2L̃d

(
θ + i

π

2
+ ∆ϕd,m

) (5.23)

Using the same reasoning adopted in Chapter 4, we then interpret the appearance of
the residues as a Stokes phenomenon for the resummed quantum periods: if we want to
have the ϵ̃a functions associated to a resummation procedure performed in the maximal
chamber (or, equivalently, we want the asymptotic of the ϵ̃a to still coincide with the
classical period in the whole maximal chamber), we then shall redefine the ϵ̃d(θ), ϵ̃m(θ)
functions so that to absorb the residues. In terms of Y-functions this implies

Y ′
d ≡ Yd

[1 + Y −
m ]2

, Y ′
m ≡ Ym

[1 + Y +
d ]2

(5.24)

where we have used the symbol ′ to distinguish the new Y functions from the old ones,
and as usual the symbols ± indicate a shift of ±iπ

2
in θ (where not specified the Y are

evaluated in θ). We can check that the inverse-shift rule for the Y-functions (recall
Lemma 2) holds for this case, since we are in the maximal chamber (we have only two
chambers in the moduli space) and the conditions of the Lemma are satisfied

Y ′
d(θ) = [Yd(θ − iπ)]−1 Y ′

d(θ) = [Yd(θ + iπ)]−1 (5.25)
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With the redefinition of the Y (and thus also of the ϵ) functions, the TBA equations at
weak coupling look like

ϵ̃′d(θ) =|md|
eθ

Λ
− 2

ˆ ∞

−∞

dθ′

2π

L̃m(θ′)

cosh(θ − θ′ + ∆ϕm,d)

ϵ̃′m(θ) =|mm|
eθ

Λ
− 2

ˆ ∞

−∞

dθ′

2π

L̃d(θ
′)

cosh(θ − θ′ + ∆ϕd,m)

(5.26)

where on the left the new ϵ′ functions have appeared, but on the right we still have the
L functions we had before. If we want to mirror the outline of the procedure used in the
case of the polynomial potential, at this point we should impose an ansatz of the form
(4.15), where Ld, Lm should be expressed in terms of their new version L′

d, L
′
m, plus a

new L factor associated to a new cycle, built out from γd, γm, that has become relevant
after the wall-crossing. However, the situation in this case is rather different.
If we look at the Stokes graph after the wall-crossing, scanning its topology in a π wide
interval of values of Im θ to see how many new cycles have become relevant, we find an
infinite number of them. With respect to the polynomial case, where we could perform
the wall-crossings in such a way that new relevant periods appeared once at a time,
allowing us to define the Y associated to these cycles in an ordered and systematic way,
here we are faced to the need of introducing an infinite number of Y-functions in one go.
This could have been expected, since SW theory has a moduli space with only a single
wall, separating the strong coupling region, which contains a finite number of particle
types, from the weak coupling one, where due to the dyons the different species of par-
ticles are infinite. Indeed, the TBA equations at weak coupling proposed in [22], where
the authors derive the equations directly in the maximal chamber by taking advantage
of the results of [61, 62], do contain an infinite number of ϵ functions.
Inspecting the Stokes graph associated to the maximal chamber, we may identify from

the graph to which relevant cycle corresponds each BPS state (see Figure 5.3). Keeping
track of the cycles we had in the minimal chamber, associated to the monopole and dyon,
as we move along the path in u space that makes us cross the curve of marginal stabil-
ity, one can see that the family of cycles associated to the monopole rotates, becoming
horizontal if we come back onto the real u axis, at u > Λ2, while the ones associated to
the dyons place themselves in a diagonal position (in Figure 5.3 we kept the same colors
that in Figure 5.1 for these two type of cycles to better keep track of them). The family
of vertical cycles (those represented in green in Figure 5.3) may be identified with the
W-bosons, since they encircle the interval [−iπ, iπ] (+i2πn for the various copies), and
recalling the expression (5.6) we have for the SW a(0) cycle. Finally, all the cycles that
connect diagonally turning points that are further and further away may be identified
with the other dyons, those with higher electric charge (here we have represented only a
finite number of them, to keep the figure more readable). The fact that the picture has
a Z2 symmetry may be addressed to the presence of both particles and antiparticles in
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Figure 5.3: Simplified representation of the relevant cycles in the maximal chamber.
For an interpretation of the cycles that are depicted in terms of BPS states, refer to the

main text.

the theory.

From the point of view of the TBA equations (5.16) (or equivalently of the Y-system
(5.19)), the presence of a different type of wall-crossing with respect to the polynomial
case can be addressed to the presence of the factors 2 in front of the convolution integrals.
To better see why it should be so, it is convenient to revert to the extended form (3.68)
form of the TBA equations, where instead all the convolution integrals have no prefactor.
Here we have an infinite number of ϵ functions, and the crucial fact is that they all share
the same two forms (5.12) of classical limit, implying that at the curve of marginal
stability they will generate a collective wall-crossing at the same time. We have then
this duality in looking at the wall, either as describing a new form of single wall-crossing,
or an infinite number of “usual” (of flip type, in the language of Chapter 3) wall-crossings,
like the one encountered in the case of a polynomial potential, happening at the same
time.
This different type of wall implies that the same procedure described in Chapter 4 cannot
be applied to the case of the Mathieu equation, at least in a straightforward way. At
this point one is faced with a choice: either trying to develop a new type of procedure,
to deal with the novel type of wall, or searching for a way to adapt the problem so that
the old algorithm can still be put into use. In our investigations we mainly followed this
second route, and came forward with two types of proposals, which we list below. As
anticipated in the introduction, none of the two routes has been carried out fully up to
the end, due to the emergence of technical difficulties, but we believe that some of these
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problematics may be clarified under a deeper investigation.

• Approach no.1
Introduce a perturbation in the potential function, performing a sort of regular-
isation procedure of the wall-crossing phenomenon. In this case the idea is to
add to the potential function of the modified Mathieu equation, which we recall
is 2Λ2 cosh(y) + u, a perturbation term Vpert(y, u, ta), possibly depending on an
additional set of parameters ta, such that there exist a path Γ in the “extended”
moduli space formed by (u, ta) with a series of desirable properties:

1. The path Γ need to start in a point (uin, tina ) where −Λ2 < uin < Λ2,
Vpert(u

in, tina ) = 0 and end in a point (ufin, tfina ) where ufin > Λ2 or ufin <
−Λ2, Vpert(u

fin, tfina ) = 0, so that both the initial and the final point coincide
with points of the “physical” moduli space, one in the minimal and one in the
maximal chamber

2. The wall-crossing phenomena encountered along Γ happen all one at a time

3. Since we still expect the need to perform an infinite number of wall-crossing
to generate an infinite number of new quantum periods, the sequence of wall-
crossing along Γ shall be so that it can be predicted via an inductive reasoning,
after a first set of wall-crossing is explicitly tracked along the curve

On top of these conditions, it should be reasonable to choose a function that is
not multivalued as perturbation potential, to avoid adding cuts on the y plane,
and possibly also analytic. It is clear that the set of the conditions posed on
Vpert(y, u, ta) are very stringent, and may not exist a function with all the desired
properties. Of the two type of approaches we list here in fact, this one seems to be
the least promising to be effectively implemented. By performing some trial tests,
what appears to be the most difficult part of the procedure is not to make the
wall-crossing separated, since the periodicity of the cosh(y) function can be easily
broken, but to separate them in a controlled and ordered way, so that an inductive
evolution of the wall-crossing procedure can be carried out successfully.

• Approach no.2
In this second type of approach, we do not modify the physical formulation of the
theory, but take advantage of the purely geometrical properties that characterize
a sequence of single wall-crossing phenomena, when one forgets that driving the
order of wall-crossing is a path in the physical moduli space. Looking back at the
Y-system algorithmic procedure described in section 4.2 in fact, one can notice
how the analytical part of the algorithm, which allows to find the Y functions and
the Y-system in a generic chamber starting from the minimal one, solely depends
on the wall-crossing sequence of the phases {∆ϕaibi} of the masses, which has to
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be determined before in a separate step of analysis and then used in input to this
second part. Usually (as done e.g. for the polynomial case), one determines the
sequence {∆ϕaibi}, and together with it the set of relevant classical cycles at each
i-th chamber, by performing an analysis of the Stokes graph point by point along
the chosen path of analytic continuation in the moduli space. In the case of the
modified Mathieu equation however, where there is no path in the space u with
the desired property of generating single separated wall-crossings, we could still try
to make up a “fictional” wall-crossing sequence, which is in accordance with the
overall physical evolution of the phases of the dyon and monopole classical periods
(e.g. ∆ϕm,d < π

2
→ ∆ϕm,d > π

2
in the case of wall crossing discussed before),

but where the phases of the periods of the minimal chamber (which govern the
evolution of the phases also of all other periods generated during the wall-crossings
since the latter can be built from these fundamental two), are moved manually, in
a self-consistent way, so that all periods we expect to be present in the maximal
chamber are effectively generated during this procedure. To perform this type of
analysis, obviously one chooses to work with the extended form (5.15) of the mini-
mal chamber’s TBA equations, so that the wall crossing between two cycles are of
the same form studied for the polynomial case.
As for the previous approach, also in this case some trial runs of implementation of
the procedure have been performed. The fictional evolution of the cycles has been
driven through a numerical Python code, to produce the sequence of wall-crossings
and the order at which new cycles appear along the way. Due to an easier con-
trol of the process with respect to the first type of approach, here one is able to
produce indeed an evolution pattern that is self-consistent and leads to a sequence
of redefinition of the Y functions (associated to the cycles) that can be written
down, at least for some of the cycles (like the ones associated to the monopole and
the dyon present prom the minimal chamber, or the W-boson), in an organized
way. In particular, geometrical series seem to appear in these redefinition of the
Y-functions, which give hope for a finite result when the number of wall-crossing is
sent to infinite, so that all single wall-crossing have been done (in this case, to have
manageable results, at the end one shall make the identification between copies of
the same periods). A similar process of dealing with infinite flips that then leads
to finite results is studied in [65], which may give some hints on the procedure.
An issue that arises in this type of fictional phase evolution, is that, being still
infinite the number of new Y function to be generated, is not still clear at the end
how one can manage to write the full Y-system (or TBA equations), which, from
what appears by looking at the intersection between cycles in the Stokes graph
of the maximal chamber (and is also supported by the TBA equations written in
[22]), involves an infinite number of Y functions in any of the Y-system equations.
For this reason, one would desire to find some other ways to check that, at least for
the Y functions that one is able to update up to the very end of the wall-crossing
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procedure, the expressions found with this fictional wall-crossing procedure is cor-
rect.
A fist consistency check is obviously that the Y functions associated to the dyon
and monopole which are already present in the minimal chamber, satisfy the shift-
inverse relation (5.24) at the end of the procedure. If we want to check the expres-
sion derived for other periods that appear only in the weak coupling spectrum, we
should then ask if there are relations among a finite number of these resummed
quantum periods which we can use as a testing ground, either involving periods
resummed in the maximal or in the minimal chamber. To this aim may come into
play the TQ system derived in [21]

T (θ, u) =
Q(θ − iπ/2,−u) +Q(θ + iπ/2,−u)

Q(θ, u)
(5.27)

thanks to the identifications (5.7, 5.8), provided we relate the exact version of the
SW cycles with their resummed ones (through expressions like the ones present in
[22, 64]).
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Conclusions and Outlook

In this thesis, we analyzed the phenomenon of wall-crossing of the TBA equations for
the Borel resummed quantum periods associated to a given Schrödinger equation. In
particular, we focused our attention to two selected models: first, we analyzed the case
of a polynomial potential, building on the results of [1]. For this case, by looking at the
evolution of the TBA equations in the moduli space from the perspective of the associ-
ated Y functions and Y-system, we were able to derive an algorithmic procedure that
allows us to extract the TBA equations corresponding to a generic polynomial potential
by only algebraic manipulations of the minimal chamber’s Y-functions. With respect
to directly following the TBA equations, along the analytic continuation process, this
method has the advantage of an easy scalability to potentials with high degree, since it
is much easier to put into use. As an explicit example of application of the algorithm,
we have chosen to put it into use for the case of a quartic potential, but the increase in
complexity in using it for a potential of degree e.g. 5 or 6 is absolutely manageable.

To further investigate on the applicability of the procedure for different types of po-
tentials, we then moved to study the modified Mathieu equation, which represents a
Schrödinger-like equation with a periodic potential. An additional reason that led us to
choose this model as second candidate for the investigation is its close relation with the
deformed Seiberg-Witten (SW) gauge theory, and in particular the correspondence be-
tween the relevant quantum periods of the modified Mathieu equation and the spectrum
of BPS states of the SW theory. As for the polynomial case, we analyzed the spectrum
of the relevant periods in the different chambers (which in this case are only of minimal
and maximal type), and after having written the TBA equations for the periods in the
minimal chamber, we performed the analytic continuation onto the maximal one. Due
to a different type of wall separating the two chambers, or, under a different perspective,
due to the impossibility of avoiding an infinite number of simple wall-crossing happening
at the same time, we excluded the possibility of a straightforward application to this case
of the algorithm developed in the case of a polynomial potential. We then moved onto
considering possible strategies to overcome this limitation, so that the algorithm could
still be applied, and proposed two different type of approaches: the first one consists in
modifying the physical problem via the adding of a controlled perturbation, while the key
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feature of the second approach is to imagine the wall-crossing phenomenon happening in
a fictional moduli space, where the evolution of phases of the classical cycles can be man-
ually moved in a self-consistent way, and impose that the overall evolution is consistent
with that happening in the true physical moduli space. Both the two procedures are not
trivial to implement, and, at the current stage of investigation, have been only partially
carried out. Among the two, the second one seems perhaps to be the most promising.

Speaking about possible continuations of the analysis presented in this thesis work,
the most pressing one is certainly to complete the investigation started on the modified
Mathieu equation, by trying to fully perform one (or both) of the routes that we have
proposed to overcome the problems faced in this first round of examination. In order to
have a better understanding of the picture, a more thorough comparison with the works
[61, 62] of D. Gaiotto, G.W. Moore and A. Neitzke, and with that of P. Longhi [65] is
suggested. Furthermore, relations between the exact and the resummed quantum peri-
ods like the ones presented in [22, 64] may be useful to take advantage of the TQ system
relation derived in [21] as a consistency check of the analytic continuation procedure.
If we leave aside the Mathieu case, there are still many models where it would be inter-
esting to try to reproduce a similar type of analysis like the one developed in this thesis,
focused on determining the Y-system in an easily tractable region of the moduli space
associated to the problem, and then using it to obtain the corresponding relations in
other, less trivial chambers. Perhaps the most direct generalisation would be to consider
models with a polynomial potential and a regular singularity located at a finite point
(like the one produced by the adding to the potential the angular momentum term),
where a partial analysis on the analytic continuation of the TBA equations has already
been presented in [42]. With the help of a Y-system driven procedure, obtaining the
TBA equations in the various chambers promises to be a more easily achievable task.
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