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Abstract

The magnetocaloric effect (MCE) is a characteristic of various materials that allows the develop-

ment of new technology, such as the development of environmentally safe refrigeration systems

or miniaturized systems that allow energy recovery. In this work we focus on the study of the me-

chanical characteristics that are influenced by the second-order phase transition due to the MCE,

on gadolinium thin film samples that present different characteristics between them (thickness of

the gadolinium film and presence of substrate).

The samples were studied in the same environment and within the same temperature range to

observe their mechanical behavior due to the MCE, potential differences present, and to control

the effect caused by cooling or heating on the internal stresses of the material.

In particular, variations in resonance frequency, internal friction, and modulus are observed.
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Chapter 1

Magnetocaloric Effect

1.1 Introduction

The magnetocaloric effect, which denotes the temperature alteration in magnetic materials when

exposed to varying magnetic fields, found its origins in 1917 through the work of P. Weiss and A.

Piccard [1]. Their exploration involved caloric measurements on Nickel during its phase transition

(354°C), achieved by the application and removal of a magnetic field (1.5T). Theoretical explo-

ration of the magnetocaloric effect from a thermodynamic perspective led Debye (1926) [2] and

Giaque (1927) [3] to propose the potential for developing a refrigeration cycle based on this phe-

nomenon. The year 1933 marked the realization of the first refrigeration system by W. F. Giauque

and colleague D. P. MacDougall [4]. This innovative system, utilizing adiabatic demagnetization

of Gd2(SO4)3 · 8H20, achieved a record low temperature of 0.25 K from around 1.5K. This break-

through, measuring a sub-kelvin temperature, earned them the Nobel Prize in 1949. Following

this pivotal discovery, scientific focus shifted towards magnetic refrigeration (MR). However, it

took over forty years to witness MR applications at room temperature. In 1976, Brown proposed

a magnetic heat-pumping mechanism near room temperature, employing the ferromagnetic metal

gadolinium characterized by a magnetic phase transition at these conditions [5]. Just two years

later, the first prototype was developed [6]. The turning point for magnetic refrigeration at room

temperature came in 1997 with Pecharsky’s and K. A. Gschneidner’s breakthrough [7]. They

discovered materials exhibiting a first-order phase transition, resulting in an immensely signifi-

cant magnetic entropy change at room temperatur and these were termed giant magnetocaloric

materials. The ever-growing interest in MR stems from its promise as a more efficient and environ-

mentally friendly alternative to standard technologies reliant on gas compression and expansion

(Figure 1.1.1).
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1.2. THEORY CHAPTER 1

Figure 1.1.1: A full cooling cycle based on (a) gas compression and (b) magnetic refrigeration techniques. In the gas compression
method, pressure-induced temperature change is achieved by compressing and expanding the gas as a refrigerant; in the magnetic
refrigeration method, magnetic field-induced temperature change is achieved by magnetizing and demagnetizing the magnetic mate-
rial as a refrigerant.

1.2 Theory

The magnetocaloric thermal effect refers to how magnetic materials respond to slowly changing

magnetic fields (not related to induced current). It manifests as a change in temperature, ∆T ,

during adiabatic processes or as an alteration in entropy, ∆S, under isothermal conditions. This

relationship is depicted in Figure 1.2.1.

Figure 1.2.1: Illustration depicting the thermal dependence of entropy in ferromagnetic materials under varying magnetic fields. The
transition from H0 = 0 to H1 > H0 shows the change in temperature ∆Tad in adiabatic conditions (horizontal line) and the entropy
change ∆Sm in isothermal conditions (vertical line). Solid lines represent total system entropy, while dotted lines indicate other
entropy contributions (magnetic, lattice, and electronic entropy). The inset exhibits the magnetic entropy variation or adiabatic
temperature concerning temperature, peaking at the material’s critical temperature. Adapted from Ref [8].

The entropy of a magnet at constant pressure, denoted as S, emerges as a function of both

temperature T and magnetic field H .
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CHAPTER 1 1.3. MAGNETOCALORIC EFFECT: THERMODYNAMIC APPROACH

S(T ) = Sm(T, H)+Sl(T )+Se(T ) (1.2.1)

Equation 1.2.1 illustrates how the total entropy comprises three components: Sm represents

the magnetic entropy linked to material magnetization, Sl signifies the lattice entropy due to

crystal-lattice vibrations, and Se accounts for the electronic entropy of free electrons in the sam-

ple. For simplicity, each contribution is assumed to depend on temperature, while primarily the

magnetic entropy varies significantly with the magnetic field. However, in cases of strong mag-

netic and lattice coupling, both lattice and electronic entropy become functions of temperature

and magnetic field [9]. In the absence of a magnetic field, atomic spin systems in magnetic ma-

terials adopt a random arrangement alongside specific lattice vibrations. Upon the application

of a magnetic field, the magnetic spins align parallelly, inducing a decrease in magnetic entropy

due to a disordered-to-ordered phase transition. During adiabatic conditions with a magnetic

field, the material ceases to exchange heat with the environment, maintaining a constant total

entropy. This results in a decrease in magnetic entropy being counterbalanced by an increase in

other contributions, causing a temperature rise denoted as ∆Tad (as seen by the horizontal line

in Figure 1.2.1). Conversely, upon removing the magnetic field, the solid cools as the magnetic

entropy increases, while the total entropy remains constant. Under isothermal conditions and

the application of a magnetic field, the entropy of the magnetic material changes while maintain-

ing a constant temperature. The reorientation of spins due to the field results in a decrease in

magnetic entropy, while the other two contributions, solely dependent on temperature, remain

constant. The change in magnetic entropy ∆Sm equals the total entropy variation ∆S (as shown

by the vertical line in Figure 1.2.1). The characterization of magnetocaloric materials relies on

parameters like temperature variation ∆Tad during adiabatic processes and entropy change ∆Sm

under isothermal conditions. The measurement of the magnetocaloric effect can be performed

through direct caloric measurements of ∆Tad [10, 11], using thermal or thermoacoustic sensors

[12, 13]. Alternatively, a thermodynamic approach, further elucidated in subsequent sections, is

employed for studying the MCE.

1.3 Magnetocaloric Effect: Thermodynamic Approach

In the preceding section, we broadly explored the observation of the magnetocaloric effect, pri-

marily following the description outlined in Ref. [14, 15]. The internal energy U of a thermody-

namic system, consisting of a ferromagnetic sample subjected to a magnetic field, is a function of

volume V , magnetic field H , and entropy S:

U =U (S,V , H) (1.3.1)

The total differential of U is expressed as:

dU = T dS −pdV −µ0Hd M (1.3.2)

9



1.3. MAGNETOCALORIC EFFECT: THERMODYNAMIC APPROACH CHAPTER 1

where µ0 is the magnetic permeability, and M is the magnetic momentum. To assess the

magnetocaloric effect, we consider the Gibbs free energy G :

G =U −T S +pV −µ0H M (1.3.3)

The total differential of G is obtained as follows:

dG = dU −pdV +µ0Hd M −T dS −SdT +pdV +V d p −µ0Md H −µ0Hd M (1.3.4)

Substituting Equation (1.3.2) into Equation (1.3.4) and considering an isobaric condition, the

final equation becomes:

dG =−SdT −Md H (1.3.5)

For the Gibbs free energy G, the internal parameters S and M conjugated to external variables

T and H can be determined by the following state equations:

S(T, H) =−∂G

∂T

∣∣∣∣
H

(1.3.6)

M(T, H) =− 1

µ0

∂G

∂H

∣∣∣∣
T

(1.3.7)

Utilizing Equations (1.3.6) and (1.3.7), and the equality of second derivatives,
∂
∂H

(
∂G
∂T

)
=µ0

∂
∂T

(
∂G
∂H

)
, we can calculate:

∂S

∂H

∣∣∣∣
T
=µ0

∂M

∂T

∣∣∣∣
H

(1.3.8)

Introducing the volumetric mass ρ, we generalize Equation (1.3.8) by replacing the extensive

variable (S) with intensive quantities:

∂S

∂H

∣∣∣∣
T
= µ0

ρ

∂M

∂T

∣∣∣∣
H

(1.3.9)

The heat capacity C at a constant parameter x is defined as:

Cx = δQ

dT

∣∣∣∣
x

(1.3.10)

where Q is the heat quantity changing the system temperature by dT . Using the second law

of thermodynamics dS = δQ
T , Equation (1.3.10) can be rewritten as:

Cx = T
∂S

∂T

∣∣∣∣
x

(1.3.11)

The entropy change of the system can be expressed as:

dS = ∂S

∂T

∣∣∣∣
H

dT + ∂S

∂H

∣∣∣∣
T

d H (1.3.12)
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CHAPTER 1 1.4. PHASE TRANSITION

When the material is subjected to a constant magnetic field, the specific heat can be calculated

as CH = T
(
∂S
∂T

)
H

. By replacing the heat capacity at a constant field and Equation (1.3.9) in

Equation (1.3.12), the entropy change results in:

dS = CH

T
dT + µ0

ρ

∂M

∂T
d H (1.3.13)

This formulation is useful for quantifying the magnetocaloric effect in adiabatic and isother-

mal processes.

Adiabatic Process:

When the sample material is subjected to an adiabatic process, by definition, the entropy change

is null (dS = 0). Satisfying this condition in Equation (1.3.13) allows us to calculate the reversible

temperature change, ∆Tad, which quantifies the magnetocaloric effect:

∆Tad =−µ0

ρ

∫ H1

H0

T

CH

∂M

∂T

∣∣∣∣
H

d H (1.3.14)

Isothermal Process:

When the magnetocaloric material is subjected to an isothermal procedure, the total entropy

change ∆S is equal to the magnetic entropy variation ∆Sm . In this case, the magnetocaloric effect

is quantified by determining the specific entropy change from Equation (1.3.13), considering

dT = 0:

∆S =∆Sm = µ0

ρ

∫ H1

H0

∂M

∂T

∣∣∣
H

d H (1.3.15)

These expressions are fundamental for characterizing and understanding the magnetocaloric

effect in adiabatic and isothermal processes.

1.4 Phase Transition

The stability of distinct phases depends on the evolution of the Gibbs free energy. The Gibbs

free energy is defined as the thermodynamic potential that can be used to calculate the maximum

reversible work performed by a thermodynamic system at constant temperature and pressure.

Minimizing the Gibbs free energy means maximizing the total entropy; when G assumes its min-

imum value, the system reaches equilibrium.

The Landau theory allows the study of phase transitions through the analysis of Gibbs free

energy. It is based on the idea that the free energy can be expanded in a Taylor series, denoted

as G. For a ferromagnetic-paramagnetic transition, in the absence of an external magnetic field

and in proximity to the critical temperature Tc , the Landau free energy is given by:

G(P, H ,T ) =G0 +a(T −Tc )M 2 +bM 4 + cM 6 + . . . (1.4.1)
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1.4. PHASE TRANSITION CHAPTER 1

Here, M is the magnetic momentum, considered independent of external parameters (pres-

sure, etc.). G0 is the free energy independent of M , and a, b, c are the expansion coefficients

known as Landau coefficients. Coefficients a and c are always positive, while b is negative for

second-order phase transitions and positive for first-order phase transitions [16, 17].

Second Order Phase Transition

In the context of a second-order phase transition, it is characterized by a Gibbs free energy

function with a continuously differentiable first derivative and a discontinuous second derivative.

In such instances, the free energy function G is minimized by a singular value of M (Fig 1.4.1(a)).

This implies that the transition smoothly progresses from one phase to another without the co-

existence of two phases in equilibrium.

The magnetic momentum and the total entropy are determined by Equations (1.3.6) and (1.3.7).

Since the first derivative is continuous, both S and M exhibit continuity as well [18]. The mag-

netization is displayed as function of the temperature in Figure 1.4.2(a) and in the absence of a

magnetic field (depicted by the green curve), the material undergoes a transition from a ferro-

magnetic to a paramagnetic state at the critical temperature, commonly referred to as the Curie

temperature. When a magnetic field is applied (depicted by the yellow curve), a partial orientation

of the spins occurs, leading to the preservation of a certain magnetization.

Figure 1.4.1: Free energy versus the magnetic momentum at different magnetic fields [19].

Figure 1.4.2(b) presents the total entropy. As discussed earlier, the system shifts from a dis-

ordered state to a more ordered one due to the application of a magnetic field, resulting in a

reduction in entropy value [20]. The decline in total entropy is observable under isothermal con-

ditions, represented by the horizontal arrow ∆Sm . Conversely, in adiabatic conditions, only the

magnetic entropy contribution decreases, leading to an increase in temperature, depicted by the

vertical arrow ∆Tad.
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CHAPTER 1 1.4. PHASE TRANSITION

Figure 1.4.2: Schematic of the difference between the first (c)-(f) and second order phase transitions(a), (b). (a), (c) and (e) display
the magnetization as function of the temperature. (b), (d) and (f) show the entropy as function of the temperature. In green the
measures are performed with null magnetic field while in yellow are displayed the results considering the magnetic field. The first
order transition is displayed both in conventional MCE (c), (d) and inverse MCE (e) and (f). Figure from Ref. [20].

First Order Phase Transition

The first-order phase transition is characterized by a discontinuity in the first derivative of the

Gibbs free energy function. Even the magnetization and the total entropy experience discontinu-

ities, as described by Equations (1.3.6) and (1.3.7).

In a first-order phase transition, within a defined range of temperature and magnetic field, the

minimization of the free energy can be achieved for two different values of M (see Fig 1.4.1(b)).

Unlike the continuous transition observed in second-order phase transitions, in this scenario, a

metastable condition emerges where both phases coexist [18].

Figure 1.4.2(c) illustrates the magnetization as a function of temperature. The ferromagnetic
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1.4. PHASE TRANSITION CHAPTER 1

state (M > 0) remains stable at low temperatures but abruptly transitions to the paramagnetic

state at a defined transition temperature Tt . Upon the application of a magnetic field (H1 > 0),

the material stabilizes at higher magnetization, leading to a shift in the transition temperature.

In standard magnetocaloric effect (MCE), the difference in the transition temperature shift

∆Tt /∆H is positive. Conversely, for inverse MCE (see Figure 1.4.2(e)), magnetization of the

material through a magnetic field causes a decrease in temperature in adiabatic conditions and

an increase in entropy in isothermal processes (Figure 1.4.2(f)) [20].

In Figure 1.4.2(e), the ideal behavior of entropy is plotted as a function of temperature. The

horizontal line between two isomagnetic curves corresponds to the adiabatic temperature change

∆Tad, while the vertical line represents the magnetic entropy variation ∆Sm . Materials character-

ized by first-order phase transitions are termed giant magnetocaloric (GMC) materials due to the

strong magnetocaloric response induced by the large entropy change [21]. The discovery of giant

MCE marked a significant breakthrough in magnetic refrigeration.

However, first-order phase transitions come with challenges associated with thermal hysteresis.

Thermal hysteresis leads to a strong dependency on the material history, posing difficulties in

controlling thermodynamic cycles and resulting in efficiency losses. Additionally, it involves the

generation of latent heat and volumetric/structural changes [22].
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Chapter 2

Thin film

Thin films, ranging from a fraction of a nanometer (monolayer) to several micrometers in thick-

ness, are crucial in various applications due to their controlled synthesis process, known as de-

position [23]. Beyond their practical uses, thin films also serve as vital tools in exploring and

developing materials with novel properties.

Over the past two decades, research on high-magnetic-moment films for micro- and nanoscale

applications has been driven by the demand for powerful magnetic fields at small scales, catering

to technologies such as magnetic resonance imaging and data storage [24]. This research scope

has expanded significantly with the utilization of magnetic free-standing films and membranes in

microelectromechanical systems (MEMS), as well as in permanent magnets and energy conver-

sion devices like cooling systems, heat pumps, and thermal-energy harvesters [25, 26, 27, 28, 29].

These applications not only require maintaining the exchange energy and the saturation magne-

tization of bulk materials but also demand exceptional magnetocaloric (MC) properties, such as

high isothermal entropy change (∆S) and adiabatic temperature change (∆Tadi a) [27, 30], along

with high thermal diffusivity for efficient heat transfer.

Research on free-standing films plays a pivotal role in the effective application of MC materials

in energy-conversion microdevices. Moreover, advancements in microfabrication techniques and

device requirements emphasize the importance of producing flexible films that can be manipulated

without compromising their functionality, making them ideal for medical implants and wearable

devices [31, 32].

Gadolinium, boasting a magnetic moment of 7.6µB per atom and a Curie temperature (Tc)

close to room temperature (approximately 294 K) [33, 34], emerges as a promising single-element

magnetic material for low-temperature high-magnetic-moment applications [35, 36]. Additionally,

bulk gadolinium has served as the benchmark material for studying MC properties [30]. It is an-

ticipated that gadolinium films will follow a similar trajectory in the realm of micro- and nanoscale

energy-conversion applications [37, 38].

Nucleation plays a crucial role in the growth process of thin films, ultimately influencing their

final structure. Various growth techniques, such as atomic-layer epitaxy (also known as atomic

layer deposition), heavily rely on nucleation control [2]. Nucleation phenomena can be modeled

by examining surface processes such as adsorption, desorption, and surface diffusion.

15



CHAPTER 2

Adsorption and desorption

Adsorption refers to the adhesion of a vapor atom or molecule to a substrate surface. This in-

teraction is quantified by the sticking coefficient, representing the proportion of incoming species

that achieve thermal equilibrium with the surface. Desorption, on the other hand, involves the

detachment of previously adsorbed molecules as they overcome the binding energy and depart

from the substrate surface.

There are two primary types of adsorption: physisorption and chemisorption, each charac-

terized by distinct atomic interactions. Physisorption entails Van der Waals bonding between

a stretched or bent molecule and the surface, denoted by the adsorption energy Ep . In con-

trast, chemisorption involves the robust transfer of electrons (ionic or covalent bond) between a

molecule and substrate atoms, reflected in the adsorption energy Ec . Visualizing the process of ph-

ysisorption and chemisorption can be done through the potential energy as a function of distance.

Physisorption typically occurs at a greater distance from the surface compared to chemisorption.

The transition from physisorbed to chemisorbed states is governed by the effective energy barrier

Ea [39].

Crystal surfaces possess specific bonding sites with elevated Ea values, which are favored des-

tinations for vapor molecules seeking to minimize the overall free energy. These stable sites are

commonly found on step edges, vacancies, and screw dislocations. Once these preferential sites

are occupied, the interaction between adatoms (vapor molecules) becomes increasingly signifi-

cant [40].

Nucleation models

Nucleation kinetics can be understood by focusing on adsorption and desorption processes,

assuming no mutual adatom interactions, clustering, or interactions with step edges. The rate

of change of adatom surface density n, where J represents the net flux, τa is the mean surface

lifetime prior to desorption, and σ is the sticking coefficient, is given by:

dn

d t
= Jσ− n

τa
(2.0.1)

This equation can be further expressed as:

n = Jστa

[
exp

(
− t

τa

)]
(2.0.2)

Adsorption can be described by various isotherms, such as the Langmuir model and the BET

(Stephen Brunauer, Paul Emmett, and Edward Teller) model. The Langmuir model establishes

an equilibrium constant b based on the adsorption reaction of vapor adatoms with vacancies on

the substrate surface:

16



CHAPTER 2 2.1. DEPOSITION TECNIQUE: DC SPUTTERING

θ = bP A

1+bP A
(2.0.3)

Where P A is the vapor pressure of adsorbed adatoms. The BET model, on the other hand,

allows for adatoms to deposit on previously adsorbed adatoms without interacting with adjacent

piles of atoms. The resulting surface coverage is expressed in terms of the equilibrium vapor

pressure pe and the applied vapor pressure p:

θ = X p

(pe −p)
[

1+ (X −1) p
pe

] (2.0.4)

It’s important to note that surface crystallography differs from the bulk in order to minimize

the overall free electronic and bond energies due to the broken bonds at the surface. This can

lead to a new equilibrium position known as the "selvedge," where the parallel bulk lattice sym-

metry is preserved. Such deviations from theoretical calculations of nucleation can arise due to

this phenomenon [40].

Surface diffusion

Surface diffusion describes the lateral motion of adsorbed atoms moving between energy min-

ima on the substrate surface. Diffusion primarily occurs between positions with the lowest inter-

vening potential barriers. Surface diffusion can be quantified using glancing-angle ion scattering.

The average time between events can be described by:

τd = 1

v1
exp

(
Ed

kTs

)
(2.0.5)

Additionally, besides adatom migration, clusters of adatoms can either coalesce or deplete.

Cluster coalescence, facilitated by processes like Ostwald ripening and sintering, aims to reduce

the total surface energy of the system. Ostwald ripening involves the growth of islands of adatoms

with various sizes into larger ones at the expense of smaller ones. Sintering occurs when these

islands come into contact and merge [40].

2.1 Deposition Tecnique: DC Sputtering

The process of applying a thin film to a surface is known as thin-film deposition, which encom-

passes any technique used to deposit a thin layer of material onto a substrate or onto previously

deposited layers. While the term "thin" is relative, most deposition techniques control layer thick-

ness within a few tens of nanometers. Deposition techniques can be broadly categorized into two

main types, depending on whether the process is primarily chemical or physical [41].

Chemical deposition

17



2.1. DEPOSITION TECNIQUE: DC SPUTTERING CHAPTER 2

In this process, a fluid precursor undergoes a chemical change at a solid surface, resulting in

the deposition of a solid layer. An everyday example of this phenomenon is the formation of soot

on a cool object when it is placed inside a flame. Because the fluid surrounds the solid object,

deposition occurs on every surface, with little regard to direction; thin films produced by chemical

deposition techniques typically exhibit conformal growth, rather than directional growth.

Physical deposition

Physical deposition employs mechanical, electromechanical, or thermodynamic means to pro-

duce a thin film of solid. An everyday example is the formation of frost. Because most engineering

materials are held together by relatively high energies, and chemical reactions are not utilized to

store these energies, commercial physical deposition systems typically require a low-pressure va-

por environment to function properly; most can be classified as physical vapor deposition (PVD).

The material to be deposited is placed in an energetic, entropic environment, causing particles

of material to escape its surface. Facing this source is a cooler surface that draws energy from

these particles upon arrival, allowing them to form a solid layer. The entire system is contained

within a vacuum deposition chamber to enable the particles to travel as freely as possible. As par-

ticles tend to follow a straight path, films deposited by physical means are commonly directional,

rather than conformal.

Physical deposition: DC sputtering

Sputtering relies on a plasma, often a noble gas like argon, to dislodge material from a solid

"target" a few atoms at a time. Unlike evaporation processes, sputtering allows the target to re-

main at a relatively low temperature, offering versatility in deposition techniques. It’s particularly

advantageous for compounds or mixtures, preventing disparate components from evaporating at

varying rates. Although sputtering’s step coverage tends to be mostly conformal, it finds wide

application in optical media manufacturing, including CDs, DVDs, and Blu-ray discs. Notably, it

offers swift processing and precise thickness control. Presently, sputtering techniques are expand-

ing to include nitrogen and oxygen gases.

In particular Direct current (DC) sputtering is a technique used for depositing thin films,

where ionized gas molecules are employed to dislodge (sputter) molecules from a target material,

transforming them into plasma. DC sputtering is particularly favored for target materials that

conduct electricity due to its cost-effectiveness and precise control.

In the DC magnetron sputtering process, a vacuum chamber houses the target material aligned

parallel to the substrate. Within this chamber, a high-purity inert gas, such as argon, is introduced

and becomes ionized when subjected to a pulsed DC current.

The target material serves as the negative electrode (cathode), while the substrate functions as

the positive electrode (anode). As the DC current traverses the system, it leads to the ionization

of argon gas, initiating vigorous collisions between the ions and the negatively charged metal

source.

18



CHAPTER 2 2.1. DEPOSITION TECNIQUE: DC SPUTTERING

These collisions result in the expulsion of metal ions from the target’s surface into the plasma,

consisting of ionized gas ions and electrons. The substrate, positively charged, attracts the neg-

atively charged plasma, causing it to condense onto the substrate’s surface, thus forming a thin

film coating derived from the neutral source material.

Like any type of sputtering deposition effect, DC magnetron sputtering requires a vacuum

chamber. It also requires DC power, positively charged sputtering gas atoms, a target material,

and a substrate.

This is the process DC magnetron sputtering systems use to deposit metal coating materials

onto substrates:

1. The target or coating material to be used as the thin film is placed in a vacuum chamber.

2. The vacuum chamber is positioned parallel to the desired substrate.

3. The vacuum chamber removes water, air, hydrogen, and argon with a chamber pressure

between 1 and 100 mTorr.

4. The chamber then fills with inert process gas ions, such as argon ions.

5. The system applies a DC voltage to the target surface.

6. The target coating material becomes the cathode, and the substrate becomes the anode.

7. The neutral argon atoms become ionized when they collide with the negatively charged

target and then eject into high-density plasma, which is generated through neutralization.

8. The now-ionized gas ions remain in the vacuum and break out the target atoms.

9. The ionized gas molecules drive into the substrate.

10. The positive ions condense and form thin films on the substrate.

11. The magnetic field traps electrons over the sputtering targets, preventing ion bombardment

and increasing the deposition rate.

Altogether, DC magnetron sputtering is a relatively simple technique with a high deposi-

tion rate, allowing manufacturers to deposit large quantities of surface materials onto substrates

quickly, economically, and effectively [42].

DC sputtering is the simplest and most economical process among PVD metal deposition

methods.

Manufacturing companies that utilize DC reactive magnetron sputtering can save money on

their equipment and processes, creating wider profit margins. DC power requires simple, afford-

able configuring compared to other methods of sputter deposition. This process can also be

adapted for use with magnetic sputtering targets, such as iron, nickel, and cobalt.
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2.2. USED SAMPLE CHAPTER 2

DC magnetron sputter deposition also offers greater control within the manufacturing process.

Using DC as a power source allows for more precision and versatility in the chamber pressure

vacuum. This process is applicable to numerous thin-film deposition materials.

Additionally, DC sputtering has an impressive sputtering rate compared to other methods.

This advantage allows DC sputtering systems to process large substrates quickly.

2.2 Used sample

Gd films have been deposited on silicon (100) substrates with a 290-nm thermally oxidized layer

(Si (100)/SiO2 290 nm) by DC sputtering in an argon atmosphere. Deposition has been carried

out at an approximately 3 µm/h rate on a substrate heated above room temperature. The 85

mm diameter, 99.9% Gd target, was placed at 65 mm from the sample holder. Base pressure

was approximately 1×10−7 mbar at the depositing temperature. Tantalum (chosen because of its

corrosion resistance, flexibility, and high thermal conductivity) deposited by DC sputtering under

the same condition as Gd, has been used as the buffer and capping layer. Silicon substrate surface

was cleaned by a sputtering system which removed approximately 30 nm of the SiO2 layer.

The samples used in this thesis and sample preparation method were kindly provided by Dr.

Massimiliano Marangolo; 3 samples differing in gadolinium layer thickness were used and one of

them was separated from the substrate:

1. Hiper 19: 16.2 µm Gd, 15 nm Ta, no substrate, length 8.2 mm, width 4.5 mm, thickness

16.2 µm, density 7.9 g/cm3;

2. Hiper 28: 16.2 µm Gd, 50 nm Ta, Si (100)/SiO2 290 nm substrate, length 11.05 mm, width

9.75 mm, thickness 300 nm, density 2.4 g/cm3;

3. Hiper 45: 3.4 µm Gd, 50 nm Ta, Si (100)/SiO2 290 nm substrate, length 29.0 mm, width 5.6

mm, thickness 290 nm, density 2.4 g/cm3.
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Mechanical Spectroscopy

The term Mechanical Spectroscopy (M.S.) indicates an experimental technique based on joint

measurements of internal friction (I.F.) and dynamic elastic modulus (E). Although not a recent

technique, M.S. has remained confined to a small circle of scholars. In the specific literature,

important names such as Bordoni, Zener, Seeger, Gondi, Granato, Lacke, and many others are

found, scientists indissolubly linked to the technique and progress in mechanical spectroscopy.

Despite the enormous progress in scanning techniques and electron microscopy, mechanical spec-

troscopy has never provided sensitive information on the study of diffusion, transmission, diffrac-

tion, etc., which could be obtained with other techniques such as scanning electron microscopy

(SEM), Energy Dispersive X-ray Spectroscopy (EDS) analysis, and X-ray diffraction. Surely one

of the factors that has contributed to this negative result in recent years concerns the difficulties

in finding specific equipment for mechanical spectroscopy on the market; until about ten years

ago, the experimenter was often forced to build some parts of the instrumentation himself and

jealously guard the technical details.

M.S. can be of great help in solving practical problems related to industrial production, where

knowledge of microstructure and control of material properties are of increasing importance.

The VRA-1604 (Vibrating Reed Analyzer) (Fig. 3.0.1, Fig 3.0.2) instrument is the first and

only commercial instrument made in Italy. This machine has been designed to operate in a

user-friendly manner, therefore to be used simply even by operators who do not have extensive

experience in the field [43].

In the specific case discussed in this thesis, the VRA-1604 is used to study the phase transition

due to the magnetocaloric effect in gadolinium, caused by mechanical stress.
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Figure 3.0.1: VRA-1604

Figure 3.0.2: VRA-1604

3.1 General Concept

The mechanical energy stored within a vibrating solid inevitably dissipates as heat due to various

inelastic processes. One such process is external friction with the surrounding gas, which can be

minimized by operating in vacuum conditions. Intrinsic sources of dissipation within the specimen

may include phenomena such as the movement of point defects, dislocations, or grain boundaries

[44, 45, 46]. Additionally, magnetomechanical effects [47] and phase transitions like martensitic

transformations [48, 49] contribute significantly to energy dissipation. A comprehensive review

of these effects can be found in the work of Nowick and Berry [50].

The dissipation of energy in vibrating solids is quantified by the internal friction (IF), defined

as the ratio of energy dissipated during one cycle to twice the maximum elastic energy stored

in the same cycle. IF values typically range from 10−6 in nearly perfect single crystals to values
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greater than 1 in viscous materials. Resonant vibrations, whose frequencies are proportional to

elastic constants, are particularly useful in studying material properties and phase transitions.

For example, longitudinal modes yield the Young’s Modulus (E), which, like IF, is influenced by

material microstructure [51, 52, 53]. Torsion vibrations provide insights into the shear modulus

(G) or the elastic constant C44 in single crystals [54].

Measuring the frequency and damping of vibrations in solids is of general interest to solid-

state and materials science laboratories. Various instruments, ranging from torsion apparatuses

to devices for longitudinal vibrations with different excitation and detection methods, have been

developed since the 19th century [55, 56, 57, 58, 59]. Recent advancements, such as electron

correlation spectroscopy, have enabled the measurement of objects as small as nanotubes [60],

while resonant ultrasound spectroscopy allows the determination of elastic constants in a single

run [61]. Despite the commercial success of instruments working in forced vibrations, their reli-

ability diminishes when IF is less than 10−3. Resonant analyzers offer better sensitivity without

requiring determination of phase difference [62, 63].

Here is described the automation of a resonant mechanical analyzer employing the vibrating

reed technique. A software developed with the LabVIEW programming language controls envi-

ronmental parameters, detects resonance frequency, acquires data at a maximum rate of 0.5 Hz,

and performs real-time analysis and display.

3.2 Principles of Operation

Our equipment (see Fig. 3.2.1) operates in a resonant dynamic regime. The vibrations of the

specimen can be described in the small amplitude regime by the well-known damped harmonic

model:

ü +2π f0qu̇ + (2π f0)2u = F (t ), (3.2.1)

where the variable u represents the displacement from the equilibrium position, f0 denotes

the resonance frequency, the factor q determines the sharpness of the resonance, and F (t ) denotes

the periodic driving force applied to induce the resonant vibrations. When F (t ) is turned to zero,

the specimen undergoes damped oscillations, as depicted in Fig. 3.2.2.

The vibration frequency during the damped oscillation is given by:

f1 = f0

√
1− q2

4
, (3.2.2)

regardless of the previous driving force frequency. When the driving force with frequency f

is applied, the vibration amplitude is given by:

A0 f0 f1q√
( f 2 − f 2

0 )2 + f 2 f 2
0 q2

, (3.2.3)

where A0 represents the maximum amplitude. Therefore, in order to achieve a significant

23



3.2. PRINCIPLES OF OPERATION CHAPTER 3

vibration amplitude, f must satisfy the condition

| f − f0| ≤ q f0. (3.2.4)

Figure 3.2.1: Schematic diagram of the apparatus.

Figure 3.2.2: Trigger signal, driving voltage, vibration signal, and envelope of the vibration signal. At time t0, the trigger event
switches off the driving voltage and damped oscillations start.

According to its definition, the internal friction (IF) is the inverse of the quality factor Q of

the oscillating system and in the damped harmonic model, it is related to the resonance frequency

and decay factor by the following relation:

Q−1 = 1

2π

(
1−exp

(
−2πq f0

f1

))
. (3.2.5)

If the condition q ≪ 1 is satisfied, as is often the case for crystalline materials, then f1 ≈ f0
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and Q−1 ≈ q . The damped vibrations are described by:

u(t ) = u0 cos
(
2π f1t +θ)

exp
(−π f0qt

)
, (3.2.6)

where θ represents a phase angle.

In our vibrating reed apparatus, the specimen is clamped at one end to a vertical nonmagnetic

rod, while the other end is free (see Fig. 3.2.3).

Figure 3.2.3: (a) Specimen geometry and deformation. (b) Detail of the specimen-electrode system.

The specimen is a parallelepiped whose length l , width w , and thickness h are such that

l ≫ w ≫ h (ideally one order of magnitude between each dimension). This requirement is useful

to ensure that no other modes of vibration apart from the longitudinal fundamental mode and,

possibly, its harmonics, are excited with appreciable amplitude.

The resonance frequency corresponding to the i th vibrational mode is proportional to the

square root of the Young’s Modulus according to [64]:

f0i =
a2

i h

2πl 2

√
E

12ρ
, (3.2.7)

where ρ is the density and ai is the i th solution to cos(a)cosh(a +1) = 0. The first values are

a1 ≈ 1.8751, a2 ≈ 4.6941, a3 ≈ 7.8548, and a4 ≈ 10.9955. A typical specimen can have h ≈ 0.5 mm,

w ≈ 5 mm, and l ≈ 50 mm. The resulting resonance frequency typically spans the 0.1–10 kHz

range depending on the modulus and density of the material. To obtain the resonance frequency,

i.e., the Young’s modulus, and the IF, the free damped vibrations of the specimen are analyzed.

Since in this experimental apparatus, the damped vibrations are sampled into N points at regular

time intervals ∆t , the analysis of this discrete signal sk is discussed. According to Eq. (3.2.6), this

signal can be written as:
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sk = A exp−bk cos(ωk +θ), (3.2.8)

where A, θ costants, ω= 2π f1∆t , b =π f0q∆t and k = 1, ..., N . The discrete power spectrum of

sk , obtained by fast Fourier transform, is:

s̃ j = c

cosh(b)−cos
(
w − 2π j

N

) , (3.2.9)

where c is a constant that depends on A, b and N . The power spectrum shows a well-defined

peak at j ≈ ωN /2π. The parameter ω and b are obtained by fitting the function defined in

Eq. (3.2.9) to the power spectrum using the Levenberg–Marquardt algorithm. Only a few points

around the maximum are necessary for the fit. From ω and b, the resonance frequency f0 and

the internal friction Q−1 are computed. If the specimen has a well-defined geometrical shape,

the absolute value of the Young’s modulus is calculated through Eq. (3.2.7), otherwise only its

relative variations can be investigated. The number of acquired point N and the sampling time ∆t

are chosen to describe correctly the profile of the power spectrum peak and minimize the noise

content present in the decay tail. Even if the decay constant b may be obtained from a fit of the

power spectrum, an alternative way to measure it is preferred. The decay constant is obtained as

the slope of the logarithm of the envelope sk of the free oscillations. The envelope sk of signal sk

is computed by means of the fast Hilbert transform H [s]:

sk =
√

s2
k +H [s]2

k , (3.2.10)

and then the decay constant is obtained by the linear fit of the function:

log
(|sk |

)= bk + log(A). (3.2.11)

We compared the values of the decay constant obtained from the fit of simulated signal with

the values used to generate the signal and found that the relative differences were less than 10−3.

The method employed to tune the driving force frequency to the resonance frequency of

the specimen during a measurement exploits the smoothness of the Young’s modulus and IF

changes in correspondence with smooth changes of the environmental parameters. If f0(t2) and

Q−1(t2) are, respectively, the resonance frequency and the IF expected at time t2 > t1 and if

the interval t2 − t1 is sufficiently small with respect to the variation rate of the environmental

parameters, then the measured frequency f0(t1) at time t1 satisfies the inequality of Eq. (3.2.4).

Under these conditions, the last acquired frequency may be used to set the frequency of the driving

force in order to excite a significant vibration amplitude and follow the shift of the resonance

frequency during the measurement. It must be noted that a minimum time interval exists between

consecutive acquisitions for this method. This time lag is partly due to the mechanical properties

of the sample, i.e., to the time needed for the vibrations to attenuate and restore. This contribution

may be of several seconds in the worst cases (e.g., f0 = 102 Hz and Q−1 = 10−4). The other

contribution is determined by the computing time to obtain the physical quantities from the
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acquired signals. Therefore, the variation rate of the environmental parameters has to be small

enough to allow consecutive acquired frequencies to satisfy the condition of Eq. (3.2.4).

3.3 VRA-1604: Apparatus Description

Vibration excitation and detection

The stimulation and detection of both coerced and dampened oscillations rely on the single-

electrode capacitive technique [59]. As depicted in Fig. 3.2.3, the unbound edge of the sample

confronts the flat end of the electrode. The electrically grounded specimen is induced into motion

by the almost electrostatic interaction with the rigid electrode subjected to a sinusoidal potential

devoid of any direct current (dc) component. If the specimen is non-conductive, a suitable metallic

layer must be applied to the surface facing the electrode. The resulting force on the sample

is directly proportional to the square of the applied potential, thereby making the oscillation

frequency twice the potential frequency. The sample-electrode system functions as a capacitor

modulating a high-frequency oscillator. Circuitry converts the frequency modulation induced

by the sample vibrations into an amplitude modulation, which is directly proportional to the

vibration amplitude of the sample. The overall circuit closely resembles that of a radio receiver,

with the incoming signal generated by the vibrating specimen. It is feasible to determine the

vibration amplitude δd of the specimen, where d denotes the distance between the specimen and

the electrode, and the strain amplitude ϵ given by ϵ= 3δdh
l 2 (if h ≪ l), by measuring the capacity

C ∝ d−1 of the electrode-sample system and the amplitude variation in capacity ∆C ∝ δd/d 2.

The electrode-sample capacity is simulated with a parallel-plate capacitor to estimate the

distance d . The variation in capacity ∆C is derived from the output signal and the known char-

acteristics of the electronic components. The resultant strain amplitude typically falls below 10−5

for this apparatus.

A digital function generator (e.g., TTi TG1010) generates the sinusoidal voltage, which is

subsequently boosted by a transformer before being applied to the electrode through a low-pass

filter. The frequency dependency of the transformer amplification factor is duly taken into con-

sideration.

The signal derived from the sample vibrations is amplified and filtered by a noise-rejecting

voltmeter (e.g., EG&G7310) controlled by a general-purpose interface bus board. The bandwidth

of the bandpass filter is continuously adjusted to avoid disturbing the transient signal of the at-

tenuation. This is ensured by setting the quality factor of the filter (Qfilter) to the maximum value

such that Qfilter ×Q−1
specimen < 10. A budget-friendly National Instruments PCI 6024E board ac-

quires both driving and sample signals through two 12-bit resolution input channels operating in

differential mode to minimize noise. A digital line of the same PCI board serves as a trigger, syn-

chronizing the switch-off of the driving voltage and the commencement of damping acquisition

by the board. The resonance condition is visualized on the personal computer video by plotting

the sample signal against the driving signal, yielding a second-order butterfly-shaped Lissajous

pattern.
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Specimen environment

The measurements are conducted within a high vacuum environment (with a pressure of 10−3

Pa) achieved using a turbomolecular pump. The setup enables experiments to be carried out as

a function of both temperature and magnetic field. An inductive coil is positioned in a coaxial

configuration with the specimen and the electrode (refer to 3.2.1). Consequently, the magnetic

field (with a maximum value of 250 kAt/m) aligns parallel to the l specimen’s longitudinal axis.

A small resistive oven, inserted into the coil aperture, permits heating up to 1000 K. For mea-

surements exceeding 1400 K, a larger oven can be utilized, albeit it does not fit within the coil.

Additionally, a cryostat is available for experiments conducted at temperatures as low as 10 K.

The power supplies for both the coil and the oven are remotely controlled via a continuous

voltage signal from an analog output channel of the Peripheral Component Interconnect (PCI)

board.

Temperature measurement is facilitated by a K-type thermocouple positioned near the sample

(as illustrated in Fig. 3.2.1).

Control software

The software controlling the system and handling data acquisition has been developed using

LabVIEW. It provides remote control over various components, including the function genera-

tor, the noise-rejecting voltmeter, and the power supplies for the magnetic coil and oven. Users

can configure measurements by combining different procedures, such as heating ramps, cooling

ramps, isotherms, magnetic field ramps, and driving force ramps. Additionally, these procedures

can be tailored to follow different vibration modes if the sample exhibits two or more detectable

harmonics within the available frequency range. This feature is particularly advantageous as it

enables data acquisition at various frequencies during a single run. When not specified by the

procedure, users have the flexibility to choose between constant strain or stress conditions.

Following an initialization procedure to test the stability of selected parameters like frequency,

driving voltage, and signal amplitude, the software takes control of the entire acquisition process

and executes the measurement method defined by the user. At the start of each acquisition cycle,

the frequency of the driving voltage is set to half of the last acquired frequency, and the voltage

amplitude is adjusted according to the selected vibration mode (either constant amplitude or

constant driving voltage). Subsequently, the system waits for the specimen vibrations to stabilize.

Once stabilization occurs, the trigger signal deactivates the driving voltage and initiates the ac-

quisition of damped vibrations. The acquired signal is then processed to determine the coefficient

b and the amplitude A through linear fitting based on Eq. (3.2.11), along with the value of f0

obtained from a nonlinear fit of the signal power spectrum using the function described in Eq.

(3.2.9).
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Measurements and Results

The aim of this study is to explore the second-order phase transition in Gd thin film samples

related to the Magnetocaloric Effect (MCE) using VRA-1604 (as described in section 3.3). Specif-

ically, we investigate the impact of this phase transition on the mechanical properties of the

samples, namely the resonance frequency (RF), internal friction (IF), and modulus (M). It is

noteworthy that mechanical wave stimulation can trigger the magnetocaloric effect, rendering the

measurements conducted in this thesis highly relevant in this field [65, 66].

Several measurements were conducted on three samples (Hiper 19, Hiper 28, Hiper 45) under

high vacuum conditions of 10−3 Pa (as detailed in section 3.3). Below are the results obtained

along with the corresponding graphs.

Hiper19

The Hiper 19 sample (16.2 µm Gd, 15 nm Ta, no substrate) was cooled to -22.12 °C, heated to

30 °C at 0.6 °C/min, and further to 120 °C at 1.0 °C/min, with sampling every 15.00 s. At 23.69 °C,

an IF peak of 0.015 was observed, corresponding to a RF of 89.97 Hz and M of 4.33 GPa (Figure

4.0.1). The transition occurred from 20.22 °C to 26.89 °C, exhibiting a clear IF peak and local

minima in RF and M. An anomalous trend in the modulus M is observed due to deformations of

the very thin film during heating.
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Figure 4.0.1: RF (black), IF (red), and M (dashed blue) as a function of temperature.

Hiper28

The Hiper 28 sample (16.2 µm Gd, 50 nm Ta, Si (100)/SiO2 290 nm substrate) was cooled to

-33.91 °C, heated to 100 °C at 0.6 °C/min, with sampling every 15.00 s. At 21.53 °C, an IF peak

of 0.018 was observed, corresponding to a RF of 1781.91 Hz and M of 4.83 GPa (Figure 4.0.2).

The transition occurred from 11.72 °C to 29.43 °C, although the IF peak is not as visible as in the

Hiper 19 sample, probably due to the substrate’s greater thickness compared to the Gd thin film

and internal relaxations. Damping effects due to the substrate were also observed, although not

investigated in this study as our focus was solely on the second-order ferromagnetic transition.
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Figure 4.0.2: RF (black), IF (red), and M (dashed blue) as a function of temperature.

Hiper45

The Hiper 45 sample (3.4 µm Gd, 50 nm Ta, Si (100)/SiO2 290 nm substrate) was cooled to

-28.14 °C, heated to 100 °C at 0.6 °C/min, with sampling every 15.00 s. At 20.55 °C, an IF peak of

0.016 was observed, corresponding to a RF of 389.89 Hz and M of 38.71 GPa (Figure 4.0.3). The

transition occurred from 18.81 °C to 22.03 °C, although again the IF peak is not as visible as in

the Hiper 19 sample, probably due to the substrate’s much thicker presence compared to the Gd

thin film (even thinner than the Hiper 28) and internal relaxations. Additionally, damping effects

due to the substrate were observed, although not investigated in this study as our focus was solely

on the second-order ferromagnetic transition.
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Figure 4.0.3: RF (black), IF (red), and M (dashed blue) as a function of temperature.

These findings shed light on the mechanical behavior of Gd thin film samples during phase

transitions, providing valuable insights for further research in this area.

4.1 Examples of Technological Use

Magnetic Refrigeration

There is presently considerable interest in harnessing the Magnetocaloric Effect (MCE) as an

alternative means of refrigeration across a wide range of temperatures, from ambient to cryo-

genic conditions. Magnetic refrigeration, depicted in Fig. 4.1.1, represents an eco-friendly cool-

ing approach that eschews ozone-depleting or hazardous chemicals typically found in traditional

refrigeration systems. Unlike conventional vapor-cycle refrigerators, which rely on volatile liquid

refrigerants, magnetic refrigerators utilize solid refrigerants, often in the form of spheres or thin

sheets, along with common heat transfer fluids such as water, air, or helium gas. This approach

eliminates ozone-depleting and global warming effects associated with traditional refrigerants.

Notably, magnetic refrigerators operate with lower energy losses compared to vapor-cycle sys-
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tems, offering a promising avenue for enhanced efficiency and reduced environmental impact.

Figure 4.1.1: The diagram illustrates the magnetic-refrigeration cycle, responsible for transferring heat from the heat load to its
surroundings. In the illustration, light and dark gray represent the magnetic material without and with an applied magnetic field,
respectively. Initially, the magnetic moments within the material are disordered. However, upon the application of a magnetic field,
these moments align, leading to heating of the material. This heat is then transferred from the material to its surroundings via a
heat-transfer medium. Upon removal of the magnetic field, the magnetic moments return to a disordered state, causing the material
to cool below ambient temperature. Consequently, heat from the system to be cooled can be extracted using a heat-transfer medium.
Adapted from Ref. [67]

Recent studies have demonstrated that magnetic refrigerators employing gadolinium (Gd)

can achieve cooling efficiencies up to 60% of the Carnot limit [68, 69, 70, 71], surpassing the

performance of conventional gas-compression refrigerators operating at approximately 40% effi-

ciency. However, achieving such efficiency levels requires high magnetic fields, typically around 5

T, which limits practical implementation. Consequently, there is a growing emphasis on develop-

ing new magnetic materials with larger MCE that can operate effectively in lower magnetic fields,

around 2 T, achievable with permanent magnets.

The efficiency of magnetic refrigeration processes depends on various factors, including the

size of magnetic moments and the applied magnetic field. Hence, ongoing research primarily

focuses on superparamagnetic materials and rare-earth compounds known for their favorable

properties in magnetic refrigeration applications.

Refrigeration in the subroom temperature range (approximately 250-290 K) holds particular

promise for energy savings and environmental benefits. Materials suitable for magnetic refriger-

ation must exhibit specific properties:

1. A first-order field-induced transition near the working temperature to leverage the associated

entropy change.

2. High refrigerant capacity q, quantified by the amount of heat transferable between cold and

hot sinks in an ideal refrigeration cycle. This capacity is crucial for practical applications,

emphasizing the importance of maximizing heat energy per unit volume transferred in one

refrigeration cycle [72]:
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q =
∫ Thot

Tcold

∆S(T )∆H dT. (4.1.1)

3. Low magnetic hysteresis to minimize magnetic-work losses during the refrigeration cycle.

4. Low heat capacity (CP) to reduce thermal load and prevent entropy loss.

5. Cost-effectiveness and safety. While rare-earth-based compounds offer excellent magnetic

refrigeration properties, their high cost poses a challenge. Alternative materials, such as

3d-transition-metal compounds or ceramic manganites, show promise in terms of cost-

effectiveness and performance [67, 73]. However, considerations regarding the toxicity

of certain elements, such as arsenic in MnAs-based materials, must be addressed for com-

mercial viability. Another class of compounds, La(FexSi1−x)13, presents large MCE at room

temperature and is both cost-effective and environmentally benign [74, 75].

Energy Conversion Applications

A variety of performance metrics have been proposed to evaluate the characteristics of magne-

tocaloric (MC) materials [76, 77]. However, it is evident that the best MC material cannot be

defined independently of the operating principle of the device using it.

Since Barclay and Steyert’s 1982 patent [78], the active magnetic regeneration (AMR) ap-

proach has been widely adopted in MC refrigerator and heat pump prototypes. The main goal is

to expand the device’s temperature range by utilizing the MC material both as a refrigerant and

as a heat regenerator simultaneously.

In particular, the recent development of flexible caloric films has ushered in a new paradigm

in energy transducers. These films, based on poly(vinylidene fluoride) (PVDF) electrocaloric and

natural-rubber elastocaloric materials, replace regeneration with a cascade of devices, eliminating

the need for heat exchange fluids and pumps.

The use of solid-solid heat contact has been shown to significantly improve the thermal perfor-

mance of caloric devices, enabling increased efficiency and power. The efficiency of these devices

is primarily limited by thermal conduction within the material, suggesting that thin films can

greatly increase cycling frequency and thus device power.

In the study conducted by Massimiliano Marangolo et al. [79], the properties of a self-

supporting gadolinium (Gd) film for energy conversion applications are investigated. This film

offers ideal thickness, flexibility, smoothness, and magnetocaloric (MC) effect for small-scale de-

vices. The use of a patterned hard magnetic film, as described in the article, allows for the

generation of well-confined magnetic fields, optimizing the calorimetric effect (Fig 4.1.2).
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Figure 4.1.2: Illustration of the apparatus: The central frame depicts the adiabatic magnetization and demagnetization processes
(adiabats), with the MC material moving upwards for magnetization and downwards for demagnetization. The top and bottom dia-
grams illustrate the constant applied field and the heat exchange transformations (cooling and heating). This schematic underscores
the significance of the Gd film’s suppleness in ensuring efficient thermal contact with the reservoirs.

The results indicate that the Gd film holds potential applications in the design of high-efficiency

MC thermal generators. In particular, it is anticipated that the generated power could meet the

needs of modern wireless IoT sensors, opening up new opportunities in the field of thermal energy

conversion. For instance, our study has demonstrated that a single stage of the device, cycling

over a fixed temperature difference between hot and cold reservoirs of ∆Tr es = 10K , can produce a

magnetic power of 1.1 W/g (16 mW /cm2), corresponding to a frequency of 100 Hz. Considering

a final conversion ratio between magnetic and electrical energy of 10−3, an electrical power output

of 16 µW /cm2 is obtained, more than four orders of magnitude higher than the value reported

in the literature [80], adequately meeting the needs of modern wireless IoT sensors [79].
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Conclusion

The MCE in Gd thin films offers new opportunities for the development of various technologies,

owing to the changes in their physical and mechanical characteristics during the second-order

phase transition.

This study aimed to understand the second-order phase transition in three samples and its

implications for mechanical characteristics, such as resonance frequency (RF), internal friction

(IF), and modulus (M). Through experimental measurements on various Gd thin film samples,

significant insights have been gained.

The results from measurements on Hiper 19, Hiper 28, and Hiper 45 Gd thin film samples re-

vealed distinct variations in resonance frequency, internal friction, and modulus around the Curie

temperature Tc (approximately 294 K in the bulk material). These variations indicate the pres-

ence of second-order phase transitions and their influence on mechanical behavior, depending on

factors such as the presence of a substrate (as seen in the Hiper 19 sample) and the thickness of

the Gd thin film.

As discussed in Chapter 4:

- An anomalous trend in the modulus M is observed in Hiper 19, attributed to deformations

of the very thin Gd film during heating;

- The IF peak in Hiper 28 is almost imperceptible, likely due to the substrate’s greater thick-

ness compared to the Gd thin film and internal relaxations

- In Hiper 45, the IF peak is less visible than in the Hiper 19 sample, possibly due to the thicker

substrate relative to the Gd thin film (even thinner than in Hiper 28) and internal relaxations;

- Both Hiper 28 and Hiper 45, which have substrates, exhibit damping effects not investigated

in this study, as our focus was solely on the second-order ferromagnetic transition;

The observed changes in RF, IF, and M offer valuable insights into the behavior of Gd thin

films, informing the design and optimization of MCE-based devices for various applications.

Furthermore, the temperature range of the measurements provides insight into the internal
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stresses of the sample, which can affect its mechanical behavior during the transition due to the

MCE.

This study contributes to ongoing research efforts aimed at exploiting the magnetocaloric

effect for different technologies, including magnetic refrigeration and energy conversion devices.

By elucidating the relationship between phase transitions and mechanical characteristics in Gd

thin film samples, this research provides new insights for future advancements in technology

development and research.
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