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“And in the naked light I saw

Ten thousand people, maybe more

People talking without speaking

People hearing without listening

People writing songs that voices never share

No one dared

Disturb the sound of silence”

To my family
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Sommario

L’Intelligenza Artificiale (AI) nei videogiochi è un’area di ricerca di lunga data. Studia come

utilizzare le tecnologie AI per ottenere prestazioni di livello umano quando si gioca. Da

anni ormai, gli algoritmi di Reinforcement Learning (RL) hanno superato in performance i

migliori giocatori umani nella maggior parte dei videogiochi. Per questo motivo è interessante

investigare se il RL può essere ancora utilizzato nell’industria dei videogame oppure se il

rapporto tra il RL e l’industria dei videogiochi debba rimanere puramente accademico.

Questo lavoro si concentra su due obiettivi primari nell’industria dei videogiochi: (i) Test

e Debug: come il RL può essere utilizzato nell’industria dei videogiochi per scoprire bug

latenti, valutare la difficoltà del gioco e perfezionare il design dei videogiochi? (ii) Creazione

di Personaggi non giocabili (PNG): il RL è la strategia migliore per creare in modo efficiente

i PNG o gli algoritmi di RL sono diventati troppo avanzati?

Questa tesi esplora la fattibilità dell’utilizzo dell’algoritmo Dreamer allo stato dell’arte

per effettuare test automatizzati e per creare PNG per i videogiochi; inoltre, propone SheepRL

un un framework open-source scalabile per l’esecuzione di esperimenti in modo distribuito.





Abstract

Artificial Intelligence (AI) in video games is a long-standing research area. It studies how to

use AI technologies to achieve human-level performance when playing games. For years

now, Reinforcement Learning (RL) algorithms have outperformed the best human players

in most video games. For this reason, it is interesting to investigate whether RL can still be

used in the video game industry or whether the relationship between RL and the video game

industry should remain purely academic.

This work focuses on two primary objectives within the video game industry: (i) Testing

and Debugging: how RL can be exploited in order to uncover latent bugs, assess game

difficulty, and refine the design of the video game. (ii) Non-Playable Characters (NPC)

Creation and Generalization: Is RL the best strategy to efficiently create NPCs or the RL

algorithms have become too advanced?

This thesis explores the feasibility of using the state-of-the-art Dreamer algorithm in

automated testing and NPCs creation for video games; in addition, it proposes SheepRL a

scalable open-source framework for running experiments in a distributed manner.
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these imagination steps up to a certain horizon H. The imagined trajectory

will be used to learn the actor and the critic. . . . . . . . . . . . . . . . . . 47

4.7 The Critic approximates the state-value function: given a latent state, it

estimates the values of the values of that state. . . . . . . . . . . . . . . . . 48

4.8 The possible scenarios during sampling from the Sequential Replay Buffer:

(i) On the top, the case in which the buffer is not full, so the sequence can

start in the green area and continue in the grey one, without falling into the

red area. (ii) On the bottom, the two cases where the buffer is full, on the left

of the index pos there are new collected experiences, instead, on the right

there are old experiences. It is possible to start sequences in the green area,

so as to be sure not to mix new and old experiences into a single trajectory. . 54

4.9 This picture [27] shows the performance on the Atari environments, show-

ing how Dreamer-V2 achieves superior performance compared to the best

model-free algorithms and other model-based algorithms present at the time.

Moreover, it shows how Dreamer-V2 is able to outperform humans in the

Atari environments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57



xviii List of Figures

4.10 The world model of Dreamer-V2 [27]. It is possible to notice that it maintains

the idea of Dreamer-V1: the observations are encoded and used to compute
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CHAPTER 1

Introduction

The intersection of AI and the video game industry has given rise to a captivating and

transformative realm where digital worlds are brought to life through the lens of Machine

Learning (ML). Within this burgeoning field, RL stands as a pivotal force, promising not only

to revolutionize gameplay but also to unlock novel avenues of exploration and innovation.

This research embarks on a journey through this dynamic landscape, charting the course of

the evolution of RL in the video game industry and examining its potential applications in

testing, debugging, and the creation of NPCs through environment generalization.

1.1 Bridging AI and Neuroscience

At its core, RL draws inspiration from the intricacies of human learning and decision-

making processes [55]. It is founded upon the principle of learning through interaction

with an environment, wherein an agent undertakes actions to maximize cumulative rewards.

This profound paradigm draws parallels with the neural mechanisms that underpin human

cognition, making it an enticing avenue for study and application in fields as diverse as

neuroscience and robotics.

The relationship between RL and neuroscience is particularly intriguing. The ability of

RL agents to acquire optimal behaviors through latent imagination, wherein they simulate

the consequences of actions and compute latent imagined states, mirrors the human capacity
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for mental simulation, prediction, and planning. By bridging the gap between AI and

neuroscience, RL presents opportunities for advancing AI-driven solutions.

1.2 The Dreamer Algorithm: Imagination in RL

At the heart of this exploration lies the Dreamer algorithm [24, 27, 28], a model-based RL

algorithm that learns the optimal behavior through imagination. It enables RL agents to

envision the consequences of their actions, fostering an iterative process of action refinement.

This mechanism, reminiscent of human imagination, endows RL agents with the ability to

learn optimal behaviors through a remarkable blend of trial and imagination.

1.3 SheepRL: A Scalable Framework for RL

Supporting this quest for the integration of RL into the video game industry is SheepRL,

an open-source framework engineered to simplify experimentation and scalable application.

In the world of game development, code comprehensibility and scalability are paramount.

SheepRL addresses these concerns by providing a versatile platform that facilitates experi-

ment management, code clarity, and extensibility. Furthermore, SheepRL goes a step further,

offering the capability for distributed training of RL agents through the Lightning Fabric,

thereby harnessing the power of parallel computing for accelerated learning.

1.4 RL in the Video Game Industry

This thesis embarks on a multifaceted exploration of the potential applications of RL within

the video game industry. Specifically, it delves into the realms of testing and debugging,

where RL can unveil latent bugs, assess game difficulty, and offer critical insights into game

design. Additionally, it explores the creation of NPCs, a complex endeavor often fraught

with resource-intensive processes. Here, the role of RL lies in generalizing environments to

reduce the laborious training time required for NPC development.
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As we traverse this exciting intersection of RL, video games, and computational imagi-

nation, we strive to unveil the transformative potential of RL while navigating the practical

challenges that accompany its integration into the ever-evolving video game industry. This

journey promises to illuminate new horizons and reshape the way we conceive and experience

video games.

1.5 Outline

In Chapter 2 the main concepts of RL are presented to be able to understand the rest of the the-

sis; whereas in Chapter 3 the State of the Art (SOTA) RL algorithms are described, focusing

on the advantages and disadvantages of each. In Chapter 4 Dreamer and Plan2Explore (P2E)

[51] algorithms are analyzed in detail and the PyTorch implementations used for executing

the experiments are presented; this implementation has been incorporated into the SheepRL

framework, described in Chapter 5. Finally, in Chapter 6 experiments are presented and the

results obtained are commented on; instead, in Chapter 7 conclusions about the work done

are given.





CHAPTER 2

Reinforcement Learning

RL has always been associated with video games, this is because RL is perfectly suited to

environments such as video games, where there is an explicit task to solve. It is precisely for

this reason, in fact, that the online nature of RL lends itself perfectly to solving problems

where there is a stated goal; learning, therefore, goal-oriented behaviors.

This chapter introduces RL and its related concepts. From the RL definition, passing

to the Markov Decision Process (MDP), the definition of policy, and finishing with the

difference between on-policy and off-policy algorithms, explaining the concepts of Temporal

Difference, and Advantages. Finally, a general overview of the techniques used for solving

RL problems, such as action-values, policy gradient, and actor-critic methods.

2.1 Overview

The RL is one of the ML paradigms; the goal is to learn what to do to maximize a numerical

reward signal, thus we want to map situations to actions. It comprises two components that

iteratively interact with each other: the actor and the environment. The actor is the learner

and has to solve a specific goal by selecting actions (A ∈ A), whereas the environment is

everything the agent interacts with. At each time step (t ∈N), the agent selects actions and the

environment responds to those actions and presents new situations to the agent (observations

O ∈ O), moreover, the environment provides the rewards (R ∈ R ⊂ R, i.e., the numerical
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quantity the agent seeks to maximize). Thus, the agent affects the subsequent data it receives

from the environment.

The iterative interaction between the agent and the environment forms a history, also

known as trajectory:

τ
.
= O0, A0, R1, O1, A1, R2, O2, A2, R3, . . .

Both the action selected by the agent and the observation and reward returned by the

environment depend on the trajectory τ . Suppose now to have a trajectory τt up to a certain

time step t > 0:

τt
.
= O0, A0, R1, O1, A1, R2, . . . ,Ot−1, At−1, Rt ,Ot

We can define the state St ∈ S as follows:

St
.
= f (τt)

where f is any function of the trajectory.

RL is not a kind of supervised learning because the learner is not told which actions to

take, but it has to find out which actions lead to the greatest reward. Moreover, someone can

think that the RL is a form of unsupervised learning algorithm because it seeks to find out the

optimal behavior without correct examples, but uncovering the hidden patterns in an agent’s

experience is not enough, indeed, by itself cannot address the RL problem of maximizing the

reward signal. For this reason, the RL agents cannot be considered as unsupervised learning

algorithms.

Since the goal of the agent is to maximize the numerical reward signal, it is important

to select actions that affect not only the intermediate reward but also the following rewards,

indeed, it may be more convenient to select an action that immediately gives the agent a

lower reward with a good outlook for future rewards, rather than choosing an action that

immediately gives a higher reward with a worse prospect of future rewards.
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As mentioned before, the agent has to learn which actions to select to maximize the

reward, i.e., mapping the situations to actions, in particular, the agent has to evaluate the

actions taken rather than learn them from correct actions (online RL). This leads the agent to

perform a trial-and-error search, leading to a key challenge in RL: the trade-off between

exploration and exploitation. To get a high reward, the agent should select actions that it

knows are effective for obtaining high rewards because it has already tried them in the past;

but to find those actions, it needs to select actions it has never tried before. Thus, it has to

trade-off between the exploration of new actions and the exploitation of known actions.

Another aspect to consider when discussing RL is the distinction between problems and

solution methods. The problem is defined through an MDP that captures the most important

aspects of the problem facing an agent interacting over time with its environment to achieve a

goal. In particular, the agent should be able to perceive the state of the environment and take

actions that affect the state of it, in order to solve its goal. This leads the MDPs to include

three main aspects: the sensation of the state, the action, and the goal (or goals). However,

the MDP will be explained in detail in Section 2.2.

2.2 Markov Decision Process

As introduced in the previous section, the interaction between the agent and environment

forms a trajectory that can be used to compute states. There are two kinds of states: the

environment state (Se
t ), i.e., the private state of the environment; and the agent state (Sa

t ),

which is the representation internal of the agent [52]. The first one is not visible to the agent,

whereas the second one is any function of the trajectory τt .

Definition 2.1 (Markov State). A state St is Markov if and only if

Pr[St+1 | St ] = Pr[St+1 | S0,S1, . . . ,St ]

The environment state Se
t is always a Markov state, whereas the agent state Sa

t could

be a non-Markov state. This leads to different types of environments: (i) fully described
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environments and (ii) partially observable environments. In the first case the observation is

equal to the environment state that is equal to the agent state (Ot = Se
t = Sa

t ), whereas in the

second case, the agent state is different from the environment state. The agent must construct

its own state in one of the following three ways:

1. Sa
t = τt , indeed, the trajectory is always Markov.

2. Use a probabilistic or Bayesian approach to estimate the agent state.

3. Use a recurrent NN.

An example of a fully described environment is “Chess”, the agent knows all the information

about the position of its pieces and the position of the pieces of the opponent; whereas the

game of “Poker” is an example of a partially observable environment, in which the agent

knows only its own cards, it is not able to know the cards of the opponents.

An environment of a RL problem can be described either through a MDP or a Partially

Observable MDP, if the environment is fully described or partially observable, respectively.

Definition 2.2 (Markov Decision Process). A Markov Decision Process is a tuple

⟨S,A,P,R,γ⟩

Where:

• S is a set of states.

• A is a set of actions.

• P is a state transition probability function:

Pa
ss′ = Pr

[
St+1 = s′ | St = s, At = a

]
• R is a reward function:

Ra
s = E [Rt+1 | St = s, At = a]
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Figure 2.1 The interaction between the environment and the agent. The agent provides the
state and the reward; the agent exploits the state to select the action to perform. Then the
environment returns the next state and the next reward [55].

• 0 ≤ γ ≤ 1 is the discount factor or discount rate1.

The transition probability P and the reward functions together define the dynamics of the

MDP. In other words, the MDP provides the next state and the reward given the previous

state and the previous action. Thus, the MDP completely characterizes the dynamics of

the environment: the transition probability function and the reward function are the two

things that we need to solve any problem of learning goal-directed behaviors, indeed, each

of these problems can be reduced to the exchange of three signals between the agent and

the environment: the states (the information exploited by the agent to make decisions), the

rewards (defines the agent’s goal), and the actions (the choices of the agent). In Figure 2.1 it

is possible to see how exactly the environment and the actor interact with each other.

Definition 2.3 (Dynamics of an MDP). Given an MDP, its dynamics are defined by the

function p:

p(s′,r|s,a) .
= Pr

{
St = s′, Rt = r|St−1 = s, At−1 = a

}
for all s′,s ∈ S , r ∈R, a ∈ A .

1The reason why we need a discount factor will be better explained in the Section 2.3.
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2.3 Goal and Returns

Further to my previous comments, the reward is the only learning signal the agent uses

to solve the task. The two main characters of RL have to deal with the reward: (i) the

environment has to define a proper learning signal in order to let the agent learn how to

solve the task; whereas (ii) the agent has to interpret in the correct way the signal to find the

optimal behavior.

In the case of the environment, a poorly designed reward most likely leads the agent to

learn sub-goals or incomplete behaviors. For instance, suppose to train an agent to play chess.

A good choice for the reward function could be the following one:

R1 =


+1 for winning

−1 for losing

0 for drawing and non-terminal moves

In this case, we have designed the reward in a way that reflects our goal, i.e., to win at chess.

In fact, the agent learns to maximize the reward, thus, to win the chess game. Let us take

now another reward function:

R2 =



+1 for winning

+n for taking opponent’s pieces

−1 for losing

0 for drawing and non-terminal moves

Where n > 0 depends on the importance of the opponent’s piece, in this second example, the

agent could learn a strategy that seeks to take the opponent’s pieces, without considering the

goal of the game, i.e., to win the match. In particular, the agent is led to solve sub-goals,

instead of achieving our goal. For this reason, the reward must be designed so that if the

agent maximizes it, it also solves the task.

On the other hand, the agent should exploit the reward signal to achieve a goal. On

one side it has to consider the next reward it will receive, however, it must also take into
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consideration the influence it will have on subsequent rewards. In other words, the agent has

to maximize the so-called expected reward.

Definition 2.4 (Expected Return). Given a sequence of rewards R1,R2, . . . ,RT , the expected

return is defined as follows:

Gt
.
= Rt +R2 + · · ·+RT

Where:

• t is the index of the current time step.

• T is the final step time and can be either T =+∞ or T ∈ N+

• N+ is the set of natural numbers, zero excluded (i.e., N\{0}).

In the case of T = +∞ we are in a continuing task, otherwise, we are in an episodic

task. The latter needs a terminal state that is the state in which the episode ends. This

terminal state must be followed by a reset of the environment and a distribution of starting

states (i.e., a distribution over the first state S0). For episodic tasks, the interaction between

the environment and the agent breaks naturally in episodes: each one starts from a starting

state and ends in the terminal state; whereas, in continuing tasks, the environment-agent

interaction does not break naturally in episodes, it simply continues without limit.

You can immediately see that for continuing tasks, the definition of expected return

introduced before is not suitable, because it could easily be infinity. For this reason, we need

a more robust definition to take into account future rewards. With this new concept, the agent

seeks to select actions so that the sum of the discounted rewards it receives over the future is

maximized.

Definition 2.5 (Expected Discounted Return). Given a sequence of rewards R1,R2, . . . ,RT ,

and a discount factor (or discount rate) γ ∈ [0,1] the expected return is defined as follows:

Gt
.
= Rt+1 + γRt+2 + γ

2Rt+3 + ...=
T

∑
k=0

γ
kRt+k+1
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Where, as usual, T can be either T =+∞ or T ∈ N+

The discount rate determines the level of importance of future rewards, if γ = 0, then the

agent is said to be “myopic” since it considers only the immediate reward. In this particular

case, the agent selects the action At only by considering the next reward Rt . Unfortunately,

this approach does not seem to work for general cases; on the contrary, it reduces access

to future rewards, thus reducing the final return. On the other hand, as γ approaches 1, the

return objective takes future rewards into account more strongly and the agent becomes more

forward-looking.

Now that we have introduced the two types of tasks, it could be useful to uniform the

two notations, indeed, it is useful to be able to refer to one or the other type of task, without

necessarily having to change the notation or having to specify which task is being referred

to. Let us consider the case of episodic tasks: in a single training, there could be more than

one episode, so we should refer to each state by considering the time step t and the number

of episodes i. So, we have to refer to St,i the state at time step t of episode i. However, it

turns out that when discussing episodic tasks, we rarely have to distinguish between different

episodes. Instead, it is more useful to consider only one episode or state something that is

true for all the episodes. For this reason, from this point forward, we will refer to episodic

tasks by considering only a generic episode (i.e., we will write St to refer to St,i) [55].

To uniform the two notations, we still need a little more expediency: in episodic tasks,

we sum a finite number of rewards, instead, in continuing tasks, we sum over an infinite

number of terms. The solution is to add an absorbing state after the episode termination,

with a unique reflexive transition that generates only zero rewards, as shown in Figure 2.2.

To resume, we can define the expected discounted return at time step t as:

Gt
.
=

T

∑
k=0

γ
kRt+k+1

With either T =+∞ or T ∈N+, and γ ∈ [0,1], for both the episodic and continuing tasks.



2.4 Values and Policy 13

Figure 2.2 The episodic tasks can be seen as continuing ones by adding an absorbing state
after the terminal state, and a unique reflexive transition with zero reward. In this case, the
episode ends at time step T = 3, and then the absorbing state, represented as a grey square,
allows the episode to continue indefinitely in a fictitious way. Indeed, the return is equal
whether we sum over the first T = 3 rewards or over the full infinite sequence, even if we
introduce the discount.

2.4 Values and Policy

Since the agent has to maximize the expected return, some questions arise: how can we

estimate the expected return? How good a state is for the agent? Which are the best actions

for a given state? We can answer these questions by introducing two fundamental concepts

for RL: the value functions and the policy. The first ones are functions of states or state-action

pairs, that given a state (or a state-action pair) estimate how good a state (or the state-action

pair) is for the agent in terms of future rewards, i.e., in terms of expected return. Clearly, the

expected return is influenced by the action the actor will take, so a value function is defined

with respect to a particular way of acting, called policy.

Definition 2.6 (Policy). A policy π is a mapping from states to probabilities of selecting

each possible action at time step t. So, π(a|b) is the probability of selecting the action At = a

in the state St = s at time step t.

In particular, the policy π(a|b) defines a probability distribution over a ∈ A for each

possible state s ∈ S . Now, we can formally define the value function of a state under a policy

π .

Definition 2.7 (State-Value Function). Given a policy π , the value function of a state s under

the policy, denoted as vπ(s), is the expected return when starting is s and following the policy

π to select the subsequent actions.
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vπ(s) = Eπ [Gt |St = s] = Eπ

[
T

∑
k=0

γ
kRt+k+1|St = s

]
, for all s ∈ S .

Where:

• Eπ [·] denotes the expected value of a random variable given that the agent follows the

policy π

• t is any time step.

• As usual, either T =+∞ or T ∈ N+.

It is important to notice that the value of the state-value function for the final state, if any,

is always zero.

Similarly to the state-value function, it is possible to define the action-value function,

which for each state-action pair denotes the expected return. In other words, it denotes the

expected return of taking an action a starting from the state s under the policy π .

Definition 2.8 (Action-Value Function). Given a policy π , the value function of taking an

action a in a state s under the policy, denoted as qπ(s,a), is the expected return starting from

s, taking the action a and thereafter following the policy π .

qπ(s,a) = Eπ [Gt |St = s,At = a] = Eπ

[
T

∑
k=0

γ
kRt+k+1|St = s,At = a

]
, for all s ∈ S, a ∈ A .

Now, that we have defined the value functions, we can introduce a fundamental property

of them, very useful in RL. This is the recursive property of the value functions, called the

Bellman equation (BE).

Definition 2.9 (Bellman equation for vπ ). For any policy π and any state s, the following

consistency condition holds between the value of s and the value of its possible successor

states:
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vπ(s)
.
= E [Gt |St = s]

= E [Rt+1 + γGt+1|St = s]

= ∑
a

π(a|s)∑
s′

∑
r

p
(
s′,r|s,a

)[
r+ γEπ [Gt+1|St+1 = s′]

]
= ∑

a
π(a|s)∑

s′
∑
r

p
(
s′,r|s,a

)[
r+ γvπ(s′)

]
.

Where:

• a ∈ A(s), i.e., the set of the actions that the agent can select when it is in the state s.

• s′ ∈ S.

• r ∈R.

As it is possible to notice in the above definition, the BE expresses the relationship

between the value of a state and the value of its successor states: from a state s, by following

a policy π , there are several successor states s′i, depending on the transition probability

function p (that defines the dynamics of the environment); each one leading a reward ri;

where i ∈
[
0,∑a∈A(s)∑(s′,r)∈p(s,a) 1

)
⊆ N is the index of the state-reward pair in which the

agent can end up from the state s. In other words, the BE averages over all the possibilities,

weighting each by the probability of occurring, as shown in Figure 2.3.

The state-value or the action-value functions can be computed in different ways: one of

them is through Monte Carlo (MC) methods. MC methods consist of estimating vπ and qπ

from experience: you take the mean of the actual return for each state encountered. This mean

will converge to the real state-value vπ(s), as the number of times the state s is encountered

approaches infinity. Likewise, it is possible to hold the average of each state-action pair

encountered; this average will tend to the value of qπ(s,a), as the number of times in the

state s the agent will take the action a approaches infinity.

The MC methods can be used when there is a suitable number of states or state-action

pairs; if there are too many states (or state-action pairs), it is necessary to find another solution
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Figure 2.3 Starting from the state s, the agent can select 3 different actions. For each action,
the dynamics of the environment, represented by the transition probability function p, can
lead to 2 different states, giving different rewards. This picture shows how the Bellman
equation averages over all the possibilities, weighting each by the probability of occurring:
the probability of selecting the action a (given by the policy π) and the probability that the
next state is s′ with reward r.

to compute the value function. A possibility, that produces an accurate estimation of the

vπ and qπ functions, is to parameterize them, with a number of parameters lower than the

number of states.

2.4.1 Optimality

It is clear that the agent has to find the optimal policy, i.e., the policy to follow to get the

highest reward. This optimal policy (π∗) is guaranteed to exist for an MDP. First of all, it is

necessary to define a method to compare the policies and to establish which one is better. A

practical way is to compare the expected returns (given by the value functions of the policies).

In particular, if a policy π has a greater than or equal to expected return with respect to

another policy π ′ for all the states s ∈ S , then π is said to be better then or equal to the policy

π ′. So, value functions define a partial ordering over policies.

Definition 2.10 (Optimal Policy). A policy π is said to be an optimal policy (π∗) if its

expected return is greater than or equal to that of any other policy π ′ for all the states s ∈ S .

π ≥ π
′ iif vπ(s)≥ vπ ′(s) for all s ∈ S , π

′ ∈ Π .
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Where Π is the set of all the set of all possible policies.

There could be more optimal policies that can be all denoted by π∗ since they share the

same state-value function, called optimal state-value function (v∗) and the optimal action-

value function (q∗).

Definition 2.11 (Optimal State-Value Function). Given the optimal policy π∗, the optimal

state-value function v∗ is defined as follows:

v∗(s)
.
= max

π
vπ(s) for all s ∈ S .

Definition 2.12 (Optimal Action-Value Function). Given the optimal policy π∗, the optimal

action-value function q∗ is defined as follows:

q∗(s,a)
.
= max

π
qπ(s,a) for all s ∈ S, a ∈ A .

The optimal state-value (and the action-value) function must satisfy the self-consistency

condition given by the BE: since we are referring to the optimal state-value function, the

consistency of v∗ can be written in a special form without reference to a specific policy.

Definition 2.13 (Bellman optimality equation). Given an optimal policy π∗ and its associated

optimal state-value function v∗, the Bellman optimality equation (BOE) for v∗ is defined as

follows:

v∗(s) = max
a∈A(s)

qπ∗(s,a)

= max
a

Eπ∗ [Gt |St = s, At = a]

= max
a

Eπ∗ [Rt+1 + γGt+1|St = s, At = a]

= max
a

Eπ∗ [Rt+1 + γv∗(St+1)|St = s, At = a]

= max
a ∑

s′,r
p
(
s′,r|s,a

)[
r+ γv∗(s′)

]
.
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Figure 2.4 Diagrams of the optimal state-value function (left) and the optimal action-value
function (right). On the left, the optimal state value is the maximum among the expected
returns obtained from all the possible actions. On the right, the optimal action value is given
by the weighted sum of the maximum expected return obtained from the next state pair
(s′,a′); the weights are given by the probabilities of occurring in state s′ and selecting the
action a′, starting from (s,a).

As shown in Figure 2.4, the BOE for v∗ expresses the fact that the value of a state must

be equal to the expected return obtained with the best action from that state. On the other

hand, the BOE for q∗ can be defined in the following way:

q∗(s,a) = E
[

Rt+1 + γ max
a′

q∗(St+1,a′)|St = s, At = a
]

= ∑
s′,r

p
(
s′,r|s,a

)[
r+ γ max

a′
q∗(s′,a′)

]
.

If we know the optimal value function, then it is straightforward to obtain the optimal

policy: for the state-value function v∗, the actions that appear best after a one-step search

will be optimal actions. This means that any policy that acts greedy according to an optimal

state-value function, then it is an optimal policy. Moreover, a policy that greedily follows the

optimal action-value function q∗ is an optimal policy too: for the action-value function, the

choice of actions is even easier, indeed, with q∗ we do not need to perform a one-step-ahead

search, since we just need to find the action a which maximize the expected return q∗(s,a)

for all states s ∈ S; it provides the expected return as a value that is locally and immediately

available for each state-action pair. In addition, the action-value function allows the agent to
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select optimal actions without knowing anything about the dynamics of the environment, so

without knowing anything about any possible successor state.

It would be nice to be able to easily and quickly derive the optimal state-value or the

optimal action-value functions, however in practice, it is not so straightforward. Let us take

the state-value function vπ : for finite MDPs, it has a unique solution independent of the

policy; in particular, the BOE is a system of n equations (one for each state, let us suppose

n states) in n unknowns. If the dynamics of the environment (p(s′,r|s,a)) are known, then

it is possible to solve the BOE for v∗ or q∗. If we could find a solution for the BOE, then

we would solve the RL problem, but this solution is rarely applicable in practice; there are

three main reasons: (i) The dynamics of the environment should be well-known; (ii) we

should have enough computational resources to compute the solution of the BOE; and, (iii)

the Markov property should be satisfied. For example, the game of backgammon satisfies the

first and the last point aforementioned, but we do not have enough resources to compute the

solution for the almost 1020 states of the game.

Given the difficulty in finding an exact solution to the BOE, we need to find other methods

to approximate the optimal solution. When there are a limited number of states (or state-

action pairs), we could use tabular methods, that use arrays or tables with one entry for each

state (or state-action pairs). The idea is to iteratively update the value of each entry every time

a state (or state-action pair) is encountered; when the number of times a state (or state-action

pair) is encountered approaches infinity, then the value in its corresponding entry in the array

(or table) tends to the value of the optimal state-value (or action-value) function. Instead,

when the number of states is much greater, we need more compact parameterized functions

to approximate the value functions: in our case, we will use Deep Neural Network (DNN) to

approximate them.

Another aspect to take into account, especially in complex environments with a huge

number of states, is that states have different probabilities of being encountered by the agent:

there are states where the agent is more likely to visit and there are others where it is less

probable. We prefer an approximation value function that is able to estimate better the values

of states in which the probability to be visited is higher than states in which this probability is
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lower. This is because the less probable states will have a low impact on the amount of reward

the agent receives since they will be encountered few times or never. The online nature of RL

facilitates the learning of optimal policies so as to put more effort into making good decisions

for frequently encountered states, at the expense of less effort for less frequently encountered

states. This aspect can easily be observed in tabular methods: the more a state is visited, the

more accurate the value of that state is.

2.5 On-policy vs Off-policy

As mentioned above, most of the time it is not possible to obtain the exact solution of the

BOE, so we need to find alternative methods that allow us to find the optimal policy. Given

the online nature of RL, it is possible to alternate between collecting new data, i.e., exploring

new states and proving other actions (interaction with the environment), and optimizing the

policy.

In other words, we need to balance the exploration of new actions and the exploitation

of the actions we consider better. A simple method to achieve an exploration-exploitation

trade-off consists of using an ε-greedy policy.

Definition 2.14 (ε-greedy Policy). Given an action-value function q(s,a), an ε ∈ (0,1), and

m is the number of actions that the agent can select, then the ε-greedy policy π is defined as

follows:

π(a|s) .
=


ε

m +1− ε if a∗ = argmaxa∈A q(s,a)

ε

m otherwise

From the definition, it is possible to notice that there are no actions with zero probability

to be selected. This ensures that the policy converges toward the near-optimal policy when

the played steps approach infinity.

Theorem 2.1 (ε-greedy Policy Improvement). For any ε-greedy policy π , the ε-greedy

policy π ′ with respect to qπ is an improvement, vπ ′ ≥ vπ .
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qπ

(
s,π ′(s)

)
= ∑

a∈A
π
′(a|s)qπ(s,a)

=
ε

m ∑
a∈A

qπ(s,a)+(1− ε)max
a∈A

qπ(s,a)

≥ ε

m ∑
a∈A

qπ(s,a)+(1− ε) ∑
a∈A

π(a|s)− ε/m
1− ε

qπ(s,a)

= ∑
a∈A

π(a|s)qπ(s,a) = vπ(s)

Since the policy π ′ is the ε-greedy policy with respect to qπ . This means that it selects

the action that maximizes the value (i.e., a∗ = argmaxa∈A q(s,a)) with probability ε

m +1− ε

and one of the other actions with probability ε

m .

Another aspect that must be taken into account is which policy is used for exploring and

collecting the experiences and which one is used for playing greedily to maximize the reward,

i.e., the policy to be learned. The policy used to generate behavior and collect experiences is

called behavior policy, instead, the one to be learned is called target policy.

The easiest way is to consider the behavior and the target policies the same, in this way,

the policy is used to collect experiences and then, on collected data, the policy and the value

functions are updated. This process continues iteratively until convergence. This method is

called on-policy learning because the two policies coincide, so the policy that gives behavior

is updated during training.

Another strategy is to keep the target and behavior policies separate, in this way we can

evaluate the policy target π(a|s) to compute values vπ(s) and qπ(s,a) while following the

behavior policy µ(a|s) [52]. This strategy (called off-policy learning) allows for several

advantages over on-policies methods:

• We can use experiences collected from humans or other agents to train our agents.

• We can reuse the collected experiences, i.e., the ones generated from old policies

[π0,π1,π2, . . . ,πt−1], where t indicates the number of policy updates.



22 Reinforcement Learning

• We can learn the optimal policy while following a more exploratory policy, making

sure we have tried all possible actions.

• Learn about multiple policies while following one single policy.

As one can imagine, off-policy learning is a little more complicated than on-policy

learning. This is the reason why the off-policy approach generally has more variance and

slower convergence than the on-policy one. The first requirement we have in off-policy

learning is the assumption of coverage, referring to the fact that each action taken under

the target policy π must be also taken, at least occasionally, under the behavior policy µ .

This means that π(a|s)> 0 implies µ(a|s)> 0, in order to be able to estimate values for π

from µ . In this way, it is possible to make π a deterministic optimal policy, while µ remains

stochastic and more exploratory, e.g., an ε-greedy policy.

To estimate the values for a target policy π from a behavior one µ , the off-policy methods

use the importance sampling, a general technique for estimating expected values under one

distribution given samples from another. In particular, it is applied to off-policy learning by

weighting returns according to the relative probability of their trajectories occurring under π

and µ policies, called the importance sampling ratio [55].

Definition 2.15 (Importance Sampling Ratio). Given a starting state St , the probability of the

subsequent state-action trajectory, At ,St+1,At+1, . . . ,ST , occurring under any policy π is:

Pr{At ,St+1,At+1, . . . ,ST |St ,At:T−1 ∼ π}

= π(At |St)p(St+1|St ,At)π(At+1|St+1) · · · p(ST |ST−1,AT−1)

=
T−1

∏
k=1

π(Ak|Sk)p(Sk+1|Sk,Ak)

where p is the state-transition probability function.

Thus the importance sampling ratio (i.e., the relative probability of the trajectory under

the target and behavior policies) is defined as follows:
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ρt:T−1
.
=

∏
T−1
k=1 π(Ak|Sk)p(Sk+1|Sk,Ak)

∏
T−1
k=1 µ(Ak|Sk)p(Sk+1|Sk,Ak)

=
T−1

∏
k=1

π(Ak|Sk)

µ(Ak|Sk)
.

It can be seen that the dynamics of the environment defined by the MDP are canceled

since they are identical at the numerator and denominator, so the importance sampling ratio

depends only on the two policies, not on the MDP. In particular, the importance sampling

ratio is used to “convert” the expected returns estimated with µ to the expected values for π:

E [ρt:T−1Gt |St ] = vπ(s) .

Where the expected returns Gt are obtained with the behavior policy µ .

2.6 Value Function Approximation

As anticipated, many problems have too many states in the MDP to be able to calculate the

value exactly from the state-value functions or derive it by tabular methods, there would be

too many states and/or actions to memorize, and learning would be too slow since we would

have to visit all the states (or state-action pairs) a number of times tending to infinity. For

instance, the game of backgammon has over 1020 states, whereas the “Computer Go” has

about 10170 states.

In these cases, it is better to estimate values with function approximation:

v̂(s,w)≈ vπ(s)

and/or

q̂(s,a,w)≈ qπ(s,a) .

Where w are the parameters used to approximate the state-value (or the action-value) function.

The use of fewer parameters (than the number of states/state-action pairs) aims to be able to

generalize from seen states to unseen states. There are three main types of value function

approximations [52]:
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• v̂(s,w) ≈ vπ(s), given a state s in input, the function approximation estimates the

state-value function, so it outputs v̂(s,w).

• q̂(s,a,w) ≈ qπ(s,a) ., given a state s and an action a, the function approximation

estimates the action-value function, so it outputs q̂(s,a,w).

• Given in input a state s, it estimates the action-value function for each possible action

from the state s. So the output will be: [q̂(s,a0,w), q̂(s,a1,w), . . . , q̂(s,am−1,w)].

Where m is the number of actions.

One possibility is to use NN or DNN to approximate the state-value and action-value

functions, so we can learn the parameters by Stochastic Gradient Descent. For instance, the

goal could be to find the parameters w that minimizes the mean-squared error between the

approximate value function v̂(s,w) and the true value function vπ(s):

J(w) = Es∈S
[
(vπ(s)− v̂(s,w))2

]
.

Since in RL, there is not any supervisor that gives us the true value function vπ , then we

need to find a way to substitute it with a target for vπ because we do not have the real value

function. One possibility is to substitute it with the return Gt , for instance, if we are using a

MC algorithm [55]. Indeed, the main idea of MC methods is to average the returns observed

after visits to that state. As more returns are observed, the average should converge to the

expected value.

Another possibility is to use the TD targets. TD learning is an ensemble of techniques

that enables one to learn from incomplete episodes, by bootstrapping. It learns directly from

experiences and does not need to know the MDP of the environment. Differently from the

MC methods, the TD ones uses bootstrapped targets:

• TD(0) .
= Gt:t+1

.
= Rt+1 + γ v̂(St+1,w). It is the simplest TD target (also known as

one-step TD target), where it bootstraps one step ahead to estimate the expected return.

• TD(n) .
= Gt:t+n+1

.
= Rt+1 + γRt+2 + · · ·γnRt+n+1 + γn+1v̂(St+n+1,w); where n is the

number of bootstrapping steps.
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Figure 2.5 How TD(n) targets are weighted in TD(λ )-returns: if λ = 0, then the overall
update reduces to its first component, the one-step TD update, whereas if λ = 1, then the
overall update reduces to its last component, the Monte Carlo target [55].

• TD(λ )
.
= (1−λ )∑

+∞

n=1 λ n−1Gt:n, where Gt:n = TD(n− 1) target. In Fiugre 2.5 and

Figure 2.6 it is possible to graphically understand how the TD(λ ) targets are defined.

2.7 Policy Gradients and Actor-Critic Methods

In the previous section, some examples of value function approximations were shown, in

those cases the policy was not estimated but was rather derived from the state-value and

action-value functions. Methods that estimate and learn optimal state-value and/or action-

value functions without learning policy are called action-value methods.



26 Reinforcement Learning

Figure 2.6 Weighting given in the λ -return to each of the n-step returns [55].

There are, however, two other kinds of methods for solving RL problems: (i) Policy

Gradient methods that learn a parameterized policy and (ii) Actor-Critic methods that learn

approximations to both policy and state-value and/or action-value functions.

2.7.1 Policy Gradient methods

As anticipated, the policy gradient methods learn a parameterized policy by little incremental

changes in the policy, which leads to better convergence properties. Another advantage

of these methods with respect to the action-value ones is that policy gradient methods can

learn stochastic policies, but they typically converge to a local minimum rather than to a

global optimum; moreover, in general, policy gradient methods have a greater variance than

action-value ones.

As one can imagine, the goal is to find the best parameters θ for the parameterized policy

πθ (a|s). Now, it is necessary to define a way to establish how good a parameterized policy is

(i.e., the objective function) [52]:

• In episodic environments it is possible to use the start value:

J1(θ)
.
=V πθ (s0)

.
= Eπθ

[v(s0)]
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where s0 is the starting state (or it is a distribution over the possible starting states).

The quality is given by the expected return the agent will get from the starting state.

• In continuing environments it is possible to use the average value:

JavV(θ)
.
= ∑

s∈S
dπθ (s)V πθ (s)

where dπθ (s) is the probability to end up in the state s. In this case, there is not a

start state, we consider the probability to be in a specific state s and we multiply this

probability with the value of the state s onwards.

• An alternative is to consider the average reward per time step:

JavR(θ)
.
= ∑

s∈S
dπθ (s) ∑

a∈A(s)
πθ (a|s)Ra

s

where Ra
s is the immediate return received from the environment.

Definition 2.16 (Score Function). Let us assume that πθ is differentiable, and we know its

gradient ∇θ πθ (a|s), then, the Likelihood Ratios exploit the following identity:

∇θ πθ (a|s) = πθ (a|s)
∇θ πθ (a|s)

πθ (a|s)

= πθ (a|s)∇θ logπθ (a|s) .

The Score Function is ∇θ logπθ (a|s).

Theorem 2.2 (Policy Gradient Theorem). For any differentiable policy πθ (a|s), and for any

of the policy objectives functions (J1(θ), JavV(θ) or JavR(θ)). The policy gradient is:

∇θ J(θ) = Eπθ
[∇θ logπθ (a|s)qπθ

(s,a)] .
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2.7.2 Actor-Critic Methods

One of the shortcomings of gradient policy methods is that they have a high variance, so the

two methods (action-value and policy gradient) are combined. A critic is used to estimate

the action-value function q̂(s,a,w)≈ qπ(s,a). Therefore, there are two sets of parameters:

(i) w for the critic, i.e., to update the action-value function; and (ii) θ for the actor, i.e., to

learn the policy.

In other words, actor-critic methods follow an approximate policy gradient:

∇θ J(θ)≈ Eπθ
[∇θ logπθ (a|s)q̂(s,a,w)]

∆θ = α∇θ logπθ (a|s)q̂(s,a,w) .

Where α is the learning rate. In particular, at each step, we move a little bit, using stochastic

gradient ascent, in the direction of the score multiplied by a sample from our approximated

action-value function, meaning that the critic informs where we should move.

Another problem is that a bias is introduced when approximating the policy, but it is

possible to reduce or eliminate this bias if we choose the value function approximation

carefully, meaning that we can still follow the exact policy gradient and find the optimal

solution.

Theorem 2.3 (Compatible Function Approximation Theorem). If the following two condi-

tions are satisfied:

1. The value function approximator is compatible with the policy.

∇wq̂(s,a,w) = ∇θ logπθ (a|s) .

2. The value function parameters w minimize the the mean-squared error:

ε = Eπθ

[
(qπθ

(s,a)− q̂(s,a,w))2
]

.
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Then the policy gradient is exact:

∇θ J(θ) = Eπθ
[∇θ logπθ (a|s)q̂(s,a,w)] .

Finally, it is possible to further improve the performance of actor-critic methods by

reducing the variance with a baseline function b(s), and at the same time without changing

the expectation.

Eπθ
[∇θ logπθ (a|s)b(s)] = ∑

s∈S
dπθ (s) ∑

a∈A(s)
∇θ πθ (a|s)b(s)

= ∑
s∈S

dπθ (s)b(s) ∑
a∈∇θA(s)

πθ (a|s)

= 0 .

In particular, it turns out that a good baseline function is the state value function b(s) = vπθ
(s).

Definition 2.17 (Advantage Function). The advantage function is defined as follows:

Aπθ (s,a) .
= qπθ

(s,a)− vπθ
(s)

So it is possible to rewrite the policy gradient using the advantages:

∇θ J(θ) = Eπθ
[∇θ logπθ (a|s)Aπθ (s,a)] .

Once again, advantages can be estimated through two sets of parameters, one for the state-

value function and the other for the action-value function. Alternatively, it is possible

to use only one parameter set for the critic, since the TD error (δt
.
= TD(0)− v̂(St ,w)

.
=

Rt+1 + γ v̂(St+1,w)− v̂(St ,w) is an unbiased estimator of the advantage function. Therefore,

it is possible to use the TD error to compute the policy gradient.





CHAPTER 3

State of the Art

This chapter analyzes and describes the main RL algorithms used in video games. As we

have seen in Chapter 2, there are different types of algorithms: action-value, policy gradients,

and actor-critic. It is possible to make another distinction between algorithms: model-free

and model-based. The former refers to techniques that know nothing about the MDP of the

environment; the latter, on the other hand, tries to learn the dynamics of the environment, thus

trying to learn how to estimate the MDP of the model. Table 3.1 summarizes the approaches

described in the following sections.

3.1 Model-free Algorithms

Let us start with the model-free algorithms: the first one is the DQN [39] that learns policies

directly from high-dimensional inputs. It receives raw pixels and outputs a value function to

estimate future rewards. In particular, they use an architecture in which there is a separate

output unit for each possible action, and only the state representation is an input to the neural

network. The outputs correspond to the predicted Q-values of the individual actions for the

input state. Moreover, it uses the experience replay method to break the sample correlation,

making the network stable because the trajectories become uncorrelated, in addition, it

randomizes the order of the elements in the dataset (i.e., no temporal correlation anymore).

Another characteristic is that DQN uses fixed Q-targets, so, there are two versions of the
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DNN, one online (that is used to select actions) and one is the target one, that is a periodic

copy of the online network which is not directly optimized.

DQN was later improved, in particular, there are different algorithms that started from the

idea of DQN: (i) Double DQN [61] that introduces double Q-learning to reduce observed over-

estimations bias. Instead, (ii) prioritized experience replay [47] helps prioritize experience

to replay important transitions more frequently, so it improves data efficiency, and it sees

transitions from which there is more to learn. (iii) Dueling DQN [63] includes two separate

estimators: one for the state-value function and the other for the advantage function; this

helps to generalize across actions. (iv) Noisy DQN [18] uses stochastic network layers for

exploration, in particular, it adds Factorised Gaussian noise, which uses an independent noise

per each output and another independent noise per each input. As one can derive, all the

DQN algorithms are action-value methods.

Another model-free action-value algorithm is Distributional Q-learning [4] that learns

a categorical distribution instead of the mean of the discounted returns, in particular, the

authors found out that it is better to learn an approximate distribution rather than its approx-

imate expectation. The distributional Bellman operator preserves multi-modality in value

distributions, which they believe leads to more stable learning.

In [38] a policy gradient method is proposed. It is A3C, and it maintains a parameterized

policy and an estimate of the value function: it uses a mix of n-step returns to update both

of them, this enables to shift of the bias-variance trade-off and helps to propagate newly

observed rewards faster to earlier visited states. The critics in A3C learn the value function

while multiple actors are trained in parallel and get synchronized with global parameters

every so often. Moreover, the gradients are accumulated as part of training for stability. There

is also a synchronous and deterministic version of A3C, called A2C, that waits for each actor

to finish its segment of experience before updating, averaging over all of the actors.

Rainbow [29] is an algorithm based on DQN that takes the strengths of six algorithms

and combines them to form a state-of-the-art agent. The algorithms are: Dobule DQN

[61], Prioritize DQN [47], Dueling DQN [63], A3C [38], Distributional Q-learning [4], and

Noisy DQN [18]. They replace the 1-step distributional loss with a multi-step variant, then
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the multi-step distributional loss is combined with double Q-learning by using the greedy

action selected by the online network and evaluating it with the target network. Instead

of prioritizing replays with the absolute TD error, they found that it was more effective to

prioritize the transitions by the Kullback-Leibler (KL) loss since it is what the algorithm

is minimizing; in particular, it seems to be more robust to noisy stochastic environments

because the loss can continue to decrease even when the returns are not deterministic.

Another model-free algorithm that has been widely used in recent years is PPO [50]. To

optimize policies, PPO alternates between sampling data from the policy and performing

several epochs of optimization on the sampled data. It is inspired by TRPO [49], but it makes

some improvements, for instance, it tries to attain the data efficiency and reliable performance

of TRPO, while using only first-order optimization, and it proposes novel objective with

clipped probability ratios, which forms a pessimistic estimate of the performance of the

policy. In particular, it removes the constraint of the objective function of TRPO and turns it

into a penalty. Moreover, it penalizes changes to the policy that move the ratio between the

new policy and the old one away from one. PPO still is one of the benchmarks in RL, indeed,

in [32] the authors present a solution based on PPO, it is an autonomous system that can race

physical vehicles at the level of the human world champions. The system combines Deep

Reinforcement Learning (DRL) in simulation with data collected in the physical world.

Despite being a model-free algorithm, PPO can also be used to complete tasks in which

it is necessary to discover achievements that have a hierarchical structure. This requires

agents to possess a broad range of abilities, including generalization and long-term reasoning.

In [40], the authors present a method based on PPO that is able to outperform the SOTA

model-based algorithms. In addition to training the model with the PPO algorithm, they train

the model to predict the next achievement; moreover, they use a Contrastive loss [60] to

maximize the similarity in the latent space of the state-action pairs and the corresponding

next achievement. Finally, they leverage the fact that all episodes share the same achievement

structure and maximize the similarity in the latent space between achievements from two

different episodes that are matched via optimal transport [6].
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In general on-policy algorithms, such as TRPO, PPO, or A3C, require new samples to be

collected for each gradient step. This quickly becomes extravagantly expensive, as the number

of gradient steps and samples per step needed to learn an effective policy increases with task

complexity, instead, off-policy methods aim to reuse past experience. SAC [21] is an off-

policy algorithm for continuous state and action spaces. It uses an entropy regularization in its

objective function, in particular, it trains the policy to maximize a trade-off between entropy

and expected return. This can be seen as the trade-off between exploration and exploitation:

the greater the entropy, the more the exploration, (in general) the faster the learning process.

Moreover, a high entropy can also prevent the learning policy from converging to a poor

local optimum.

The last two model-free algorithms to be presented are DroQ [30] and its predecessor

REDQ [10]. REDQ is a sample-efficient model-free method for solving maximum-entropy

RL problems: it uses a high Update-to-Data (UTD) ratio, i.e., the number of updates taken

by the agent compared to the number of actual interactions with the environment. A high

UTD ratio increases the overestimation bias in the Q-function training. So, to reduce the

overestimation bias, it uses an ensemble of n Q-functions for the target to be minimized.

DroQ introduces the dropout Q-function which is a Q-function equipped with dropout

and layer normalization, moreover, it uses a small ensemble of dropout Q-functions (more

dropout Q-functions provide better performance than using a single dropout Q-function). In

particular, the number of dropout Q-functions is much smaller than the number of Q-functions

in REDQ: this reduction makes DroQ more computationally efficient.

3.2 Model-based Algorithms

Model-based algorithms have begun to spread in recent years, partly due to the increased

computing power that has grown exponentially in the last period.

TreeQN [17] dynamically constructs a tree by recursively applying a transition model

in a learned abstract state space and then aggregating predicted rewards and state values

using a tree backup to estimate Q-values. ATreeC [17] is an actor-critic variant that augments
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TreeQN with a softmax layer to form a stochastic policy network. Both approaches are

trained end-to-end, such that the learned model is optimized for its actual use in the planner.

Another model-based algorithm is presented by Vezhnevets et al. [62]: STRAW. It uses a

NN to build implicit plans, in particular, it can learn high-level, temporally abstracted macro-

actions of varying lengths that are solely learnt from data without any prior information. It

can also partition this internal representation into contiguous sub-sequences by learning for

how long the plan can be committed to.

Another solution is proposed by Ha et al. in [20], in which a generative recurrent

neural network is quickly trained in an unsupervised manner to model popular reinforcement

learning environments through compressed spatiotemporal representations. The extracted

features are used to feed simple and compact features trained by evolution. The authors also

train the agent entirely inside of an environment generated by its own internal world model

and transfer this policy back into the actual environment.

This work inspired the authors of PlaNet [25] a purely model-based agent that learns

the environment dynamics from images and chooses actions through fast online planning in

latent space. In this work, they introduced a latent dynamic model with both deterministic

and stochastic transition components. PlaNet encapsulates the basic ideas of the Recurrent

State-Space Model (RSSM) [26], which will be described in Chapter 4.

VProp [42] proposes a set of parameter-efficient differentiable planning modules built

on Value Iteration that can successfully be trained using reinforcement learning to solve

unseen tasks, has the capability to generalize to larger map sizes, and can learn to navigate in

dynamic environments.

The last two model-based algorithms are AlphaZero [53] and MuZero [48]. AlphaZero is

inspired by AlphaGo Zero [54] one of the first algorithms to achieve superhuman performance

in the game of Go, by tabula rasa reinforcement learning from games of self-play. AlphaGo

Zero represents Go knowledge using Deep Convolutional NN. In particular, AlphaZero tries

to generalize AlphaGo Zero in order to achieve, tabula rasa, superhuman performance in

many challenging domains.
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Algorithm On-policy vs Off-policy Category

DQN [39] Off-policy Model-free, Value-based
Double DQN [61] Off-policy Model-free, Value-based
Dueling DQN [63] Off-policy Model-free, Value-based
Noisy DQN [18] Off-policy Model-free, Value-based
Distributional Q-learning [4] Off-policy Model-free, Value-based
A2C [38] On-policy Model-free, Policy Gradient
A3C [38] On-policy Model-free, Policy Gradient
Rainbow [29] Off-policy Model-free, Value-based
TRPO [49] On-policy Model-free, Policy Gradient
PPO [? ] On-policy Model-free, Policy Gradient
SAC [? ] Off-policy Model-free, Policy Gradient
REDQ [10] Off-policy Model-free, Policy Gradient
DroQ [30] Off-policy Model-free, Policy Gradient
TreeQN [17] On-policy Model-based
ATreeC [17] On-policy Model-based
STRAW [62] On-policy Model-based
World Model [20] On-policy Model-based
PlaNet [25] Off-policy Model-based
VProp [42] Off-policy Model-based
AlphaZero [53] Off-policy Model-based
MuZero [58] Off-policy Model-based

Table 3.1 A survey of the SOTA algorithms in RL.

MuZero combines Monte-Carlo Tree Search with a learned model and predicts the

reward, the action-selection policy, and the value function to make planning. It extends

model-based RL to a range of logically complex and visually complex domains and achieves

superhuman performance. The MuZero model is composed of three connected components

for representation, dynamics, and prediction. Instead, the Monte-Carlo Tree Search is

performed at each time step t to select an action for environment interaction. Finally, the

model is trained by sampling a trajectory, then the representation function h encodes the

observations, and, subsequently, the model is unrolled recurrently for K steps. The parameters

of the representation, dynamics, and prediction functions are jointly trained, end-to-end by

backpropagation-through-time to predict three quantities: the policy, the value function, and

the reward.



CHAPTER 4

Dreamer

With the exponential growth of deep learning and computational power, RL algorithms have

evolved more and more, and model-based algorithms have become increasingly popular in

recent years. A model-based algorithm uses a predictive model to imagine consequences

among all the possible actions, and then properly selects the best option. Dreamer is a model-

based approach, capable of learning long-horizon behaviors from images purely by latent

imagination, meaning that it learns an embedded representation of the real environment and

uses this embedded representation to learn the optimal policy. Moreover, it is an off-policy

algorithm, so it learns from previous experiences gathered with a different policy than the

one the agent is trying to learn.

Since its publication, Dreamer has gained significant attention in the RL community

because of the revolutionary idea behind it and its impressive performance. However, due to

its complexity, there are few implementations and not so easy to understand, and none of

them are in PyTorch. For this reason, we have meticulously studied Dreamer and its original

implementation in Keras/Tensorflow, to provide a reliable, efficient, and easy-to-understand

version in PyTorch.
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Figure 4.1 The structure of Dreamer-V1: on the left is the “dynamic learning”, in which the
agent learns the dynamics of the environment. In the center is “behavior learning”, in which
the agent learns how to optimally behave and learns to correctly estimate state values through
imagination. On the right is the “environment interaction”, in which the agent collects new
data for training.

4.1 Components

Let’s start getting familiar with Dreamer: as mentioned before, it is an off-policy, model-

base algorithm that learns a latent representation of the environment, i.e., it can abstract

observations to predict rewards and values, and select actions. A great advantage of latent

representation is that the latent states have a smaller memory footprint than predictions in

image space, allowing Dreamer to imagine thousands of trajectories in parallel. Each latent

state is made of two parts: a deterministic part, which embeds all the history of the episode;

and a stochastic part, which embeds more information about the actual state. In other words,

Dreamer learns to encode observations and actions from previous experiences into latent

states and predicts rewards given by the environment. Moreover, it learns state values and

the policy in the latent space, in this way, during the environment interaction phase, it can

encode all the history of the episode in the current latent state, and, from it, it can predict the

next action. An explanatory diagram of Dreamer’s components is available in Figure 4.1.

As one can imagine, Dreamer is a complex agent that is made of various components:

a world model, an actor, and a critic. The first one is responsible for learning the latent

representation of the environment; the actor selects the actions from the latent state; whereas
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the latter component predicts the state values. The world model is the most complex and it is

composed of five parts:

1. An encoder, a fully convolutional NN, which encodes the observations in pixel form

provided by the environment.

2. An RSSM [26] which generates the latent states, and it is made by three models:

(a) The recurrent model: a linear layer followed by an ELU [13] activation function

and a Gated Recurrent Unit (GRU) [11], that encodes the history of the episode

and computes the deterministic part of the latent state.

(b) The representation model: an Multilayer Perceptron (MLP), that computes the

stochastic part of the latent state from the deterministic part of the latent state and

the actual observations.

(c) The transition model: an MLP, that predicts the stochastic part of the latent state,

it is used to imagine trajectories in the latent dynamic.

3. An observation model, a linear layer followed by a convolutional NN composed of

transposed convolutions, that reconstructs the original observation from the latent state.

4. A reward model, an MLP, that predicts reward for a given latent state.

5. A continue model, an MLP, that estimates the discount factor to apply to the rewards.

In comparison with the world model, the actor and the critic are very simple, they are two

MLPs models, that are completely learned in the latent representation, so the actor selects

actions, and the critic predicts state values by referring only to latent states.

4.2 Dreamer V1

Now that we have a general overview of how Dreamer works, we can dwell on all the details

of this algorithm. First, it is necessary to shed light on the learning algorithm, it is divided

into two parts: in the former, the agent learns the latent representation (dynamic learning),
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whereas in the latter it learns the actor and the critic while the world model is frozen (behavior

learning).

4.2.1 Dynamic Learning

In this phase the agent learns a latent representation of the environment from a batch of

sequences, the whole world model is involved in this phase. The backbone of the world model

is the RSSM, its goal is to embed the environment states into latent states. As previously

anticipated, the latent state is composed of two parts: the deterministic part (called recurrent

state from now on), which encodes all the history of the episode; and the so-called stochastic

state, which contains more information about the current state.

The recurrent model is responsible for embedding the history of the sequence and it

computes the recurrent state (ht in Figure 4.2a) from the previous action, recurrent state, and

stochastic state. It is implemented by a dense layer followed by a GRU: the dense layer takes

in input the previous action and the previous stochastic state concatenated together, whereas

the GRU takes in input the output of the dense layer and the recurrent state.

Both the representation and the transition models (in Figure 4.2b and Figure 4.2c, re-

spectively) compute the distribution of the stochastic state (and then the stochastic state is

sampled from them), the difference between them is that the former computes the actual

stochastic state (posterior), whereas the latter predicts it (prior). So, the representation model

uses the observations (embedded by the encoder) to compute the stochastic state, whereas

the transition model does not use it. This means that the recurrent model is more precise than

the transition model, but we need the second for the imagination of the trajectories, indeed,

it is easier and less expensive to imagine possible future states in the latent space instead

of in the image space. Do not worry if this concept is not very clear now, it will be better

explained in the next section, now let’s focus on the operation of the world model.

The states, computed by the RSSM, must be reliable and consistent with the environment,

indeed, the agent should be able to predict rewards, values, the discounts of the values, and

select actions from the latent states. For this reason, from the latent states, the reward and

the continue models learn to predict rewards, and discounts (the probability that the episode
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(a) The Recurrent Model: it en-
codes the history of the episode
by taking in input the previous ac-
tion, the previous recurrent state,
and the previous stochastic state
to compute the next recurrent
state.

(b) The Representation Model: it
computes a latent representation
of the actual state st , given by
the observations ot . It takes in
input the history of the episode
(ht) and the observations provided
by the environment. It is called
posterior because it contains ev-
erything there is to know about
an uncertain proposition (i.e., the
stochastic state).

(c) The Transition Model:
it learns to predict the la-
tent representation of the
current state st . It is
used for imaging trajec-
tory during the Behaviour
Learning and it takes in
input the history of the
episode ht . It computes
the prior (i.e., the pre-
diction of the stochastic
state) since it does not
take into account the ev-
idence (i.e., the observa-
tions).

has ended in that specific time step) respectively; moreover, the observation model tries to

reconstruct the environment observations starting from the latent states.

As mentioned before, the agent learns a latent representation of the environment from

sequences sampled from the buffer: it turned out that, for learning the dynamics of the

environment, it is recommended to have 50 sequences of length 50; so the first two hyper-

parameters are: the Sequence Length (SL) and the Batch Size (BS). We decide to shape the

data by taking in the first dimension the index of the sequence, whereas the second dimension

refers to the sequence in the batch (SL,BS,*), where * is the dimension of the data, for
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Figure 4.3 The RSSM is composed of the Recurrent Model, the Transition Model, and the
Representation Model. These three models are iteratively used to learn the dynamics of the
environment. First, the Recurrent Model computes the history of the episode, taking in input
the previous history (i.e., the recurrent state ht−1), the previous action at−1 and the previous
posterior st−1. Then, the transition model predicts the stochastic state (prior denoted with ŝt)
from the new history computed by the recurrent model. Finally, the representation model
computes the posterior state st from the history ht and the observations ot provided by the
environment.
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(a) The reward model takes in
input the latent states (the pos-
terior st concatenated with the
recurrent state ht and predicts
the amount of reward received
in that state.

(b) The Observation
Model tries to reconstruct
the observations from
the latent states. In this
way, the agent learns to
map the observations pro-
vided by the environment
in latent states.

(c) The Continue Model predicts
the discount factor, i.e., the γ . The
higher the predicted discount fac-
tor, the higher the probability the
episode will continue for that time
step.

instance, the observations will have dimension (3,64,64) for RGB observations, so the ob-

servations during training will have shape equal to (SL,BS,3,64,64), i.e., (50,50,3,64,64).

An essential consideration must be made for the observations, in fact, it is worthwhile to bring

image observations in the range [−0.5,0.5], to enable the observation model to more easily

reconstruct them. Another important aspect that should not be overlooked is to properly

initialize the states for the recurrent model, sure enough, the recurrent state and the stochastic

state must be initialized with tensors of zeros.

Once all the tensors are accurately initialized and the observations are embedded by the

encoder, it is possible to start with the core part of dynamic learning: the computation of all

the latent states. After a careful analysis, we found that it is mandatory to perform a for loop

on the sequence, due to the structure of the RSSM, indeed, the recurrent unit takes in input

the previous action and the previous latent state, that is composed by the recurrent state and

the posterior. The latter is computed from the recurrent state, so it is impossible to process
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the entire sequence in one go. Both the representation and transition model produce in output

the mean and the standard deviation of the distribution of stochastic state, that is a diagonal

normal distribution.

Now that all the latent states in the batch are computed, we can proceed to learn to

reconstruct the original observations, predict the rewards, and compute the probability that

the episode continues from the latent states just computed. The outputs of the reward and

observation models are the means of the normal distributions (with σ = 1) of the rewards

and the observations respectively, whereas the outputs of the continue model are the logits of

a Bernoulli distribution. Now it is possible to compare the distributions in output from the

various models of the world model with the real information provided by the environment.

The world model loss (reconstruction loss) is defined as follows:

rec loss .
= KL(p∥q)− lnqo(o)− lnqr(r)+ lnqc((1−d) · γ)

where:

• p is the probability distribution of the posterior (computed by the representation

model).

• q is the probability distribution of the prior (computed by the transition model).

• KL is the KL divergence between p and q.

• qo is the probability distribution of the observations.

• qr is the probability distribution of the reward.

• qc is the probability distribution of the discount factor.

• o and r are the target observations and rewards, respectively, provided by the environ-

ment.

• 1− d is the target discount factor, where d indicates whether the episode is ended

(d = 1) or not (d = 0).
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The error between the predictions of both the reward and observation models is computed

with the log prob of the computed probabilities with respect to the real rewards and obser-

vations respectively. The error between the posterior and the prior are, instead, computed

through a KL divergence between their distributions, clipped when its value is below 3 nats.

It is necessary to make a separate argument for the continue model loss, indeed, it predicts

the probability that the episode continues or ends, so its targets are smoothed for better

performances, i.e., the target probability is said to be zero where there is a done and gamma

when there is not, where gamma is the gamma discount factor in Eq. 6 of [24].

4.2.2 Behaviour Learning

With the dynamic learning phase over, it is time to move on to learning the actor and critic.

The goal is to leverage the learned world model to imagine ahead the consequences of

the actions. In practice, the imagination starts from a “real” latent state (i.e., the posterior

concatenated with the recurrent state) and terminates after a certain number of imagination

steps (horizon) in which the agent iteratively selects an action (through the actor in Figure 4.5)

from the current latent state and compute the next latent state by exploiting the world model.

As one can see in Figure 4.6, the recurrent and transition models of the RSSM are used

to imagine trajectories. The transition model is used instead of the representation model

because the observations provided by the environment are not available, so it is necessary

to predict the states without them in a reliable way; moreover, the imagination in the latent

space is much faster and cheaper than the imagination in the image space, so it is necessary

to use the transition model.

All the latent states computed during the previous phase are used as starting points for

completely imagined trajectories, for this reason, the latent states are reshaped in (1,SL ·

BS, latent_state_size), meaning that we are considering independently all the latent states

computed before (one of sequence length and SL ·BS as new batch size). Also for behaviour

learning is needed a for loop because the trajectories are imagined one step at a time, i.e., the

actor selects an action considering the last imagined state and then the new imagined latent

state is computed.



46 Dreamer

Figure 4.5 The Actor is responsible for selecting actions given latent states, indeed, it
approximates the policy. Latent states are the only information it needs to choose actions.
The stochastic state can be either the prior or the posterior. In the first case, the actor selects
an action based on the imagined stochastic state; whereas, in the second case, it selects the
action based on more precise information about the current state.
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Figure 4.6 Imagination Phase: the agent starts from “real” latent states, i.e., posteriors
concatenated with recurrent states (the history of the episode). It selects an action â0, then
the RSSM computes the new recurrent state h1 and the transition model computes the prior
state ŝ1. Then it iteratively performs these imagination steps up to a certain horizon H. The
imagined trajectory will be used to learn the actor and the critic.
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Figure 4.7 The Critic approximates the state-value function: given a latent state, it estimates
the values of the values of that state.

From the imagined trajectories, the values (estimated by the critic in Figure 4.7), rewards,

and, optionally, continue probabilities are predicted by the reward model, the critic, and the

continue model respectively. These predicted quantities are used to compute the λ -returns

TD(λ ), i.e., the target values to use for the actor and critic losses.

A consideration must be done on the composition of the imagined trajectories, it turned

out that the starting latent state (i.e., the posterior: the one computed by the representation

model from the recurrent state and the embedded observations) must be excluded from the

trajectory because it is not homogeneous with the rest of the trajectory. This was one of the

first difficulties encountered in the implementation of Dreamer, and without this expedient,

the agent would not converge.

It is possible to notice that when the λ -returns are computed, the last element in the

list is “lost”, this happens because to compute the TD(λ ) it is necessary to have the next

value, but the last imagined state has not a next value, so it is impossible to compute its

value. As mentioned in [24], the lambda targets are weighted by the cumulative product of
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the predicted discount factors, estimated by the continue model, so terms are weighted down

based on how likely the imagined trajectory would have ended. This fundamental detail

(without it the agent diverged) is not very visible in the paper, that’s why we initially missed

it, and only realized it by meticulously analyzing the official code. These weighted lambda

targets are used in the actor (or policy) loss as follows:

policy loss .
=−γ ·TD(λ ) .

Where:

• γ =
[
1,γ,γ2, . . . ,γH−2] is the vector of cumulative discounts to apply at each time step.

• H is the imagination horizon.

• TD(λ ) = [lv0, lv1, . . . , lvH−2] is the vector of λ -returns computed over the imagined

trajectory.

Now that the actor has been updated, it remains only to update the critic. We start by

predicting the values without the last element of the imagined trajectory. So, the distribution

of the predicted values is obtained and compared with the lambda targets through log prop.

The mean of the discounted log probabilities is the critic loss.

value loss .
=−γ · lnqv(TD(λ )) .

4.2.3 Actor

For what concerns the actor, it is necessary to open a little parenthesis, it supports continuous,

discrete, and multi-discrete actions: in the first case, it produces in output the mean and the

standard deviation of the actions; whereas for discrete (or multi-discrete) control it produces

the logits of a categorical distribution (or the logits for each action). Let’s start analyzing

the continuous case, by reading the paper it is possible to understand that the output of the

model is a Tanh1 mean scaled by a factor of 5, whereas a SoftPlus [66] function is applied to

1https://pytorch.org/docs/stable/generated/torch.nn.Tanh.htmlhttps://pytorch.org/docs/stable/generated/torch.nn.Tanh.html
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the standard deviation, to avoid negative values. The paper does not specify in detail the two

formulas, so only after reading the code one can derive the two formulas:

µa = 5 · tanh(µφ/5)

σa = softplus(σφ +χ)+0.1 .

Where:

• χ
.
= lne5−1 us the raw init std value.

• µπ is the mean computed by the actor.

• σπ is the standard deviation computed by the actor.

It is possible to notice that, for the standard deviation, the output of the model is incre-

mented by a raw init std and then the SoftPlus is applied; in the end, a minimum amount of

std is added to the result. Finally, the normal distribution is transformed using a Tanh and the

correct event shape is set using the Independent distribution. Let’s turn on the discrete (or

multi-discrete) case, no transformations are applied to the model output, which is used as

logits of a one-hot categorical distribution for each action (one for discrete control and more

than one for multi-discrete control).

The last thing to talk about is the possibility of using the actor in training or test mode:

the former aims to produce a sample with gradients as output, whereas the latter seeks to

select the best possible actions for a given state. In the continuous case, the sample with

gradients is obtained through reparameterization sampling [34, 46], and the best possible

action (according to the learned policy) is given by the Tanh mean of the actions; in the

discrete (or multi-discrete) control case, on the other hand, straight-through gradients [7] are

used for sampling during the latent imagination, while the mode of the one-hot categorical

distributions is exploited for selecting the best possible actions.
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4.2.4 Environment Interaction

The last critical aspect to analyse is the environment interaction, i.e., the agent that selects

actions and gets rewards and observations from the environment. There are two types of

environment interaction: one used during training in which the agent selects actions with

some noise to increase the exploration of the environment and in which the episodes are

saved in the replay buffer; instead, in the second one, the agent plays to the best of his ability,

always choosing the best action based on the policy he has learned. Since the agent learns

to select actions entirely in the latent space, it is necessary to encode the observations and

compute the latent state. For this reason, we need the following models: the encoder to

encode the observations received from the environment, the recurrent model to compute the

recurrent state (i.e., the deterministic part of the latent state), the representation model to

compute the stochastic part of the latent state, and the actor to select actions from the latent

states.

These models are wrapped in the player class, in which two methods are defined. The

first one exploits the models to select the greedy actions, whereas the second adds some noise

to increment the exploration of the environment and it is used only during training. Another

critical aspect is that the player must keep track of the last latent state and the last played

actions, indeed, it needs them to compute the next latent state, so this information must be

properly initialized (the initial latent state and the initial action are set to zero).

Now we have all the information, we can talk about the simple idea behind the environ-

ment interaction, reflecting the classical standards of the RL: from the initial observation,

the agent selects the actions and receives the information from the environment (next obser-

vations, rewards, done, truncated, and additional info), if a done (or truncated) is true, then

the agent resets its state and the environment is reset and a new episode starts (we want to

remember that in the training mode, the episode is added to the buffer). Moreover, before

starting the training, it can be useful to collect some episodes played with random actions;

this does not negatively affect the training because the agent is an off-policy algorithm, so it

can learn the optimal policy by taking advantage of the experiences gathered with a different
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policy (for instance, pre-emptively filling the buffer with 5000 steps played with random

actions might be a good idea).

From this simple idea, you can apply some small expedient to improve performance: the

first one is the possibility to add the action repeat, meaning that an action is repeated n times

once it has been chosen; in [24] discovered that the best value for this hyper-parameter is

2 among all the environments they tested. The second expedient is to limit the maximum

number of steps in a single episode, to prevent the agent from focusing on a single episode,

thereby incentivizing exploration and diversification of experiences. Other hyper-parameters

are whether to clip the rewards using the Tanh function; or whether to use grayscale instead

of RGB images as observations or the maximum number of no-ops in Atari environments2.

Instead, the last detail to focus on is also the most critical: how to save episodes in the buffer.

It turned out that the best way to save experiences is the following: when the environment is

reset, the initial observation is saved in the buffer with the null action (all zeros), the reward

is zero and the done/truncated is false; then, at each step, the executed action is saved in the

buffer with the next observation, the obtained reward and the obtained done/truncated.

4.2.5 Buffer

While it is necessary to save experiences in the right way, it is equally critical to retrieve

this information in the right way, so we implemented a sequential replay buffer, that is the

classical First In First Out (FIFO) replay buffer with a custom sample function. The idea

behind it is straightforward, the function takes in input the BS, the SL, and the number of

samples, i.e., how many times you want to sample BS sequences of length SL: it is equivalent

to call n times the sample function, where n = n samples. Then the BS ·n samples starting

indices are computed randomly (the indices from where the sequences begin). After that,

from the starting indices, all the indices of all the sequences are computed and the data is

retrieved from the buffer. Since all the batches are independent of each other, we can fuse

together the batch size with the number of samples and then split them after retrieving the

data.
2https://gymnasium.farama.org/environments/atari/

https://gymnasium.farama.org/environments/atari/
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For instance, let us suppose: BS = 16, SL = 64, and n samples = 2. We need to sample

16 ·2 trajectories of length 64. We start by sampling the starting indices of the trajectories:

[0,2,5,19,4,12, . . . ] then we compute the whole trajectories by adding at each starting index

the vector [0,1,2,3, . . . ,63]. in this way, we will obtain the indices of the trajectories:

sequences = [[0,1,2,3, . . . ,63],

[2,3,4,5, . . . ,65],

[5,6,7,8, . . . ,68],

[19,20,21,22, . . . ,82],

. . . ]

of shape (n samples ·BS,SL). Then we can reshape it to (n sample,BS,SL) and permute the

BS dimension with the SL one to end up with a shape of (n sample,SL,BS).

If the buffer is not full, then it is possible to sample the starting indices in the range

[0,pos), where pos is the index of the next empty cell in the buffer. Whereas, if the buffer is

full (meaning that the oldest experiences are being replaced by the newest ones), the starting

indices cannot fall in [pos˘SL,pos), being careful that pos˘SL is not negative, otherwise it

is needed to circularly go back and remove some positions from the bottom of the buffer.

In Figure 4.8, the three possible cases are shown: on the top the non-full buffer, on the

left the case with full buffer and pos˘SL ≥ 0, and on the right the case with full buffer and

pos−SL < 0. The green area contains the valid start indices; whereas in the red area, there is

no data. Finally, the grey area contains all the indices that cannot be sampled as start indices

but can be included in a sampled sequence.

4.2.6 Critical Aspects

In this section, we want to highlight the most significant details that led to the convergence

of this algorithm: first, the dimension of the models, we tried to reduce their dimension to

speed up the training and reduce the amount of memory needed, but the results were not good

enough to say that the algorithm converged. Moreover, it turned out that the GRU is the best
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Figure 4.8 The possible scenarios during sampling from the Sequential Replay Buffer: (i) On
the top, the case in which the buffer is not full, so the sequence can start in the green area
and continue in the grey one, without falling into the red area. (ii) On the bottom, the two
cases where the buffer is full, on the left of the index pos there are new collected experiences,
instead, on the right there are old experiences. It is possible to start sequences in the green
area, so as to be sure not to mix new and old experiences into a single trajectory.
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recurrent unit for the recurrent model and that is not possible to process the whole sequence

at once (as mentioned before). Speaking of models, it was found that the activation functions

have a considerable impact on performance, so it is recommended to use the ones specified

in [24], for instance, the encoder has a ReLU [2] after each convolutional layer (even the

last layer), whereas the observation model does not have the ReLU activation function after

the last transpose convolutional layer, as well as all the MLPs do not have the ELU [13]

activation function after the last dense layer.

Another aspect not to be underestimated is the proper use of distributions and the correct

handling of model outputs: the two most sensitive to changes in hyper-parameters are the

action distribution and the stochastic state distribution, in particular, the SoftPlus function

is applied to the standard deviation of both the stochastic state and the actions and then

a minimum standard deviation is added to the result of the SoftPlus (the actor has also

an init std = 5 that is added before applying the SoftPlus), moreover, the stochastic state

distribution must be a multivariate normal diagonal distribution. The mean and standard

deviation of the stochastic state are computed as follows:

µs = µθ

σs = softplus(σθ )+0.1 .

Where:

• µθ is the mean of the distribution in output of either the representation or transition

model.

• σθ is the standard deviation of the distribution in output of either the representation or

transition model.

• min std = 0.1 is the minimum amount of standard deviation for the stochastic state

(either posterior or prior).

Instead for the actor, as described in the previous section, it is better to scale the mean

by 5 and apply a Tanh transform, this aspect was mentioned in the paper, but there were not
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enough details to correctly implement it. The formulas for the computation of the mean and

standard deviation for the actor (only for continuous actions) are the following:

µa = 5 · tanh(µφ/5)

σa = softplus(σφ +χ)+0.1 .

Where:

• χ
.
= lne5−1 us the raw init std value.

• µπ is the mean computed by the actor.

• σπ is the standard deviation computed by the actor.

All the other distributions are Normal distributions except the distribution to estimate

how probably the episode ends at that time step (computed by the continue model), which

is a Bernoulli. The only thing to pay attention to is the batch shape and event shape of the

distributions, for instance, the reconstructed observation distribution must have batch shape

equal to (SL,BS) and event shape equal to (C,H,W ), where C is the number of channels, H

is the height, and W is the width of the image.

Moving from the modes to the training recipe, the two key aspects were: (i) the removal

of the initial state from the imagined trajectory (the one computed by the representation

model, i.e., the first latent state of Figure 4.6); (ii) the introduction of the discounts, computed

from the probabilities that the episode ends at that time step (estimated by the continue

model).

Finally, as previously said, the environment interaction and the buffer gave the decisive

breakthrough: the observations are brought into the range [−0.5,0.5], the action is associated

with the next observations, and the initial observations are associated with the all-zero-action,

and the buffer correctly samples the sequences from past experience.
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Figure 4.9 This picture [27] shows the performance on the Atari environments, showing how
Dreamer-V2 achieves superior performance compared to the best model-free algorithms and
other model-based algorithms present at the time. Moreover, it shows how Dreamer-V2 is
able to outperform humans in the Atari environments.

4.3 Dreamer V2

As explained in the previous section, Dreamer is a novel algorithm that leverages the imagi-

nation of trajectories to learn the optimal policy. The potential is high, so the creators have

devoted a lot of work to improve it: initially Dreamer- V1 was thought for continuous control,

but it was not able to outperform the best model-free algorithms on discrete environments.

Dreamer-V2 [27] was the first algorithm to outperform model-free algorithms in various

discrete and continuous tasks (Figure 4.9).

Dreamer-V2 improves its predecessor by modifying some details, but leaving the main

structure unchanged. As one can notice in Figure 4.10, one of the main changes is definitely

the change in stochastic state representation (posterior and prior), in Dreamer-V2 they

are represented with a set of categorical distributions instead of as a multivariate normal

diagonal distribution. Moreover, the KL loss between them is slightly modified to improve
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Figure 4.10 The world model of Dreamer-V2 [27]. It is possible to notice that it maintains
the idea of Dreamer-V1: the observations are encoded and used to compute the posterior zt .
The prior ẑt is computed from the history ht (i.e., the recurrent model) and it is learned to be
similar to the posterior. From the latent state (zt concatenated with ht), the observations are
reconstructed x̂t and the reward r̂t is predicted. Finally, the posterior and the prior are now
represented as 32 categoricals of 32 classes each.

performance. Finally, the actor and the critic learning are improved to add robustness to the

algorithm and enable it to achieve better performance.

4.3.1 Stochastic States

As mentioned before, the main difference is the representation of the posterior and the prior.

Dreamer-V2 learns a discrete latent state of the environment as a mixture of 32 categoricals

with 32 classes each. This discretization of the latent state is helpful for different reasons, as

well-explained in [27]:

• A categorical prior can perfectly fit the aggregate posterior, because a mixture of

categoricals is again a categorical. In contrast, a Gaussian prior cannot match a mixture

of Gaussian posteriors, which could make it difficult to predict multi-modal changes

between one image and the next.
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• The level of sparsity enforced by a vector of categorical latent variables could be

beneficial for generalization. Flattening the sample, from the 32 categorical with 32

classes each, results in a sparse binary vector of length 1024 with 32 active bits (since

the categorical are represented with onehot encoding).

• Despite common intuition, categorical variables may be easier to optimize than Gaus-

sian variables, possibly because the straight-through gradient estimator ignores a term

that would otherwise scale the gradient. This could reduce exploding and vanishing

gradients.

• Categorical variables could be a better inductive bias than unimodal continuous latent

variables for modeling the non-smooth aspects of Atari games, such as when entering

a new room, or when collected items or defeated enemies disappear from the image

4.3.2 KL Loss

During the dynamic learning phase, i.e. the one in which the world model is learned, the

prior distribution over the latent states, estimated by the transition model, and the posterior

one, estimated by the representation model, are learned so to minimize their KL divergence:

KL(P∥Q) =
∫
X

p(x) log
(

p(x)
q(x)

)
dx

=
∫
X

p(x) log(p(x))dx−
∫
X

p(x) log(q(x))dx

= H(P,Q)−H(P) .

Where P, Q, H(P,Q), and H(P) are the posterior and prior distributions, the cross-entropy

between the posterior and the prior, and the entropy of the posterior distribution respectively.

The KL loss serves two purposes: it trains the prior toward the representations, and it

regularizes the representations toward the prior. However, since learning the prior is difficult,

we want to avoid regularizing the representations toward a poorly trained prior. To overcome

this issue, the divergence between the posterior and the prior is replaced with the following:
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Figure 4.11 The algorithm of the Straight-Through Gradients with Automatic Differentiation
trick: the sample is extracted from the Categorical distribution, then the probabilities are
computed. Finally, these probabilities are summed and subtracted from the sample. When
we subtract the probabilities, we need to stop the gradients, to prevent them from nullifying
those of the probabilities that were summed.

αKL(sg(P)∥Q)+(1−α)KL(P∥sg(Q)) .

With α = 0.8 and sg stands for “stop-gradient”, meaning that, during the backpropagation

that variable will be not used to compute the gradients. By scaling up the prior cross entropy

relative to the posterior entropy, the world model is encouraged to minimize the KL by

improving its prior dynamics toward the more informed posteriors, as opposed to reducing

the KL by increasing the posterior entropy.

4.3.3 Straight-Through Gradients

Since in Dreamer-V2, the stochastic states have a different representation with respect to the

one in Dreamer-V1, it is necessary to find a technique to backpropagate gradients through a

drawn sample from a Categorical distribution. The most suitable trick is the straight-through

gradients with automatic differentiation trick [7]. This enables the world model to receive

gradients from both the KL loss and the sampled latent states, used to predict rewards and

discounts, reconstruct observations, predict values, and select actions. In Figure 4.11, the

algorithm for the Straight-Through gradients trick is shown.

4.3.4 Critic

As in Dreamer-V1, the critic is trained toward a value target, i.e., the λ -returns computed

from the predicted rewards and values in the imagined trajectories. The difference is that
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the value learning is stabilized using a target network (called target critic) whose parameters

are updated with an Exponential Moving Average (EMA) at a certain frequency (every 100

gradient steps). The critic loss is defined as follows:

L(ξ ) .
= Epφ ,pψ

[
H−1

∑
t=1

1
2

(
vξ (ẑt)− sg(V λ

t )
)2

]
.

Where:

• ξ are the parameters of the critic.

• pφ denotes the predictors of the world model (RSSM and reward predictor).

• pψ denotes the actor predictor.

• V λ
t is the target value at the imagined time step t.

• ẑt is the imagined stochastic state.

4.3.5 Actor

As in Dreamer-V1, the actor is trained to maximize the prediction of long-term future returns

made by the reward model and the critic. To incorporate intermediate rewards more directly,

the actor is trained to maximize the same λ -returns that were computed for training the

critic. To improve actor learning, in Dreamer-V2, the unbiased but high-variance Reinforce

gradients are combined with biased but low-variance straight-through gradients. Moreover,

the entropy of the actor is regularized to encourage exploration, where feasible.

The actor loss is defined as follows:

L(ψ) = Epφ ,pψ

[
H−1

∑
t=1

(
−ρ ln pψ(ât |ẑt) sg

(
V λ

t − vξ (ẑt)
))

− (1−ρ)V λ
t −ηH[ât |ẑt ]

]

Where:

• ψ are the parameters of the actor.



62 Dreamer

• − ln pψ(ât |ẑt) sg
(

V λ
t − vξ (ẑt)

)
is the Reinforce term, which aims to maximize the

probability of the sampled actions of the actor, weighted by the values of those actions.

• −V λ
t is the dynamics term, which aims to output actions that maximize the prediction

of long-term future rewards made by the critic. Thanks to straight-through gradients

we can backpropagate through the sampled actions and state sequences.

• ηH[ât |ẑt is the entropy of the actions, regularized by η .

• ρ ∈ [0,1] is the parameter to balance the Reinforce gradients and the straight-through

gradients.

• pφ denotes the predictors of the world model (RSSM and reward predictor).

• pψ denotes the actor predictor.

• H is the imagination horizon.

4.3.6 Buffer

The last difference concerns the buffer: in Dreamer-V2, the buffer becomes an “Episode

Buffer”. This means that episodes are stored separately, and that, when you sample from it, it

is not possible for a trajectory to consist of two different episodes. This means that episodes

that are shorter than the SL cannot be stored in the buffer.

When sampling from the Episode Buffer, the starting index of the sequence must be

in the range [0,T −SL), where T is the length of the episode. Sometimes, though, it can

be helpful to favor sampling the last steps of the episode, so that you have the done in the

trajectory. For this reason, the Episode Buffer allows you to prioritize the end of episodes:

instead of sampling the initial index in the range [0,T −SL), it is sampled in [0,T −SL) and

then the minimum between the sampled starting index and T −SL−1 is taken:

min(X ∼U(0,T −1),T −SL−1) .
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Finally, since the buffer is not infinite in size, when an episode is added to the buffer and

there is not enough space, then the minimum number of episodes is removed from it, starting

from the oldest.

4.4 Dreamer V3

As one can imagine, the structure of Dreamer-V3 [28] is similar to the one of Dreamer-V1

and Dreamer-V2, as shown in Figure 4.12. This algorithm enables to solve the tasks across

several domains with fixed hyper-parameters. Like its predecessors, Dreamer-V3 is an

off-policy agent (i.e., it can learn the optimal policy from a different policy), and a model-

based algorithm, meaning that it learns the dynamics of the environment by creating a latent

representation of the world and exploits this latent representation to imagine consequences

of it actions.

In the next sections, the differences between Dreamer-V2 and Dreamer-V3 will be

described. There are no significant differences in the main idea of the algorithm, but there

are a lot of little details that are changed and that significantly improved the performance.

4.4.1 Differences with respect to Dreamer V2

We are now going to list the differences between Dreamer-V3 and its predecessor. As

anticipated before, the components of the two agents are the same (as the ones employed in

Dreamer-V1), thus we will not go into detail about the components of the agent. The only

thing to note here is that the continue model is always present and it predicts the continues

(whether or not the episode continues), instead of predicting the probability of the likelihood

of continuing the episode as done in Dreamer-V2.

Symlog

As mentioned before, Dreamer-V3 aims to solve tasks in different domains, a difficult

challenge because of the varying scales of inputs, rewards, and values. To solve this issue,

Hafner et al. in [28] propose to use symlog predictions, i.e., given a neural network f (x,θ),
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Figure 4.12 The dynamic and the behavior learning in Dreamer-V3: as in Dreamer-V2,
the prior and the posterior are represented by various categorical distributions. The world
model is used to learn the dynamics of the environment and it computes the latent states
(zt concatenated to ht). The latent states are exploited to imagine future scenarios that are
used to learn the optimal behavior and the approximated optimal state-value function in the
imagined trajectories.

with inputs x and parameters θ , learns to predicted the symlog transformed targets: L(θ) .
=

1
2 ( f (x,θ)− symlog(y))2. Where the symlog function (Figure 4.13) is defined as follows:

symlog(x) .
= sign(x) ln(|x|+1) .

Given the neural network prediction, it is possible to obtain the non-transformed target

by applying the inverse transformation (i.e., the symexp):

symexp(x) .
= sign(x)(exp(|x|)+1)

The last detail to report is that the symlog prediction is used in the decoder, the reward

model, and the critic. Moreover, the inputs of the MLP encoder (the one that encodes

observations in vector form) are squashed with the symlog function.
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Figure 4.13 The symlog function: it compresses the magnitudes of both large positive and
negative values, allowing to quickly move the network predictions to large values when
needed.

KL Regularizer

As in Dreamer-V2, during the dynamic learning phase, the posterior and the prior (estimated

by the representation and the transition models, respectively) are learned to minimize their

KL divergence. Since 3D domains may contain unnecessary details whereas in 2D domains

the background is often static and each pixel could be important for solving the task, the

KL loss was slightly modified. The KL loss is divided into two losses: the dynamic and the

representation.

The dynamic loss is the following:

Ldyn(φ)
.
= max(1,KL(sg(p)∥q)) .

The representation loss is the following:

Lrep(φ)
.
= max(1,KL(p∥sg(q))) .

Where:
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• p and q are the posterior and prior distributions, respectively.

• sg means “stop gradients”, i.e., the gradients of the variable are not passed on. Thus,

the variable is not considered during the backpropagation phase of the model.

• 1 is the free bits used to clip the dynamic and representation losses below of the free

bits, necessary to avoid degenerate solutions where the dynamics are trivial to predict,

but do not contain enough information about the inputs.

Finally, to have a good balance between complex and very detailed environments (e.g.,

3D environments) and simpler and less detailed environments (e.g., static 2D environments),

the two losses are scaled differently and summed together:

LKL(φ)
.
= 0.5 ·Ldyn(φ)+0.1 ·Lrep(φ) .

Uniform Mix

To prevent spikes in the KL loss, the categorical distributions (the one for discrete actions

and the one for the posteriors and/or priors) are parameterized as mixtures of 1% uniform and

99% neural network output. This prevents the distributions from becoming near deterministic.

To implement the uniform mix, we applied the uniform mix function to the logits returned by

the NNs, as shown in Figure 4.14.

Return regularizer for the policy

The main difficulty in the Dreamer-V2 actor learning phase is the choosing of the entropy

regularizer, which heavily depends on the scale and the frequency of the rewards. To have a

single entropy coefficient, it is necessary to normalize the returns using moving statistics. In

particular, they found out that it is more convenient to scale down large rewards and not scale

up small rewards, to avoid adding noise.

Moreover, the rewards are normalized by an exponentially decaying average of the range

from their 5th to their 95th percentile. The final actor loss becomes:
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Figure 4.14 The uniform_mix function applied to all categorical distribution, i.e., to the
distribution of discrete/multi-discrete actions and to the distribution of the stochastic states
(i.e., posterior and prior). The logits are first converted into probabilities, then the probabilities
returned by the NN are mixed with the uniform probabilities. Finally, the new computed
probabilities are converted into logits and returned.
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L(θ) .
=

T

∑
t=1

Eπθ ,ρφ

[
sg(Rλ

t )/max(1,S)
]
−ηH [πθ (at |st)] .

Where

• Rλ
t are the returns.

• at is the action.

• st is the latent state (zt concatenated with ht).

• S .
= Per(Rλ

t ,95)−Per(Rλ
t ,5).

• η is the entropy coefficient.

• H [πθ (at |st)] is the entropy of the distribution returned by the actor.

Critic

As in Dreamer-V2, there are two critics: the critic and a target critic (updated with an

exponential moving average every time the parameters of the models are updated). Differently

from Dreamer-V2, in Dreamer-V3, the λ -returns are computed with the values estimated by

the critic and not the values estimated by the target critic. Moreover, the critic is trained to

correctly estimate both the discounted returns and the target critic predictions.

Another difference is that the critic learns the twoho-encoded symlog-transformed returns,

to be able to predict the expected value of a widespread return distribution. So, the symlog-

transformed returns are discretized into a sequence of K = 255 equally spaced buckets, since

the critic outputs a softmax distribution over the buckets.

The twohot encoding is defined as follows:

twohot(x)i
.
=


|bk+1 − x| / |bk+1 −bk| if i = k

|bk − x| / |bk+1 −bk| if i = k+1

0 otherwise

Where:
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• x is the input to encode.

• i is the index of the twohot encoding.

• bk is the value of the k-th bucket.

• k = ∑
B
j=1 δ (b j < x).

In this way a number x is represented by a vector of K numbers, all set to zero except

for the two positions corresponding to the two buckets among which is situated x. For

instance, if you have 5 buckets which equally divide the range [0,10] (i.e., the 5 buckets are:

[0,2.5,5,7.5,10]) and you have to represent the number x = 5.5, then its two hot encoding is

the following:

twohot(5.5) = [0,0,0.8,0.2,0]

Because 5.5 is closer to bucket 5 than bucket 7.5.

Models

The last differences concern the hyper-parameter used, for instance, the used activation

function is the SiLU [14]. Moreover, all the models use the LayerNorm (LN) [3] on the

last dimension, except for the convolutional layers that apply the LN only on the channels

dimension. The last detail is the presence of the bias in the models, in particular, all the

layers followed by a LN are instantiated without the bias.

Moreover, in [28], the models are initialized in a custom way: all the models are initialized

in a way similar to the xavier normal initialization [23], except for the heads of the actor, the

last layer of the transition, representation, continue and encoder models that are initialized

with a uniform initialization and the last layer of the critic and the reward model that are

initialized with all zeros (to speed up the convergence).
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Buffer

Finally, the last difference with Dreamer-V2 is the buffer. First, the buffer returns to be equal

to the one of Dreamer-V1 (Figure 4.8). Moreover, it differs from both Dreamer-V1 and

Dreamer-V2 on how experiences are stored in the buffer: in Dreamer-V2 each action was

associated with the next observations, instead in Dreamer-V3, the actions are associated with

the observations that have led the agent to choose those actions, so in Dreamer-V2 an action

was associated to its consequences, instead in Dreamer-V3 the observation is associated to

the next action to be performed.

4.5 Plan2Explore

In Dreamer [24, 27, 28], we saw that the world model is reliably learned by the world model.

P2E [51] is an ad-hoc method to learn the world model by exploring the environment and

increase the generalization of the world model so that different tasks can be learned with less

effort.

The main idea is to replace the reward of the task with an intrinsic reward that estimates

the level of novelty of a state of the environment. The newer the state, the more intrinsic

reward is given to the agent. If the model visits always the same state, the intrinsic reward

will be low, so the agent is pushed to visit states it has never encountered before.

4.5.1 Ensembles

Now the question that arises is, how does one compute the novelty of a state? Sekar et al. [51]

introduced the ensembles (Figure 4.15), i.e., several MLPs initialized with different weights,

that try to predict the embedding of the next observations (provided by the environment and

embedded by the encoder). The more similar the predictions of the ensembles are, the lower

the novelty of the state. Indeed, novelty comes from the disagreement of the ensembles, and

the models will converge towards more similar predictions for states that are visited many

times.
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Figure 4.15 The Ensemble: it takes in input the latent state, and the previous action to estimate
the next observation it will receive from the environment. The latent state is composed of
the posterior st concatenated with the recurrent state ht . Several ensembles are exploited to
compute the novelty of a state: the greater the disagreement between them, the newer the
state. Indeed, the more time a state is visited, the more trained the ensembles are to predict
the next observation from that state, so, the more precise and similar will be their predictions.

A note should be made about the prediction of the embedding of the next observation:

the ensemble takes as input the latent state, composed by the actual stochastic state (i.e., the

posterior computed by the transition model) and the recurrent state, and the performed action

(the one selected from that latent state).

4.5.2 Intrinsic Reward

Now we need to measure the level of disagreement between the ensembles: in the solution

proposed in [51], the disagreement is given by the intrinsic reward (ir), i.e., the variance of

the outputs of the ensembles.

Definition 4.1 (Intrinsic Reward). The intrinsic reward ir is the variance of the predictions

of the ensembles:

ir =
1

K −1 ∑
k

µk(st ,ht ,at−1)−µ
′
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Where K is the number of ensembles, µk(st ,ht ,at−1) is the output of the k-th ensemble at

time step t, and µ ′ = 1
K ∑k µk(st ,ht ,at−1) is the mean of the outputs of the ensembles. These

intrinsic rewards are computed during the imagination phase of the training and are used

instead of the reward obtained from the environment. In this way, the actor is trained to

explore the environment, trying to maximize the intrinsic reward, instead of, learning to

maximize the expected return of the task.

4.5.3 Zero-shot vs Few-shot

Since Dreamer is an off-policy algorithm, it is possible to train the agent to solve the task

during the exploration. In this way, the agent learns the optimal policy using the data collected

when exploring. With the world model trained to explore the environment, one can test:

• In a zero-shot setting whether the exploration experience is useful to learn the task at

hand: given the task rewards (the ones that the environment returns at every step and

that represent the task to be solved) obtained during the exploration, the agent is able

to learn a behavior that also solves the task.

• in few-shot setting whether fine-tuning the agent with few interactions with the environ-

ment helps to improve the performances further. In this setting the agent will collect

new experiences with the intent to maximize its performance in solving the task: it is

no more interested in exploring the environment.

The key difference then is in what experiences are used to learn the task: in the first case

the agent is trained on the so-called exploration data, i.e., the agent selects the actions to

maximize the novelty of the states. Whereas, in the second case, the agent selects actions to

solve the task, and these experiences are used to improve the learned policy.
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Tools and Technologies

In this chapter, the SheepRL1 framework will be presented: it is an open-source framework

that provides several RL algorithms in coupled or decoupled form. It is built on top of

PyTorch [44] and PyTorch Lightning [15] and Lightning Fabric2 to enable distributed training

in a simple and scalable way. Moreover, SheepRL leverages Hydra [64] to dynamically create

a hierarchical configuration for your experiments by composition and override it through

config files and the command line. Finally, SheepRL allows monitoring of the experiment

thanks to TensorBoard (provided by TensorFlow [1]).

SheepRL aims to be in between CleanRL [31] and Stable-Baselines3 [45] or RLLib

[35] (built on top of the Ray [41] framework): the main idea is to have a simple framework

that allows you to have all the logic of the algorithm in a few files, but at the same time,

structure the more marginal components so that they can be generalized for all algorithms.

So, on one hand, he supports the idea of CleanRL of trying to show the logic of the algorithm

clearly; but at the same time, it does not go to extremes, since for some algorithms it would

be unthinkable to have the entire algorithm in the same file.

SheepRL provides both on-policy and off-policy algorithms, and model-free and model-

based agents: from benchmark algorithms such as the on-policy, model-free PPO (both

classic and recurrent versions) and the off-policy, model-free SAC, to more structured and

1https://github.com/Eclectic-Sheep/sheeprl
2https://lightning.ai/docs/fabric/stable/

https://github.com/Eclectic-Sheep/sheeprl
https://lightning.ai/docs/fabric/stable/
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complex off-policy, model-based algorithms, such as SAC-AE [65], Dreamer (V1, V2, and

V3), and P2E. These are the starting algorithms, another strength of SheepRL is that it

can add new algorithms easily and effectively, either by taking advantage of some classes

already present (e.g., models or buffers) or by implementing all the necessary customized

components.

Finally, SheepRL provides a series of environments to be able to start training and

conducting experiments immediately with the agents implemented in the framework: from

simple environments such as the MuJoCo environments [58] (either provided by Gymnasium

[59] or DeepMind Control [56, 57]), to the Atari environments provided by gymnasium [59],

to more complex environments such as Crafter [22], or DIAMBRA environments [43], or

Minecraft ones [19, 16]. All the environments are converted to meet the directives provided

by Gymnasium, so where these directives were not met, special wrappers were implemented

to unify the interaction between the environments. For example, many environments have an

interface like the one proposed by Gym [8] (the predecessor of Gymnasium), so, a custom

wrapper was created to convert the interface to Gymnasium.

5.1 SheepRL

Let us present SheepRL, an open-source RL framework. SheepRL wants to be at the same

time simple and scalable thanks to Lightning Fabric. Moreover, in many RL repositories,

the RL algorithm is tightly coupled with the environment, making it harder to extend them

beyond the Gymnasium interface. We want to provide a framework that allows to easily

decouple the RL algorithm from the environment so that it can be used with any environment.

5.1.1 Coupled vs Decoupled

The algorithms are in two forms: (i) Coupled (Figure 5.1): the agent interacts with the

environment and executes the training loop iteratively. (ii) Decoupled (Figure 5.2): there are

at least two processes, one for the player (i.e., the process that interacts with the environment)
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Figure 5.1 The coupled version of the algorithms: several processes can be used to distribute
training. All the processes contain both the environment and the agent, which means
that different instances of the environment are created. Each process interacts with its local
instances of the environment, and then each process executes the training loop: the parameters
of the agent models are shared and synchronized thanks to Lightning Fabric.

and at least one for training (i.e., it executes the training loop with the data collected by the

zero-rank process).

The coupled version of the algorithms (Figure 5.1) allows training to be distributed among

multiple processes, let us define k as the number of processes spawned for distributed training.

Each process has m local instances of the environment with which the agent interacts and

every process has a local buffer in which to store the collected experiences. This means

that each process performs both the environment interaction and the training loop. During

training, data may or may not be shared between processes; it is the user’s choice. If data is

shared, then each process can see the data collected from other processes, otherwise, each

process sees only the data it collected. Anyway, the weights of the models are automatically

synchronized by Lightning Fabric, so as to keep the training stable.

In the decoupled version of our algorithms, we employ a distributed training approach

that involves multiple processes, with a minimum of two processes in play. The zero-rank

process, often referred to as the player, is responsible for managing multiple instances of the

environment and performing the environment interaction phase. On the other hand, all the

remaining processes called trainers, are primarily tasked with executing the training loop.

Here’s how the decoupled algorithm works:
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Figure 5.2 The decoupled version of the algorithms: several processes can be spawned to
distribute training (at least two processes). The zero-rank process (called player) contains
m instances of the environment and performs the environment interaction. Whereas, all the
other processes (called trainers) execute the training loop. The player interacts with the
environment and collects experiences that are sent to the trainers. The trainers receive the
data from the player and execute the training loop: again, Lightning Fabric synchronizes the
weights of the models during training. At the end of the training loop, the rank-1 process (a
trainer) sends the updated weights to the player.

• Player process: the player process is dedicated to interacting with the environment.

It manages and operates multiple instances of the environment, actively collecting

experiences during these interactions. These experiences are subsequently transmitted

to the trainers for further processing.

• Trainer processes: The trainer processes are responsible for executing the core training

loop. They receive the collected data and experiences from the player process. Within

this training loop, the Lightning Fabric system ensures the synchronization of model

weights during the training process, promoting consistent and coherent learning across

all trainers.

• Weight synchronization among trainers: as the training loop progresses, Lightning

Fabric plays a crucial role in harmonizing the model weights among all trainers. This

synchronization is essential to maintain consistency and prevent divergence in the

learning process.
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• Weight update: At the conclusion of the training loop, one of the trainer processes,

rank-1, is designated to transmit the updated model weights back to the player process.

This step ensures that the player, responsible for environment interaction, always has

access to the latest model parameters.

5.1.2 Environments

Another strength of SheepRL is the environments it provides, indeed, it provides a number

of very different environments with the same interface, allowing one not to worry about

which environments are compatible with which algorithm; thus avoiding wasting time

during implementation and debugging. Table 5.1 summarises the environments available in

SheepRL, with their respective characteristics.

All the environments are converted to a Gymnasium-like interface3, in particular, each

environment should have:

• A reset method to initialize the environment, that returns the initial observation and a

Python dictionary containing auxiliary information complementing the observations.

• A step method which takes in input the actions, to perform a step in the environment.

This method returns the next observations, the reward, whether or not the episode is

terminated (done), whether or not the episode is truncated (truncated4), and a Python

dictionary containing auxiliary information complementing the observations.

• Two parameters: the observation_space and the action_space which specify the

observation space and the action space of the environment, respectively.

• A render method which computes the render frames as specified by render_mode

property.

• A close method to “clean up” the environment.

3https://gymnasium.farama.org/api/env/
4Whether the truncation condition outside the scope of the MDP is satisfied. Typically, this is a time limit,

but could also be used to indicate an agent physically going out of bounds. Can be used to end the episode
prematurely before a terminal state is reached.

https://gymnasium.farama.org/api/env/
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Moreover, SheepRL imposes another constraint on the observations, they must be of

type gymnasium.spaces.Dict5, To allow the algorithms to be able to work with multiple

observations of different types and to always work with observations of the same type for

each environment. The dictionary must be flattened, so there cannot be nested dictionary as

observations. In addition, it is important to specify that SheepRL provides for two types of

observations: vector observations and images, both of type gymnasium.spaces.Box6. The

vector observations are 1-dimensional arrays; whereas, images 3 or 4-dimensional arrays

(depends on frame stacking parameter that will be explained later).

MuJoCo

MuJoCo [58] environments are one of the most widely used and recognized benchmarks in

the literature. It is a physics engine for facilitating research and development in robotics,

biomechanics, graphics and animation, and other areas where fast and accurate simulation

is needed. SheepRL provides both the version of Gymnasium7 and the one of DM Control

Suite [56]. They differ in some small details, such as the function of the reward or how an

episode ends. Anyway, all the MuJoCo environments are fully described.

However, the main tasks and features remain unchanged, in particular, the observations

of MuJoCo environments can be both images and vectors, and they have continuous control.

For example, in Figure 5.3, it is shown the walker walk [36] environment, in which the agent

has to learn how to walk.

Gymnasium and Atari

Another recognized benchmark is the Atari environments8: they are provided by Arcade

Learning Environment (ALE) [5, 37] through the Stella emulator, and are easily installable

with Gymnasium. The Atari environments provide only images as observations, moreover,

5https://gymnasium.farama.org/api/spaces/composite/#gymnasium.spaces.Dict
6https://gymnasium.farama.org/api/spaces/fundamental/#box
7https://gymnasium.farama.org/environments/mujoco/
8https://gymnasium.farama.org/environments/atari/

https://gymnasium.farama.org/api/spaces/composite/#gymnasium.spaces.Dict
https://gymnasium.farama.org/api/spaces/fundamental/#box
https://gymnasium.farama.org/environments/mujoco/
https://gymnasium.farama.org/environments/atari/
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Figure 5.3 The walker walk environment provided by the DM Control Suite. The agent has
to learn how to walk in the forward (right) direction by applying torques on the six hinges
connecting the seven body parts.

they have discrete actions. For example, you can train your agent on famous vintage video

games such as MsPacman (Figure 5.4), Breakout, Pong, and many others.

Furthermore, Gymnasium provides other environments that can be used as starting point

for your experiments, for instance, the Box2D environments9. These environments all involve

toy games based around physics control, using Box2D10-based physics and PyGame-based

rendering. The observations for these environments are: (i) both images and vectors for

LunarLander and BipedalWalker; instead, (ii) only images for CarRacing (Figure 5.5).

DIAMBRA

DIAMBRA Arena [43] is a platform for reinforcement learning research and experimentation,

featuring a collection of high-quality environments exposing a Python API fully compliant

with the Gym standard. They are episodic tasks with discrete (or multi-discrete) actions

and observations composed of both images and vectors; all supporting both single-player

and two-player mode, allowing to work on standard reinforcement learning, competitive

multi-agent, human-agent competition, self-play, human-in-the-loop training, and imitation

learning. Since DIAMBRA environments are compliant with the Gym standard, a wrapper

was developed to be compliant with the Gymnasium standard.

9https://gymnasium.farama.org/environments/box2d/
10https://box2d.org/

https://gymnasium.farama.org/environments/box2d/
https://box2d.org/
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Figure 5.4 The MsPacman Atari environment: the agent has to collect all of the pellets on
the screen while avoiding the ghosts.

Figure 5.5 The CarRacing environment is the easiest control task to learn from pixels: a
top-down racing environment. The agent has to learn to complete a lap as quickly as possible.
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Figure 5.6 The “Dead or Alive ++” environment: the agent has to challenge different
opponents. To advance to the next stage, he must defeat the same opponent twice (it has to
win two rounds); when he passes the 8th stage, the agent has won the game. If he loses 2
games in the same stage, though, then the agent has lost and the episode ends.

Interfaced games have been selected among the most popular fighting retro games. While

sharing the same fundamental mechanics, they provide different challenges, with specific

features such as different types and numbers of characters, how to perform combos, health

bars recharging, and so on and so forth. So, the agent’s goal is to defeat the opponent. For

instance, Figure 5.6 shows the “Dead or Alive ++” game.

Crafter

Crafter [22] features randomly generated 2D worlds where the player needs to forage for

food and water, find a place to sleep, defend against monsters, collect materials, and build

tools. Crafter stands as a new benchmark since it requires that the agents be able to generalize

on unseen situations, explore the environment, and carry out long-term reasoning. Crafter

provides only images as observations and has a discrete action space, in addition, it is a

partially observable MDP, since, the agent sees only a small part of the world.

MineRL

MineRL [19] is a Python library for interacting with the video game Minecraft. There are

three possible tasks:
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Figure 5.7 The Crafter environment: the agent receives only the image as observation, it has
to retrieve the information from it, including the life level, hunger level, and inventory.

1. Navigate (Figure 5.8): the agent has to follow a compass to reach a diamond in the

environment.

2. Obtain Iron Pickaxe: the agent has to craft an iron pickaxe.

3. Obtain Diamond: the agent has to craft a diamond.

MineRL has a multi-discrete action space, in SheepRL we converted it to discrete, adding

the possibility of sticky actions for attack and jump actions, which means that it forces the

agent to repeat the selected actions for a certain number of steps (this is easily implemented

thanks to the multi-discrete nature of the actions in MineRL). Also, as suggested by [28], the

break_speed_multiplier parameter was increased to smash objects faster, we limited the

pitch of the agent between −60 and 60 degrees, and the observation space was modified as

follows:

• The inventory is represented with a vector with one entry for each item of the game

which gives the quantity of the corresponding item in the inventory.

• A max inventory vector with one entry for each item which contains the maximum

number of items obtained by the agent so far in the episode.
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Figure 5.8 The Navigate task of MineRL: the agent has to follow the compass to find the
diamond in the environment, it is the light blue square located at the bottom left of the figure.

• The RGB first-person camera image.

• A vector of three elements representing the life, the food, and the oxygen levels of the

agent.

• A one-hot vector indicating the equipped item, only for the obtain tasks (Diamond and

Iron Pickaxe).

• A scalar indicating the compass angle to the goal location, only for the navigate tasks.

As Crafter, MineRL is a partially observable MDP.

MineDojo

MineDojo environments [16] are very similar to MineRL ones: multi-discrete actions with

both images and vectors as observations. The main difference is that MineDojo raises an

exception when the agent tries to perform a move that cannot be performed in the environment.

So, it provides action masks to specify which actions can be performed by the agent at that

time step. For this reason, a custom Actor for the MineDojo environments was developed, to

take into account action masks. Moreover, the observations are the following:

• The inventory is represented with a vector with one entry for each item of the game

which gives the quantity of the corresponding item in the inventory.
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• A max inventory vector with one entry for each item that contains the maximum

number of items obtained by the agent so far in the episode.

• A delta inventory vector with one entry for each item which contains the difference of

the items in the inventory after the performed action.

• The RGB first-person camera image.

• A vector of three elements representing the life, the food, and the oxygen levels of the

agent.

• A one-hot vector indicating the equipped item.

• A mask for the action type indicating which actions can be executed.

• A mask for the equip/place arguments indicating which elements can be equipped or

placed.

• A mask for the destroy arguments indicating which items can be destroyed.

• A mask for craft smelt indicating which items can be crafted.

The actions are handled as in MineRL, so multi-discrete actions are converted into

discrete ones, the break_speed_multiplier parameter is increased, the sticky action is

added to the attack and jump actions, and the pitch is limited in the range [−60,60] degrees.

Wrappers

Finally, SheepRL provides some useful wrappers for the environments:

• The Action Repeat Wrapper: it allows the same action to be repeated a specified

number of times.

• Reward As Observation Wrapper: it adds to the observation the reward, as a vector.

• Frame Stack Wrapper: it is applicable only to image observations, it stacks the last

n frames by adding a dimension to the observations. Moreover, it allows us to set a
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Table 5.1 The environments available in SheepRL: the “Obs” column can be: Both (both
pixels and vector observations), Depends (on the specific environment), Pixels (only images
as observation), Vector (only vectors as observations). The “Action Space” column can
be Continuous, Discrete, Multi-Discrete, or All (for all the action spaces). Finally, the
“Category” column can be Depends (on the specific environment), Fully Described, or
Partially Observable.

Environment Obs Action Space Category

MuJoCo Both Continuous Fully Described
Gymnasium Depends All Depends
Atari Pixels Discrete Fully Described
DIAMBRA Both Discrete/Multi-Discrete Fully Described
Crafter Pixels Discrete Partially Observable
Minecraft Both Discrete Partially Observable

dilation in the stacked frames, for instance, let us suppose to have a dilation dil = 3

and the number of stacked frames set to n = 4. Let us define [ft−11, ft−10, . . . , ft−1, ft ]

the last 12 frames received from the environment. Then, the stacked image observation

will have the following frames: [ft−9, ft−6, ft−3, ft ]. Thus, the dilation is the number of

frames between one stacked frame and the following one.

• Mask Velocity Wrapper: it can be applied only to a few Gymnasium environments,

such as CartPole or LunarLander, and it masks some of the values of the observations

representing the velocity.

5.1.3 Algorithms

As previously stated, SheepRL provides several algorithms, some of them are on-policy,

others off-policy, and there are model-free and model-based agents. Most of them can work

with both vector and pixel observations and can work with both continuous, discrete, and

multi-discrete actions. Table 5.2 shows which algorithms are implemented and which action

space they support. Finally, it is necessary to specify that the MineDojo environments can be

used only when you are training one of the Dreamer or P2E algorithms.
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Table 5.2 The algorithms in SheepRL. The Type column can be “Coupled”, “Decoupled” or
“Both”; the Recurrent one specifies whether or not the algorithm contains a recurrent model
(such as LSTM or GRU); the Observations column can be “Image”, “Vector” or “Both”; and
the Action Space can be “Continuous”, “Discrete”, “Multi-Discrete” or “Both”.

Algorithm Type Recurrent Observations Action Space

PPO Both Both All

PPO Recurrent Coupled X Both All

SAC Both Vector Continuous

SAC-AE Coupled Both Continuous

DroQ Coupled Vector Continuous

Dreamer-V1 Coupled X Both All

Dreamer-V2 Coupled X Both All

Dreamer-V3 Coupled X Both All

P2E (Dreamer V1) Coupled X Both All

P2E (Dreamer V2) Coupled X Both All
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5.1.4 Buffers

Buffers are data structures that allow the agent to store the collected experiences and to use

them from training. This means that there must be a method to retrieve the experiences from

the buffers. Since the algorithms are very different from each other, it is necessary to have

different types of buffers:

• Replay Buffer: it is the classical FIFO buffer, when it is full, the new experiences

replace the oldest ones. When we need to retrieve the data from it, it randomly

samples from the experiences it has stored, without considering the temporal correlation

between them.

• Sequential Replay Buffer: it stores data as the Replay Buffer, but when we need

to retrieve experiences from it, it returns sequences of experiences; a sequence is

composed of contiguous steps in time. This buffer is useful when we are using an

algorithm that has a recurrent model, such as Dreamer, and we need the data used for

training to have some contiguous steps in time. The Sequential Replay Buffer does

not take into account when an episode ends, so a sequence can contain two different

episodes.

• Episode Buffer: like the Sequential Replay Buffer, samples batches of sequences, with

the difference that it takes into account the episode to which the sampled sequences

belong. In fact, it does not allow a sequence to have data from two different episodes.

For this reason, the Episode Buffer stores a list of the collected episodes; when it is

full, the oldest episodes are removed and the new ones are added.

• Async Replay Buffer: it is used when there are multiple environments that are not

synchronized with each other, meaning that the number of steps performed in one

environment can be different from the ones executed in another one. It stores a list of

buffers, either Replay or Sequential Replay buffers according to need, and it samples

randomly from these buffers.
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5.2 PyTorch Lightning, Fabric

The utilization of PyTorch Lightning and Lightning Fabric played a pivotal role in the scaling

and distribution of our model training processes in SheepRL. Lightning Fabric, in particular,

offered several distinct advantages that made it an ideal choice for our distributed training

needs. First and foremost, it enables to speed up the implementation process.

In addition, Fabric streamlined crucial aspects such as distributed training, hardware

management, checkpoints, and logging, but it left the design and orchestration of these

processes entirely in our hands. In sum, the combination of PyTorch Lightning and Lightning

Fabric not only accelerated our model training but also granted us the autonomy and versatility

required for the diverse and intricate experiments conducted in this work.

5.3 Hydra

Regarding Hydra, we can define a hierarchical configuration of our experiments, allowing

us to define the configurations of each component separately and then assemble them to

define the configuration of the experiment. In particular, we organized the configurations

in the following way: (i) One configuration for the algorithm (Figure 5.9); (ii) one for the

environment; (iii) one for the buffer; (iv) one for Fabric; (v) one for logging; (vi) one for the

checkpoint; (vii) one for the optimizer; and (viii) one for the experiments, that assembles the

other above-mentioned configurations and, if necessary, it overrides some parameters.
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Figure 5.9 A part of the default configuration of the Dreamer-V3 algorithm. It is possible to
notice that it is possible to define any type of parameter in a hierarchical manner, being able
to assign the same value to a parameter as to another parameter.





CHAPTER 6

Experiments and Results

In this chapter, the experiments and the obtained results are presented. The experiments are

aimed at obtaining some satisfactory results on the characteristics that an RL agent should

meet in the video game industry. In particular, through experience and a survey of video

game developers, it turns out that the main requirements are the following:

• The game has to entertain the user, agents can neither be too good at the game nor too

weak: if it is too good at the game, then the human player cannot win any match; on

the other hand, if the human player defeats RL agents too easily, then he/she might get

bored and stop playing that video game.

• Since the models could take a long time to train, they should be able to generalize

to unseen situations. So, the agent should be able to act optimally, or make good

decisions even if encounters a situation he has never seen before. For instance, when

Orobix S.r.l.1 developed the first RL agent applied to a video game (A.N.N.A.2 trained

in the MotoGP video game), they had some problems in the generalization of the

environment. A.N.N.A. is a PPO agent trained for the MotoGP19 video game.

They had difficulty passing on what the agent had learned on a particular track (e.g.,

the Mugello track) and passing that knowledge to another complete another track (e.g.,

1https://orobix.com/
2https://datasciencemilan.medium.com/a-n-n-a-artificial-neural-network-agent-for-motogp-19-

f554fbe9ca

https://orobix.com/
https://datasciencemilan.medium.com/a-n-n-a-artificial-neural-network-agent-for-motogp-19-f554fbe9ca
https://datasciencemilan.medium.com/a-n-n-a-artificial-neural-network-agent-for-motogp-19-f554fbe9ca
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Jerez). In particular, the agent trained on the Mugello track was not able to complete a

lap on the Jerez track.

• Another use case could be automatic testing, video game developers have to develop

tests for the game, consuming a lot of time and resources to write tests. RL can be

exploited to train the agent on the video game and observe its behavior, understanding

if there are some bugs or anomalous behaviors. For instance, during the development

of A.N.N.A., they discovered that the agent gained a lot of speed abnormally when

touching a curb on a bend, this enabled the video game developer to fix the physics of

the game.

• To return to the theme of playability and the fact that a video game must be challenging

for the human player, but at the same time not too complex, an RL algorithm can be

used to understand whether or not the audience can appreciate it. For instance, by

observing the actions the agent selects for completing the game.

Dreamer and P2E algorithms seem perfect to meet the requirements imposed by the video

game industry, therefore, experiments were conducted to study how effectively RL can be

used to date in the video game industry. Starting from the correctness of our implementations,

through the ability of the world model to generalize the environment to situations never

encountered before, to the realization of automatic tests for video games.

6.1 Correctness of Implementations

Given the complexity of the algorithms used, experiments were conducted to verify that,

actually, our proposed implementations in PyTorch were correct and that the algorithms

worked at least as well as the original versions in TensorFlow.

6.1.1 DreamerV1

Dreamer-V1 was trained on a continuous control task and a discrete control task. The first one

was the Walker Walk environment from Deep Mind Control: it is a continuous control task,
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Figure 6.1 Walker Walk: on the left the result obtained by the implementation of Dreamer-V1
in SheepRL (PyTorch); instead, on the right, the result published in [24] (TensorFlow).

Figure 6.2 MsPacman: on the left the result obtained by the implementation of Dreamer-V1
in SheepRL (PyTorch); instead, on the right, the result published in [24] (TensorFlow). As
one can notice, we performed many fewer steps with respect to the original work because of
the limited availability of resources.

where the agent has to learn how to walk in the forward (right) direction by applying torques

on the six hinges connecting the seven body parts, so there are six continuous actions that the

agent has to select at each time step. The experiment was run with the same hyper-parameters

declared in [24]. As one can notice in Figure 6.1, the results of our implementation and the

official one are similar, meaning that the algorithm is correct.

A second confirmation comes from the second experiment we performed for Dreamer-V1,

as shown in Figure 6.2. The environment is the Atari MsPacman, so, the agent has to eat the

yellow dots on the map, and at the same time, it has to avoid ghosts. This experiment was

trained for 1 million steps, instead of training for 20 million steps, as in the original work.
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Figure 6.3 The rewards obtained by Dreamer-V2 in the Walker Walk environment.

6.1.2 Dreamer-V2

Dreamer-V2 was trained in two environments, one with continuous actions and the other

with discrete ones. The continuous control environment is Walker Walk of DMC, whereas

the discrete control one is Pong of Atari. Figure 6.3 shows the results in the Walker Walk

environment and Figure 6.4 shows the ones in the Pong environment. In both experiments,

the agent receives the maximum reward.

6.1.3 Dreamer-V3

To check the correctness of Dreamer-V3 we were able to rely on some references in the

paper, in fact, in [28], have carried out many experiments on Atari environments, pulling the

model for 100K steps with a modestly sized model, in Figure 6.5 and Figure 6.6 our results

and the original ones are shown.

Moreover, Dreamer-V3 is trained in more challenging environments: the first one is

Crafter. Also in this case our agent reaches the same amount of cumulative reward as the

original work (Figure 6.7).
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Figure 6.4 Pong: on the left the result obtained by the implementation of Dreamer-V2 in
SheepRL (PyTorch); instead, on the right, the result published in [27] (TensorFlow). As one
can notice, we performed many fewer steps with respect to the original work because of the
limited availability of resources.

Figure 6.5 MsPacman: on the left the result obtained by the implementation of Dreamer-V3
in SheepRL (PyTorch); instead, on the right, the result published in [28] (TensorFlow). The
graphs show a different number of steps, this is simply due to the measurement used on
the x-axis: both experiments are performed with the same hyper-parameters and take the
same number of steps. On the right, the steps correspond to the number of times the actor
chooses an action (policy steps); while on the left, the steps correspond to the steps played in
the environment. The values differ because of the action repeat parameter, set to 4; in fact,
400K/4 = 100K steps.
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Figure 6.6 Boxing: on the left the result obtained by the implementation of Dreamer-V3 in
SheepRL (PyTorch); instead, on the right, the result published in [28] (TensorFlow). The
graphs show a different number of steps, this is simply due to the measurement used on the
x-axis: both experiments are performed with the same hyper-parameters and take the same
number of steps. On the right, the steps correspond to the number of times the actor chooses
an action (policy steps); while on the left, the steps correspond to the steps played in the
environment (environment steps). The values differ because of the action repeat parameter,
set to 4; in fact, 400K/4 = 100K steps.

Figure 6.7 The results obtained by the SheepRL Dreamer-V3 (on the left) and the results
obtained by its original implementation [28] (on the right) in the Crafter environment. The
agent shows a strong ability to generalize (newly generated maps for each episode), to deal
with partial observability (each input image reveals only a small part of the world), and to
long-term reasoning and survival.
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The other experiment is performed in the Navigate environment of MineRL, unfortunately,

though, there are no other experiments done with Dreamer-v3 with which we can compare

our results. Recall that the Navigate task corresponds to find a diamond located in the world

by following a compass. The agent is given a positive reward when he approaches the

diamond and a negative reward when he allots instead. Moreover, a reward of 100 is given

when he collects the diamond. The agent starts always at 64 meters from the diamond, so, in

general, when it gets a reward above 100, it means he has successfully completed the task,

on the other hand, if he gets a reward between 50 and 100, it means he got near the diamond

but did not find it. In addition to the difficulty of having a 3D environment, the diamond is

not always in plain sight, often it is located underwater or underground, therefore, the agent

must learn human-like behaviors to pick up the diamond in these situations. As shown in

Figure 6.8, the agent is not always able to collect the diamond, even if, in general, it has

learned to follow the information of the compass to get closer to the diamond. In particular,

it sometimes happens that even in the simplest cases where the diamond is in plain sight, the

agent has not learned to go toward the diamond to pick it up, preferring vector information

(compass) with respect to visual information (the RGB frame).

6.2 Generalization

For the generalization, we were inspired by the case of MotoGP, but not having the MotoGP

environment available, we fell back to a simpler environment, but one that has similar

characteristics: CarRacing. Dreamer-V1 was trained on a single CarRacing track, always

the same. It was then tested on other tracks, never previously seen, to see if it had actually

learned the dynamics of the environment, or if it had simply learned only to complete the

lap on the track on which it was trained. The same procedure was performed on the model-

free SAC algorithm, trained and tested on the same tracks Dreamer was trained and tested

on respectively. The results are satisfactory, even in a relatively simple environment like

CarRacing, Dreamer is able to generalize much better compared to model-free algorithms

such as SAC. In fact, both achieved a very high score on the track they were trained on.
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Figure 6.8 The reward obtained in the Navigate task. As it is possible to notice, Dreamer-V3
is able to follow the information of the compass, but it has some difficulties in collecting
the diamond. Indeed, the reward shows that some episode ends with a cumulative reward
greater than 100 (the reward has been collected) and other with a cumulative reward lower
than 100. In most of the episodes, the agent receives a reward of (almost) 60, meaning that it
has followed the information in the compass.
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Table 6.1 The generalization capabilities of Dreamer-V1 and SAC on the CarRacing environ-
ment. The track number 42 is the one on which the two algorithms were trained. The other
three tracks have never been seen by the two agents. From the rewards, it is evident that
Dreamer is still able to complete the lap quickly, while SAC struggles more. Considering
that this environment is simple, we expect this difference to increase as the difficulty level
rises. The underlined scores refer to the maximum score achieved by an algorithm on that
particular track.

Seed Dreamer-V1 SAC

42 936 934
10 893 292
200 854 628
5000 858 637

However, Dreamer is capable of completing, albeit not perfectly, other tracks as well; whereas

SAC encounters much more difficulty to complete them. Table 6.1 shows the differences

between the two algorithms.

6.3 Automatic Testing

Finally, let us discuss the testing phase. Referring back to the experience with MotoGP, an

experiment was conducted with P2E to verify whether a RL algorithm can be effectively

used to explore the environment and uncover bugs or situations and/or locations where the

player may become stuck. Exploration was carried out in the Open-Ended environment of

MineDojo, which does not have a specific task. Consequently, the agent does not receive a

reward, and it can perform any action. Hence, the natural choice was P2E, which defines the

intrinsic reward as a measure of novelty. The exploration of the agent was then compared

to that of a random agent, i.e., making purely random choices. The results, as shown in

Figure 6.9, demonstrate that a RL algorithm can assist video game developers in testing their

products effectively.

Furthermore, we conducted another experiment in which the actions of the agent were

limited to movement, camera rotation, jumping, and attacks (to break objects). We discovered

that there are certain locations on the map from which the agent cannot escape using only
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Figure 6.9 The portion of the Minecraft map explored by the P2E agent. The orange indicates
the locations visited by P2E; whereas, the red part indicates the visited locations of the
random agent.

the available actions. This once again illustrates how RL can be effectively utilized in video

game testing.

An unintended testing scenario emerged during the training of Dreamer-V3 in the “Dead

or Alive ++” environment provided by DIAMBRA. We initially began the training to assess

the performance of the agent in this environment, but then we realized that RL could also be

used to observe how enjoyable a game is for users. As depicted in Figure 6.10, Dreamer-V3

learned to complete the game very effectively: the maximum reward is approximately 3300,

but the agent regularly defeats all opponents, thereby completing the game.

Since the agent can successfully complete the game, we observed the actions it uses to

defeat opponents and realized that it consistently employs the same two or three actions. This

could serve as a warning sign for developers, as the game may become repetitive and less

engaging for human players.

Although DIAMBRA is a fully described environment, it harbors difficulties: for one

thing, different matches in the same episode have different backgrounds; moreover, there are

many different characters. These two aspects require the agent to be able to generalize (be

able to solve the task even in situations never seen before or encountered a few times) and

increase the difficulty of training.
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Figure 6.10 The reward obtained by Dreamer-V3 in the “Dead or Alive ++” environment.

Figure 6.11 The actions distribution of Dreamer-V3 for completing the “Dead or Alive ++”
game. As one can see, it is possible to win the game by repeatedly executing the same
actions.





CHAPTER 7

Conclusions

In summation, this research has shed light on the intricate relationship between RL and the

video game industry. While RL exhibits immense promise, it also faces notable challenges

when tasked with emulating human-like behaviors, as exemplified by the complexities

inherent in conquering games such as the Navigate environment in MineRL. This realization

underscores that RL, in its present form, outperforms humans in many tasks, but still has

difficulty replicating some high-level behaviors.

Nonetheless, the true strength of RL within the video game industry manifests in its

capacity for robust testing and evaluation. RL algorithms prove themselves to be useful in

discovering latent bugs, evaluating game difficulty levels, and discerning whether a game

achieves the delicate equilibrium between challenge and accessibility. These tools can

empower video game developers to iteratively refine their creations, ultimately fostering the

evolution of more engaging and captivating gaming experiences.

Furthermore, the implementation of advanced RL algorithms presents an avenue to

generalize video game environments, potentially reducing the arduous training time required

for NPCs. However, the integration of RL into NPC creation does not come without its

own set of challenges. Its resource-intensive nature and the proclivity for NPCs to outmatch

human player capabilities necessitate developers to commit additional effort towards manually

curbing the ability of NPCs.
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7.1 Next Steps

Regarding the automatic creation of NPCs through the RL, two paths can be pursued in the

future. The first is to use constraint programming applied to the RL [9] to be able to limit

the skills of an agent or to force it to behave in a certain way, depending on the needs of

the game. Alternatively, it is possible to introduce in SheepRL the possibility of Imitation

Learning [12], i.e., letting the agent not learn from scratch by collecting episodes from the

environment, but learn from a dataset filled with games played by human players or other

agents, thus losing the online nature of the RL.

Another interesting development to be made to SheepRL is the addition of the Curious

Replay Buffer proposed by Kauvar et al. [33]: it is a kind of prioritized experience replay

tailored to model-based agents through the use of a curiosity-based priority signal. Agents

using Curious Replay exhibit improved performance in an exploration paradigm inspired by

animal behavior and on the Crafter benchmark. In particular, they noticed that P2E can fail in

some situations when curiosity is needed: they trained a P2E agent in an empty environment,

after some steps, they put an object in the environment and they observed that P2E does not

interact much with the new object, as an animal would. With the Curious Replay Buffer,

instead, the number of interactions with the new object is many more.

Since Dreamer-v3 had difficulty solving the Navigate task in Minecraft because it was

having trouble associating the diamond with the very high reward he received when he

collected it, the Curious Replay Buffer could help Dreamer-V3 associate the diamond with

the reward and, thus, solve the problem.
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