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Abstract

Machine learning is becoming an integrating part of computational materi-

als science, being used to predict materials properties, accelerate simulations,

design new structures, and predict synthesis routes of new materials. But its

efficacy is undermined by problems of data scarcity and portability challenges.

This work explores the potential of graph neural networks in developing

a unified predictor for material properties. The goal is to create a versatile

molecular model using atomic number and relative distances as exclusive fea-

tures. The model aims to handle diverse molecular classes, scales, and theory

levels, enhancing precision in predictingmaterial properties, evenwith limited

data.

To achieve this, inspired by recent advances in Natural Language Process-

ing, we propose a Masked Molecular Modeling task, training the model in a

semi-supervised manner without explicit labels. This task allows the model to

predict the atomic type of masked atoms in a molecular structure, giving the

opportunity to aggregate diverse data sources and mitigating data scarcity is-

sues. We also assess the capacity of the model to perform property prediction,

even with masked elements, and compare it with state-of-the-art approaches.

By incorporating a graph attention mechanism, we not only enhance the

model’s performance but also gain valuable insights into its internal repre-

sentation and processing. This contributes to meaningful explanations and a

deeper understanding of the model’s workings.
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Chapter 1

Introduction

In recent times, researchers witnessed big steps forward in using machine

learning for chemistry and materials science. The addition of data-driven

methodologies in the field is changing the game, accelerating discovery, sim-

ulation, and design of new materials. Graph Neural Networks (GNNs) are

drawing increasing interests, since they can directly work on a graph or struc-

tural representation of molecules and materials, enabling them to access all

relevant information needed to characterize materials.

In particular, the application of GNNs has shown great promise for predict-

ing molecular properties. However, the current limitations mainly stem from

the scarcity of available data, which is both expensive and time-consuming to

generate. Furthermore, there are portability issues with learning models due

to variations in specific tasks, molecular classes, and computational methods

applied to create different datasets.

Current state-of-the-art (SOTA) approaches often rely on complex and

domain-specific models, limiting their applicability across different material

classes, scales, and theoretical frameworks. This work explores the poten-

tial of employing GNNs to overcome these limitations and develop a unified

predictor that leverages atomic number and relative distances of elements as

the only features needed. By encoding atomic number and spatial distances

as node and edge features, respectively, our model aims to reconcile different
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material classes, scales, theoretical methods and relative parameters under a

single framework.

Drawing inspiration from recent breakthroughs in Natural Language Pro-

cessing, our objective is to create a comprehensive and extensive molecular

model that captures a vast amount of knowledge regarding atomistic relation-

ships and properties. This model will serve as an equivalent representation

for molecules, similar to the way modern language models incorporate under-

standing and generation of language.

Our envisioned model aims to possess the capability to handle diverse

molecular classes, such as drugs and crystals, spanning various scales rang-

ing from small molecules to nano-structured systems. Furthermore, it should

be compatible with different computational methods, accommodating varia-

tions in complexity. By achieving this versatility, the model can be special-

ized to perform specific tasks, such as predicting specific material properties,

with precision and accuracy. This specialization can be achieved even when

confronted with limited data, which is the bottleneck of machine learning for

materials science today.

To accomplish the development of such a model, we explore the potential

of training it in a semi-supervised manner, eliminating the need for explicit la-

bels or targets and relying solely on the molecular structure. In this regard, we

propose the adoption of a Masked Molecular Modelling task, inspired by the

concept of Masked Language Modeling. In this task, the model is presented

with a molecule structure where certain nodes (atoms) have been masked, and

its objective is to predict the atomic type of the masked atoms. This approach

enables the aggregation of diverse data from various sources, circumventing

the need to rely on specific available targets and their computation, thereby

mitigating the issue of data scarcity. By leveraging this novel task, the model

could exploit a broader range of data, enhancing its learning capabilities and

extending its applicability to different material design scenarios.
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The work is organized as follows: in Chapter 2, we introduce the fun-

damentals of computational materials science, GNNs and the variants used

in this work. We then conduct a comprehensive review of the state of the

art in the application of GNNs to materials science. Chapter 3 presents the

three datasets and the architecture of the model used in this work, along with

an explanation of the training objectives. Lastly, in Chapter 4, we illustrate

quantitative results by comparing the model’s performance to SOTA models.

We also provide a detailed examination of the attention maps produced by

the model, which offer valuable insights from an interpretability perspective

and somewhat align with classical molecular models. We conclude with final

considerations about the model’s limitations and potential future work.



Chapter 2

Background

2.1 Computational Materials Science

Computational materials science (CMS) is a subfield of materials science that

uses modeling, simulation, theory, and informatics to understand materials

and their properties. The first theoretical calculations in chemistry were those

of Walter Heitler and Fritz London in 1927, using valence bond theory. Com-

putational chemistry has its roots in the early attempts made by theoretical

physicists, beginning in 1928, to solve the Schrödinger equation using hand-

cranked calculating machines. The first known use of computational methods

in materials science was in the 1950s, when quantum mechanics was used

to study the atomic structure of metals. In the 1960s, computational meth-

ods were employed to study the electronic structure of materials, leading to

the development of density functional theory. The 1970s saw the first first-

principles electronic structure calculations, which allowed for the prediction

of materials properties without relying on experimental data. In the 1980s, the

development ofmore powerful computers enabled the study of larger andmore

complex materials systems. The 1990s introduced the concept of ”ab initio”

materials modeling, which involved the use of first-principles calculations to

predict materials properties and behavior. In the 2000s, machine learning and

data-driven approaches began to be used in materials science [55, 2, 28].
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Some of the most significant developments in computational materials sci-

ence include density-functional theory (DFT) [40, 49] and multiscale simula-

tion models. Both approaches have been recognized with the Nobel Prize in

chemistry, but their impact extends beyond chemistry and affects all disci-

plines of fundamental natural science. Today, major themes in the field in-

clude uncertainty quantification and propagation throughout simulations for

decision making, data infrastructure for sharing simulation inputs and results,

high-throughput materials design and discovery, and new approaches given

significant increases in computing power.

The foundation of Computational Chemistry lies in quantum mechanics,

classical mechanics, statistical mechanics, and thermodynamics. These theo-

retical frameworks are used to describe the behavior of atoms, molecules, and

materials at different scales. Most popular methods include:

• Density Functional Theory (DFT) [49]: as mentioned earlier, DFT is a

widely used computational method to study electronic structure, prop-

erties, and stability of materials from first principles.

• Molecular Dynamics (MD):MD simulationsmodel themotion of atoms

and molecules in a material over time, allowing the study of material

dynamics and thermodynamics.

• Monte Carlo (MC) methods: MC simulations use statistical sampling

to explore the configuration space of materials and calculate thermody-

namic properties.

• QuantumMonte Carlo (QMC) [12]: QMCmethods provide more accu-

rate electronic structure calculations than DFT but are computationally

expensive and limited to small systems.

• Machine Learning (ML): ML techniques have been integrated to ac-

celerate calculations, predict material properties, and aid in materials

discovery.
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Today, many challenges lie behind the utilization of computational meth-

ods:

• Multiscale and multi-physics modeling: addressing material problems

with important features at multiple length scales requires the develop-

ment of efficient and accurate multiscale modeling techniques. Ad-

dressing problems of multi-physics nature, such as thermo-mechanical

and electromagnetic phenomena, also presents significant challenges

[9]

• Computational resources: as materials science problems become more

complex, the demand for computational resources increases, necessi-

tating the development of more efficient algorithms and the use of ad-

vanced computing technologies, such as parallel computing, cloud com-

puting, and GPU computing [38].

• Uncertainty Quantification: quantifying and propagating uncertainties

throughout simulations is essential for making informed decisions based

on computational materials science research.

• Data Veracity: ensuring the accuracy and reliability of data used in data-

driven materials science is a critical challenge, as it directly impacts the

quality of predictions and insights [39].

• Data Infrastructure: developing robust data infrastructure for sharing

simulation inputs and results is crucial for facilitating collaboration and

accelerating materials discovery.

2.2 Emergence of Machine Learning

Data science and machine learning have seamlessly integrated into the fabric

of natural sciences, emerging as the fourth pillar alongside experiment, theory,

and simulation [51]. Throughout the materials development cycle, machine
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learning methods are increasingly pervasive, influencing various stages such

as discovering initial candidate materials through property prediction [74],

database screening [46], and even inverse materials design [60]. This influ-

ence extends to the detailed analysis of materials within machine learning-

accelerated simulations [29], the prediction of synthesis conditions [53], and

automated analysis of experimental data [47], as well as experimental plan-

ning [37].

The machine learning models employed in the domains of chemistry and

materials science exhibit a diverse range of methods. These encompass clas-

sical machine learning models like decision tree ensembles to state-of-the-art

deep learning methods such as convolutional neural networks [50] and se-

quence models [72, 4], initially developed for challenges in computer vision

and natural language processing.

The growing interest from the scientific community towardsmachine learn-

ing solutions can be attributed to their particular speed and efficiency com-

pared to traditional experimental and/or computational methods. Despite be-

ing widely used, DFT is still too slow to be applied to large systems (scaling

as O(N3
e ) where Ne is the number of electrons). For example, to run the DFT

calculation on a single 9 heavy atom molecule in QM9 takes around an hour

on a single core of a Xeon E5-2660 (2.2 GHz) using a version of Gaussian G09

(ES64L-G09RevD.01) [42]. What typically can take several hours using DFT

simulations, can be achieved in a mere fraction of time with machine learn-

ing models. And that is really what is attaining the attention of the scientists.

Machine learning could enable rapid screening and selection of materials, alle-

viating the computational burden these practices entail, and assist in the design

process of such materials.

But all this comes with a cost. Modern AI systems are data-hungry and re-

quire a lot of resources and optimization to work effectively. Currently avail-

able datasets cover only a minimum part of the entire chemical space, which
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Figure 2.1: Neural Networks are fairly faster than traditional simulation meth-
ods. Taken from [33]

is estimated to contain around 1080 potentially meaningful chemical combi-

nations. Options like transfer learning and physics-informed neural networks

[64] are still being explored .

There are still challenges and limitations in the application of machine

learning and deep learning in materials science. Researchers are continuously

working to improve the accuracy, efficiency, and interpretability of these mod-

els to better understand and predict material properties and behavior [17, 1,

69].

2.3 Graph Neural Networks

GNNs, or Graph Neural Networks, are a class of machine learning models

specifically designed to operate on graph-structured data. They have gained

significant attention and popularity in recent years due to their effectiveness

in various domains, including social networks, recommender systems, bioin-

formatics, and computer vision.

Traditional neural networks are designed to process grid-like data, such
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as images or sequences, where the input has a fixed shape and connections

between elements are typically uniform. However, many real-world prob-

lems involve data with irregular and interconnected structures, such as social

networks, citation networks, or molecule structures. GNNs are designed to

handle such data by leveraging the underlying graph structure.

At a high level, GNNs aim to learn node representations by aggregating

information from neighboring nodes in the graph. This aggregation process

typically involves a series of message passing steps, where nodes exchange

information with their neighbors and update their own representations accord-

ingly. By iteratively performing these steps, GNNs are able to capture both

local and global information about the graph, enabling effective learning and

prediction tasks.

The core components of a GNN include:

• Node representations: Each node in the graph is associated with a fea-

ture vector, which represents its characteristics or attributes. These fea-

tures can be provided as input or learned as part of the GNN training

process.

• Message passing: GNNs propagate information through the edges of

the graph. At each step, a node aggregates and updates its representa-

tion based on the representations of its neighboring nodes. This process

allows nodes to exchange information and capture relational dependen-

cies.

• Graph pooling: GNNs can aggregate information from the entire graph

to produce a graph-level representation. This can be achieved through

pooling operations that summarize node-level features into a single graph-

level representation.

• Readout/Output: After themessage passing and pooling steps, the learned

node and graph representations can be used for various downstream



2.3 Graph Neural Networks 10

tasks, such as node classification, link prediction, graph classification,

or recommendation.

GNNs have been successful in various applications. For example, in social

network analysis, GNNs can learn representations of users and predict their

interests or behaviors. In drug discovery, GNNs can predict molecular prop-

erties and assist in the design of new drugs [85]. In recommender systems,

GNNs can model user-item interactions and provide personalized recommen-

dations [26].

It’s worth noting that GNNs have different architectures and variations,

including Graph Convolutional Networks (GCNs) [48], GraphSAGE [35],

Graph Attention Networks (GAT) [76], and Graph Transformers [23], among

others. Each variation introduces specific modifications to the basic GNN

framework to address different challenges or improve performance in specific

domains.

2.3.1 Message Passing Paradigm

A graph is given by a tuple G = (V, E, X, W ), where V is the set of vertices,

E is the set of edges, X are node attributes and W are the edge attributes.

The message passing algorithm is the fundamental component of GNNs

that allows nodes to exchange information with their neighboring nodes inside

the graph. The algorithm enables GNNs to capture and propagate information

throughout the graph, incorporating both local and global dependencies. A

message block of a GNN typically consists of the following steps:

1. Initialization: Each node in the graph is initialized with a feature vector,

provided as input or learned as an embedding.

h0
v = xv, ∀v ∈ V
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2. Message Computation and Aggregation: In this step, each node aggre-

gates information from its neighboring nodes:

mt+1
v =

∑
w∈N(v)

Mt(ht
v, ht

w, evw)

The specific aggregation function
∑

can vary, some popular choices

include mean aggregation, sum aggregation, or weighted sum based on

the edge connections.

3. Update function: the update step combines the current node represen-

tation with the transformed messages, allowing the node to integrate

information from its neighbors:

ht+1
v = Ut(ht

v, mt
v)

The message passing algorithm is typically performed iteratively for mul-

tiple steps. In each iteration, the nodes exchange messages, aggregate them,

and update their representations based on the aggregated information. The

iterative nature of the algorithm allows nodes to gather information from in-

creasingly distant parts of the graph.

The readout phase computes a feature vector for the whole graph using

some readout function R according to

ŷ = R({hT
v |v ∈ G})

The message functions Mt, vertex update functions Ut and readout function R

are all learned differentiable functions. R operates on the set of node states and

must be invariant to permutations of the node states in order for the message

passing to be invariant to graph isomorphism.



2.3 Graph Neural Networks 12

2.3.2 Tasks

Three primary types of tasks associated with GNNs are:

Node-level Tasks: node-level tasks involve making predictions or classifi-

cations for individual nodes within a graph. The goal is to learn representa-

tions of nodes that capture their local and global context. Examples of node-

level tasks include:

1. Node Classification: Assigning labels or categories to nodes based on

their attributes and connectivity.

2. Node Regression: Predicting continuous values for nodes, such as pre-

dicting property values of molecules in a chemical graph.

3. Node Clustering: Grouping nodes into clusters based on their structural

similarities.

Edge-level Tasks: edge-level tasks involve predicting properties or relation-

ships between pairs of nodes (edges) within a graph. These tasks often focus

on capturing pairwise interactions and dependencies. Examples of edge-level

tasks include:

1. Link Prediction: Predictingmissing or future connections between nodes

in a graph, commonly used in social networks or recommendation sys-

tems.

2. Relation Extraction: Identifying relationships between entities in a knowl-

edge graph or natural language processing context.

3. Edge Classification: Assigning labels to edges to capture specific inter-

actions or associations between nodes.
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Graph-level Tasks: graph-level tasks focus on making predictions or clas-

sifications for entire graphs. The objective is to capture the overall structure

and interactions within the graph. Examples of graph-level tasks include:

1. Graph Classification: Assigning a label or category to the entire graph,

such as classifying molecular graphs as different chemical compounds.

2. Graph Regression: Predicting a continuous value for the entire graph,

like predicting the properties of a material represented by its crystal

structure graph.

3. Graph Generation: Generating new graphs that share specific charac-

teristics or properties with the input data.

2.3.3 Expressiveness of GNNs

Traditional feed-forward networks (multi-layer perceptrons) are known to be

universal approximators: they can approximate any smooth function to any

desired accuracy [41]. However, GNNs pose unique challenges and opportu-

nities due to the intricate nature of graph-structured data.

GNNs operate by propagating and aggregating information across graph

nodes, enabling them to capture complex relationships and structural patterns

within graphs. While they have demonstrated remarkable performance on

various datasets, they also exhibit a phenomenon where they excel on some

datasets but underperform on others [87, 78]. This has prompted researchers

to delve deeper into understanding the underlying power and limitations of

GNNs.

To shed light on the expressive power of GNNs, researchers have drawn

connections to the Weisfeiler-Lehman (WL) test [83], a classical problem in

graph theory that addresses graph isomorphism. The WL test, initially be-

lieved to be a polynomial-time solution for graph isomorphism, leverages it-

erative graph recoloring to distinguish between different types of graph struc-

tures. However, it was later found to be insufficient for certain cases.
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In any case, graph neural networks have been demonstrated to be as ex-

pressive as the 1-WL test [57, 68]. Graph Isomorphism Networks (GIN) [87]

were introduced to explore the relationship between GNNs and the WL test.

These networks were designed to be as powerful as possible in terms of distin-

guishing between graph structures. Interestingly, the expressiveness of GIN

is closely related to the WL algorithm. This connection not only offers a new

perspective on graph neural networks but also serves as a bridge between clas-

sical graph theory and modern machine learning techniques.

Moreover, extensions of the WL test, such as the k-WL test [43], and In-

variant GraphNetworks [54], have further enriched our understanding ofGNN

expressiveness. These higher-order graph architectures demonstrate varying

degrees of power in distinguishing graph structures, leading to the emergence

of the Weisfeiler-Lehman hierarchy. Such developments provide a theoret-

ical foundation for assessing and comparing different graph neural network

architectures.

While the theoretical insights have expanded our understanding of GNN

capabilities, the practical implications are still being explored. Recent bench-

marks have shown that the performance of provably powerful graph neural

network algorithms might not necessarily surpass that of older techniques in

practice [91, 24]. This highlights the intricate interplay between expressiv-

ity, generalization, and the underlying notion of graph similarity in specific

applications.

Weisfeiler-Lehman isomorphism test TheWeisfeiler-Lehman Isomorphism

Test works by producing for each graph a canonical form. If the canonical

forms of two graphs are not equivalent, then the graphs are definitively not iso-

morphic. However, as mentioned above, it is possible for two non-isomorphic

graphs to share a canonical form, so this test alone cannot provide conclusive

evidence that two graphs are isomorphic.

• At iteration i we assign to each node a tuple Li,n containing the node’s
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old compressed label and amultiset of the node’s neighbors’ compressed

labels (a multiset is a set where elements may appear multiple times).

• At each iteration we will additionally assign a new “compressed” label

Ci,n to each node n’s set of labels. Any two nodes with the same Li,n

will get the same compressed label.

1. To begin, we initialize C0,n = 1 for all nodes n. At iteration i of the

algorithm (beginning with i = 1), for each node n, we set Li,n to be

a tuple containing the node’s old label Ci−1,n and the multiset of com-

pressed node labels Ci−1,m from all nodes m neighboring n from the

previous iteration (i− 1).

2. We then complete iteration i by setting Ci,n to be a new “compressed”

label, such as a hash of Li,n. Any two nodes with the same labels Li,n

must get the same compressed label Ci,n.

3. Partition the nodes in the graph by their compressed label. Repeat 2+3

for up to N (the number of nodes) iterations, or until there is no change

in the partition of nodes by compressed label from one iteration to the

next.

When using this method to determine graph isomorphism, it may be applied

in parallel to the two graphs. The algorithm may be terminated early after an

iteration if the sizes of partitions of nodes partitioned by compressed labels

diverge between the two graphs; if this is the case, the graphs are not isomor-

phic.

2.3.4 GAT

GAT (Graph Attention) Networks were introduced by Velickovic et al. [76]

in 2018.

A single attentional layer is composed as follows: the input is a set of node

features h = {h1, . . . , hn}, hi ∈ RF , where N is the number of nodes, and F
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Algorithm 1 1-WL (color refinement)
Input: G = (V, E, Xv)
1: C0,v ← 1 for all v ∈ V
2: repeat
3: for all v ∈ V do
4: Li,v ← (Ci−1,v, {{Ci−1,w : w ∈ N (v)}}) for all v ∈ V
5: Ci,v ← hash(Li,v)
6: until (Ci,v)v∈V = (Ci−1,v)v∈V

7: return {{Ci,v : v ∈ V }}

is the dimensionality of the features in each node. First, each node feature

is mapped to a higher-level feature through a learnable linear transformation,

parameterized byweight matrixW ∈ RF ′×F . Then a shared attentional mech-

anism a : RF ′ × RF ′ → R is applied to compute attention coefficients

eij = a(hi, hj), (2.1)

indicating the importance of node j’s features to node i. The most general

formulation of attention allows node i to attend to every node j of the input.

In GAT, the graph topology is injected in the computation by allowing node i

to attend to every node j ∈ Ni , where Ni is the neighborhood of i. For each

node i attention weights are normalized by applying a softmax function:

αij = softmaxj(eij) = exp(eij)∑
k∈Ni

exp(eik)
(2.2)

The attention mechanism a consists in a single-layer feed-forward network,

followed by a LeakyReLU nonlinearity:

a(hi, hj) = LeakyReLU
(
aT [Whi∥Whj]

)
, (2.3)

with a ∈ R2F ′ , and T and ∥ are the transposition and concatenation operators

respectively. The attentional mechanism described in the paper refers to the

original implementation of Bahdanau et al. [5], but the framework is agnostic
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to the specific choice of the attentional setup.

Fully expanded, attention coefficient result in:

αij =
exp

(
LeakyReLU(aT [Whi∥Whj])

)
∑

k∈Ni

exp (LeakyReLU(aT [Whi∥Whk]))
(2.4)

The output for each node is obtained as a linear combination of the neigh-

bors features weighted by the attention coefficients, eventually followed by a

nonlinearity σ :

h′
i = σ

∑
j∈Ni

αijWhj

 (2.5)

The mechanism can be extended to be a multi-head attention [75], with K

independent attention computations which outputs are then concatenated to

obtain the final output feature, represented by:

h′
i =

K∥∥∥∥
k=1

σ

∑
j∈Ni

αk
ijWkhj

 (2.6)

Specially, when performingmulti-head attention on the final (prediction) layer

of the network, concatenation is no longer sensible - instead, averaging is em-

ployed, the nonlinearity (usually a softmax or logistic sigmoid for classifica-

tion problems) is applied in the end:

h′
i = σ

 K∑
k=1

∑
j∈Ni

αk
ijWkhj

 (2.7)

Figure 2.2 shows the aggregation process of a GAT layer.

A subsequent study by Brody et al. [10] highlights a constraint in the ex-

pressive capabilities of GAT networks. They formally introduce the concepts

of static and dynamic attention, asserting that GAT networks exclusively of-

fer static attention, which is inherently less expressive compared to the more

encompassing dynamic attention. In the end, they demonstrate their claim

in a controlled problem where the original GAT cannot even fit the training
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Figure 2.2: An illustration of multi-head attention (with K = 3 heads) by
node 1 on its neighborhood. Different arrow styles and colors denote inde-
pendent attention computations. The aggregated features from each head are
concatenated or averaged to obtain h′

1. Extracted from [76].

data. The proposed fix is a simple modification of the order of operations in

Eq.(2.3):

GAT : a(hi, hj) = LeakyReLU
(
aT [Whi∥Whj]

)
(2.8)

GATv2 : a(hi, hj) = aTLeakyReLU (W[hi∥hj]) (2.9)

2.3.5 EGAT

The work of Wang et. al. [79] introduces the so-called edge-integrated atten-

tion mechanism (EGAT), integrating edge data in the message-passing opera-

tion, which is not covered in the original implementation of GAT. Moreover,

edge features are updated with the adjacent node features to generate higher

level representations of edges too.

The node update happens similarly to the original GAT implementation,
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but integrates edge features in the computation. First, node and edge fea-

tures are mapped to higher-level features through linear transformations with

weight matrix Wh ∈ RF ′
H×FH and Wh ∈ RF ′

E×FE respectively, then an edge-

integrated attention mechanism generates attention weights αij

wij = a(Whhi,Whhj,Weeij) (2.10)

which are then normalized through a softmax function:

αij = softmaxj(wij) = exp(wij)∑
k∈Ni

exp(wik)
(2.11)

where Ni represents the neighborhood of node i.

The attention mechanism a is chosen as a single layer feed-forward net-

work followed by a LeakyReLU activation, similarly to GAT:

αij =
exp

(
LeakyReLU(aT [Whhi∥Whhj∥Weeij])

)
∑

k∈Ni

exp (LeakyReLU(aT [Whhi∥Whhk∥Weeik]))
(2.12)

The resulting weights are then applied to perform a weighted sum on neigh-

boring node features, followed by a non-linearity σ:

h′
i = σ

∑
j∈Ni

αij[Whhj∥Weeij]

 (2.13)

Edge features are updated using the node-transit strategy, which uses nodes

as transit ports of edge features. Firstly, the nodes aggregate the adjacent edge

features with the edge-integrated attention mechanism:

βij = softmaxj(LeakyReLU(bT[Whhi∥Whhj∥Weeij])) (2.14)

e′
i =

∑
j∈Ni

(βijWeeij) (2.15)
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The aggregated edge features and node features are used to generate the higher-

level edge features through a multi-layer perceptron (MLP):

e′
ij = MLP(hi, hj, e′

i, e′
j, eij) (2.16)

2.4 GraphNeural Networks forMaterials Science

State-of-the-art architectures Early developments in neural networks for

molecular graphs date back to the 90s and 2000s, without explicitly referring

to the term graph neural network [56, 7]. Message passing neural networks

(MPNNs), with edge features capturing bond information, have been applied

to molecular [33] and crystal graphs [84]. D-MPNN introduces directed edge

embeddings and message passing between edges [89]. Masked self-attention

layers, inspired by natural language processing models [75], have been sug-

gested for graph attention networks [76] and explicitly used for molecules in

Attentive Fingerprint models [86] and for Crystal Graph Attention networks

[70].

Beyond graph models focusing on chemical graphs, a significant category

is dedicated to models explicitly designed for learning quantum properties.

These models typically take atomic numbers and positions as input, training

on data derived from approximate solutions of the steady-state Schrödinger

equation. The QM9 dataset, a widely recognized benchmark dataset [67, 66],

encompasses 12 quantum properties of small molecules containing up to nine

atoms, excluding hydrogen. SchNet [71], one of the earliest graph networks

achieving chemical accuracy on QM9, utilizes convolutional filters for inter-

atomic distances and incorporates skip connections between node updates.

An enhancement to SchNet involves updating positional features along graph

edges, as demonstrated by Jørgensen et al. [45].
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MEGNet [15] explores the application of GNNs to crystals, incorporat-

ing geometric information and leveraging global properties such as tempera-

ture, crucial for solid-state crystalline systems. DimeNet [31, 32] addresses

the dependence of molecular potential energy on bond angles, utilizing edge

embedding with message passing steps from atomic triplets and bond pairs to

incorporate angular features. This formalism has been adopted by other recent

GNNs [16, 90], and extended to include dihedral angles [30, 14].

For directed edge updates with explicit angle plus node information, as

seen in DimeNet, message passing essentially operates on higher-order paths

[27] or k-pairs of atoms [57]. However, this becomes impractical for fully

connected larger graphs due to the exponential increase in multi-node inter-

actions. Models like MXMNet [90] address this by using multiplex graphs,

selectively considering specific edges when calculating bond angles in higher-

order pathways [16].

Graph representation Graph networks often utilize the chemical graph di-

rectly as input, catering to both molecules [33] and inorganic compounds [70,

84]. This approach offers advantages over compositional or fixed-sized vec-

tor representations, providing flexibility and scalability. Consequently, GNNs

find applications in tasks like drug design or material screening [86], where

knowledge of functional groups, scaffolds, or the full chemical structure and

its topology is crucial. In molecular applications, the chemical graph is com-

monly extracted from SMILES codes and augmented with features obtained

from cheminformatics software.

For chemistry-related tasks, the connectivity of atoms in molecules often

contains sufficient information to predict molecular properties without relying

on exact geometry. However, geometry or stereochemical information can be

considered e.g, through additional edge features representing the distance be-

tween atoms [15]. In contrast, materials applications face challenges as atom

connectivity is not well defined in most cases, necessitating the extraction
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of graphs from crystal structures based on distance heuristics. The chemi-

cal graph alone may not suffice to accurately predict quantum-mechanical or

electronic-structure properties in materials tasks that depend strongly on the

exact molecular geometry.

For tasks involving geometric dependencies, such as predicting potential

energy surfaces of molecules and materials [14], it becomes evident that geo-

metric information is essential. The representation of positional and geometric

information to learn quantum properties has been explored in previous works,

leading to a variety of descriptors. Many of those descriptors expand geomet-

ric information into symmetry or basis functions, and are typically employed

in conventional machine learning models such as neural networks and Gaus-

sian processes.

Geometric information, such as distances, bonds and dihedral angles, has

also been widely used for node or edge representation in graph neural net-

works. Angles or distances are similarly expanded into Gaussian-like, radial

and spherical Fourier-Bessel functions. For molecules, attributes like chiral-

ity, aromaticity, hybridization, presence of rings, are valid information to be

included to the structural representation. For solid crystals and periodic struc-

tures, the periodicity and space group symmetries are additional symmetries

to be added to the representation for GNNs.
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Methodology

3.1 Datasets

QM9 The QM9 dataset, short for ”Quantum Chemistry of Molecular Struc-

tures 9” [67, 66], is a widely used dataset in the field of computational chem-

istry andmachine learning. It was introduced to serve the comparative analysis

of existingmethods, the development of newmethods, such as hybrid quantum

mechanics/machine learning, and the systematic identification of structure-

property relationships. It contains data related to the structural properties of

around 134 000 small organic molecules. Each molecule is represented by its

atomic structure, including the types of atoms, their coordinates, and the chem-

ical bonds between them. For each molecule, the dataset provides a range of

quantum chemical properties, calculated at the B3LYP/6-31G(2df,p) level of

quantum chemistry, including but not limited to:

• HOMO (Highest Occupied Molecular Orbital)

• LUMO (Lowest Unoccupied Molecular Orbital)

• Band gap

• Internal energies

• Thermodynamic properties
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The QM9 dataset is valuable for tasks related to drug discovery, property pre-

diction, and understanding the electronic and structural properties of organic

molecules.

(a) Propane (b) Hexane (c) Urea

Figure 3.1: Molecules sampled from QM9

Materials Project The Materials Project [44] (MP) is a widely recognized

and influential initiative in the field of materials science and computational

materials research. It’s a collaborative effort to provide open-access materials

data and computational tools to researchers and the public. Its primarymission

is to accelerate materials discovery and innovation by offering comprehensive

data on a wide range of materials. MP maintains a vast and continuously ex-

panding database of materials, including inorganic compounds and crystalline

structures.

Since Materials Project is constantly being updated, the work of Chen et

al. [15] has produced a subset of MP - nominally, MP2018.6.1 - serving as

benchmark for later studies, including this one. The crystal data set comprises

the DFT-computed energies and band gaps of 69 640 crystals from the Ma-

terials Project obtained via the Python Materials Genomics (pymatgen) [62]

interface to the Materials Application Programming Interface (API) [61] on

June 1, 2018. Available targets in this dataset are formation energy per atom

and band gap.
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(a) Au (b) NaCl (c) H2O

Figure 3.2: Unit cells of crystals sampled from MP, along with their crystal
lattice.

CSIROGrapheneOxideDataset TheCSIROGrapheneOxide dataset (GO)

[6] is a collection of electronically neutral graphene oxide nanoflake and peri-

odic graphene oxide sheet final configurations for use in data-driven studies.

The dataset includes 20 396 nanoflake final configurations, accompanied by a

list of 830 features extracted from the simulations. The dataset was generated

using DFTB simulations to train machine learning models. A study published

in 2019 identified 25 archetypal ’pure’ graphene oxide structures and three

prototypes that are the truly representative averages in 224-dimensional space

[58].

For the purpose of this work, a subset of 7 000 samples has been validated

and extracted from the original dataset. Out of the 830 features accompany-

ing graphene sheets, we are interested in 5 of them, to be used as targets for

property prediction:

• Total energy

• Fermi energy

• Ionization potential

• Electronegativity
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• Electron affinity

Figure 3.3: Graphene oxide sheets sampled from GO

QM9 and MP are commonly used benchmarks for molecular and crys-

talline systems, respectively. Over the years, many works have focused on

one or the other, often both are taken in consideration. On the other hand,

less effort has been dedicated to nanostructured systems in general. Work-

ing on these systems has many complications: nanostructured materials en-

compass a wide range of structures, including nanoparticles, nanowires, nan-

otubes, and more; each of these structures can have different sizes, shapes,

and surface properties; at the nanoscale, size effects become prominent, and

the properties of materials can differ significantly from their bulk counter-

parts. Understanding and modeling these size-dependent effects can be com-

putationally intensive and may require specialized techniques. There is a lack

of widely accepted benchmark datasets for nanostructured materials. Creat-

ing such datasets can be challenging due to the diversity of structures and

properties, not mentioning the challenges related to obtaining synthetic data

through simulations, which are usually extremely resource-intensive and time-

consuming. The CSIROGraphene Oxide dataset has been selected as a bench-

mark to assess the performance of the model for a particular instance of this

wide class of materials (i.e.,graphenes).
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3.2 Structure Representation

This study aims to develop a straightforward representation method that can

be used for any type of material. Various common representation formats exist

for different material classes:

• Small molecules: SMILES (SimplifiedMolecular Input Line Entry Sys-

tem) [81, 82, 80], SMARTS (SMILES Extended) [19, 20], InChI (Inter-

national Chemical Identifier) [73], MDLMolfile [18], ChemicalMarkup

Language (CML) [13, 59], XYZ Coordinate Format [88],...

• Crystals: (CIF) Crystallographic Information File [34, 11], PDB (Pro-

teinData Bank) [3, 8], COD (CrystallographyOpenDatabase)[22], XYZ,...

• Nanographenes: CIF, PDB, MOL, XYZ,...

Each representation differ in the description of the structure: SMILES,

InChI and SMARTS are a compact way to describe composition and topology

(bonds and substructures) of a molecule, but don’t contain spatial informa-

tion; other representations (e.g., XYZ) contain only information about atomic

positions; other richer representation, like MOL, PDB, CIF, are dictated by

necessities of standardization and data exchange, but are not available for ev-

ery structure; not all representations are compatible with any material class.

Inside this representation zoo, what really do small molecules, crystals and

nanomaterials all have in common? They all can be represented in term of

their composition (atomic types) and structure (atomic positions). This is the

starting point of the work. Each sample is converted to a graph G = (V , E)

where

• V is the set of Nv atomic numbers of the elements composing the struc-

ture

• E is the set of Ne bond distances
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Bonds are selected according to a cutoff distance of 4 Å. Using this cutoff,

no structure is forming isolated atoms and can be used for training. Bond

distances are further expanded on a basis of Gaussian:

eij = exp
(
−(rij − r0)2

σ2

)

where rij is the distance between atoms i and j,r0 takes values at 100 locations

linearly placed between 0 and 5, and the width σ = 0.5

3.3 Model Architecture

The proposed architecture is designed as a unified model capable of making

predictions simultaneously at the node, edge, and graph levels.

The process begins with an input graph, denoted as G = (V , E), where

V is the set of atomic numbers and E is the set of bond distances, expanded

using a basis of Gaussians (see previous section). An embedding layer is em-

ployed to map the atomic numbers to high-dimensional features, providing a

richer representation of the atoms in the graph. The node and edge features

undergo updates using the Edge-Featured Graph Attention (EGAT) mecha-

nism described in Section (2.3.5). Each convolutional layer t has nt indepen-

dent attention heads; the output features are obtained as the concatenation of

the output of each head. After T repetitions, the computation takes different

paths:

• Graph prediction: the high-level atomic features are fed to a Set2Set

layer computing a pooling function [77]. Unlike conventional LSTMs,

Set2Set layers are irrespective of the order of the input sequence, which

makes themwell-suited as an aggregation operator. The same is applied

to bond attributes. The resulting outputs are then concatenated and fed

to a gated MLP [52] to obtain the final result.

• Node and Edge prediction: instead of following the graph prediction
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Figure 3.4: Schematic Representation of the network architecture. Multi-head
EGAT produces h vectors which are then concatenated before feeding them
to the next convolutional layer. For graph-level prediction, the set of node
attributes and the set of edge attributes are input to Set2Set layers and outputs
are concatenated; finally, the concatenated output is passed through a gated
MLP producing the final prediction. For node and edge level predictions,
the EGAT hidden dimension is set to 1 and the output comes from averaging
across the heads.

path, atomic and bond features are directed to a final EGATConv layer

equipped with nOUT attention heads. The predictions for both node and

graph levels are obtained by averaging the results across all the heads.

A schematic representation of the proposed architecture is available in Fig-

ure 3.4.

3.4 Tasks

The model has been trained on node classification and graph property predic-

tion on a variety of targets for each dataset.
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MaskedMolecularModelling Taking inspiration fromLarge LanguageMod-

els, a similar type of task applied to molecular structures is introduced. The

main idea is to use node embeddings to reconstruct the node types from the

representation. Given the set of atomic elements contained in the input struc-

ture, some of them are randomly extracted and their atomic number is masked.

The task of the network is to predict the atomic number of the masked nodes,

optimizing the expectation of samples. This is similar to how first popular lan-

guage models (e.g., BERT [21]) were pre-trained through a masked language

model objective. The task is formulated as a multi-class node-classification

problem. We minimize the cross-entropy between the actual atomic numbers

fi and the predicted ones, computed on the masked nodes only.

Ln = −Evi∼VM

[
Kn∑

m=1
fim log(σ(gθn,i(G)))

]
, (3.1)

where VM is the set of masked nodes, Kn is the number of atom types, gθn,i

computes the prediction for the masked node vi.

Property Prediction The final goal of the model is to offer predictions on

specific properties associated with a given structure. The available datasets

often come with a series of properties associated with the structure (e.g., for-

mation energy, Fermi energy, band gap, ...). For this reason, a graph-level pre-

diction task is combined with the node prediction task, optimizing the mean-

squared-error between the predicted and the target value of the property:

Lp = ∥y − gθp(G)∥2 (3.2)

The total loss to be minimized is thus given by

Lt = Ln + Lp (3.3)
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Results

The same architecture has been trained and tested on three different tasks:

1. Property prediction only: the model receives an integral graph structure

as the input, and outputs the graph-level property.

2. Masked node prediction only: the model receives a graph that contains

20% of masked nodes, and returns in output the labeled nodes.

3. Masked node prediction + property prediction: the model receives a

graph that contains 20% of masked nodes, and outputs the graph-level

property together with labeled nodes.

For each property available in the datasets described in Section 3.1 a dif-

ferent model has been trained. Each model has been trained and tested on a

80:10:10 split, for 500 epochs on an Nvidia A40 GPU, using Adam optimizer

with initial learning rate set to 0, 001 along with a cosine decay schedule, early

stopping if no improvement is made for 150 subsequent epochs. Since the fo-

cus of this work is about making structural predictions through masked molec-

ular modeling, from now on we will refer to the model as MaMoMo (Masked

Molecular Model).

The node model is used to assess the ability to understand atomic interac-

tions by asking to reconstruct the original structure given somemissing atoms.
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The propertymodel serves to assess the capacity to provide accurate prediction

on targets of interest. The node+property model has the objective of evalu-

ating whether training the model jointly on both node-level and graph-level

tasks has any adverse impact on its performance.

It is worth noting that there is a minor flaw in the current representation of

MP structures. MP crystals have sizes ranging from a single element to many

dozens of atoms. This is due to them being represented with their unit cell

i.e, the smallest repeating unit having the full symmetry of the crystal struc-

ture, and the periodic boundary conditions (PBCs). The structures with the

smallest number of atoms have been enlarged by replicating the unit cell on

every direction. Although this is fine for masked molecular modelling, this is

conceptually wrong for property prediction, since target values are referred to

a theoretically infinite structure, and it should be necessary to use PBCs or to

consider unit cells only, for a better consistency. This issue will need to be

addressed in future work.

4.1 Masked Node Prediction

The model reaches very good results when trained exclusively for masked

node prediction. Overall accuracy and F1 score are above 99% for GO and

QM9 datasets, which have a little number of classes compared to MP, where

the accuracy and F1 are 95% and 92% respectively. Combining structural

prediction with property prediction causes the model to lose precision, though

the effect is more evident when the prediction is related to extensive properties

of the structures (e.g., total energy, enthalpy, Gibbs free energy,...). In general,

when the model struggles more to fit a property, also masked node prediction

is affected, but this is understandable given the combined loss.

Tables 4.1,4.2 and 4.3 resume the accuracy and F1 scores for each of the

trained models. More details are available in Appendix A and B.
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model Accuracy F1
node-only 99.998% 99.997%
Etot* 86.102% 77.498%
ζ0 99.998% 99.997%
χ 99.996% 99.995%
EA 99.998% 99.997%
IP 99.998% 99.997%

Table 4.1: Comparison of prediction metrics between different models on
CSIRO Graphene Oxide Dataset. Etot: total energy; ζ0: Fermi energy; χ:
electronegativity; EA: eletron affinity; IP : ionization potential. *Extensive
property.

4.2 Property Prediction

For the GO dataset, the only available benchmark is coming from GrapheNet,

a convolutional neural network under development at CNR-ISMNof Bologna.

For this reason, we have trained a MEGNet [15] model to be used as a fur-

ther comparison element. The code and the training loop are taken from the

original implementation but we have increased the number of parameters in

order to achieve comparable results. For QM9 and MP, there is already a rich

literature, and we added two models – SchNet [71] for QM9 and CGNN [84]

for MP – as further reference, together with the already cited MEGNet.

Tables 4.4,4.5 and 4.6 illustrate the comparison of the mean absolute errors

(MAEs) between the performance of different models applied to each of the

datasets. Results exhibit a comparable order of magnitude and show great

promise. We even improved on some targets for the GO dataset. Nevertheless,

the model requires further refinement to attain the chemical accuracy targets

outlined by Faber et al. [25] across various properties.

Performance degradationwas expected in property predictionwithmasked

nodes. We recall that the model receives a degraded graph as input, and has

to both reconstruct the structure and predict the target property. While this is

quite evident in QM9, where molecules are small and removing a fifth of the

atoms has a more substantial impact, it is less so in MP. Notably, in graphenes,

there’s even an improvement in performance for certain targets. Two likely
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model Accuracy F1
node-only 99.986% 99.936%
ϵHOMO 99.982% 99.930%
ϵLUMO 99.972% 99.829%
∆ϵ 99.982% 99.905%
ZPV E* 99.978% 99.873%
µ 99.834% 98.794%
α 99.195% 94.823%
⟨R2⟩* 98.619% 89.842%
U0* 97.860% 86.845%
U* 96.306% 80.315%
H* 97.653% 86.837%
G* 97.281% 85.947%
Cv 99.789% 97.892%

Table 4.2: Comparison of prediction metrics between different models on
QM9 Dataset. ϵHOMO: highest occupied molecular orbital; ϵLUMO: lowest
unoccupied molecular orbital; ∆ϵ: energy gap; ZPV E: zero-point vibra-
tional energy; µ: dipole moment; α: isotropic polarizability; ⟨R2⟩: electronic
spatial extent; U0: internal energy at 0 K; U : internal energy at 298 K; H:
enthalpy at 298 K; G: Gibbs free energy at 298 K; Cv: heat capacity at 298
K. *Extensive property.

model Accuracy F1
node-only 95.751% 92.983%
Ef 94.681% 91.385%
∆ϵ 92.221% 87.048%

Table 4.3: Comparison of prediction metrics between different models onMa-
terials Project Dataset. Ef : formation energy per atom; ∆ϵ: band gap.
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explanations emerge: 1) CSIRO’s graphene oxides exhibit regular structures

with only three different atomic types, simplifying the reconstruction process,

and 2) instructing the model to learn structural information has effectively

enhanced its understanding of the system.

Extensive properties are those whose values scale proportionally with the

size of the underlying structure. It is clear that our model faces challenges

when handling this kind of properties. The authors of MEGNet integrate a

global state feature, evolving alongside node and edge features, to the archi-

tecture. It’s plausible that a significant portion of information regarding the

overall graph property, whether intensive or extensive, resides within these

global state features. This work has taken inspiration from MEGNet in the

adoption of Set2Set layers as the final node and edge aggregation operator, but

has dropped the global state. A subsequent work from the authors ofMEGNet,

M3GNet [14], also drops the global state feature, but introduces differentiated

aggregation layers depending on whether the target property is an intensive

property or an extensive one.

This leads us to consider the possibility that there may be limitations in the

capacity of Set2Set layers, which have been adopted as the final aggregation

operators for nodes and edges in our work. Problems can lie in using them as

the sole aggregation mechanism, in the initialization of their weights, or also

in the handling of extensive values without any kind of normalization (e.g.,

fitting the model on per atom properties instead of total ones), and should be

better investigated in a future work.

It should be noted that, for some properties of QM9 – specifically, elec-

tronic spatial extent (⟨R2⟩), internal energy at 0K (U0), internal energy at

298.15K (U ), enthalpy(H) – results are not comparable, since we have later

discovered that previous works have used a modified version of QM9 dataset,

unfortunately not available anymore, where these properties are on completely

different distribution and scale. Table 4.5 underscores the properties where

discrepancies exist. While errors may seem huge in absolute terms, in relative
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MaMoMo MaMoMo
property units GrapheNet MEGNet (graph) (node+graph)
Etot* eV 3.920 104.243 1.047e+4 9.9e+3
ζ0 eV 0.047 0.047 0.048 0.040
χ eV 0.067 0.070 0.065 0.060
EA eV 0.084 0.080 0.078 0.075
IP eV 0.064 0.079 0.071 0.070

Table 4.4: Comparison of MAEs between different models on CSIRO
Graphene Oxide Dataset. *Extensive property.

MaMoMo MaMoMo
units SchNet MEGNet (graph) (node+graph)

ϵHOMO eV 0.041 0.038 0.069 0.193
ϵLUMO eV 0.044 0.031 0.063 0.214
∆ϵ eV 0.066 0.061 0.101 0.260
ZPV E* meV 1.43 1.40 3.894 88.23
µ D 0.050 0.040 0.242 0.342
α bohr−3 0.081 0.083 0.235 0.723
⟨R2⟩* bohr−2 0.302 0.265 8.724 22.944
U0* eV 0.012 0.009 17.480 142.9
U* eV 0.013 0.010 12.873 139.5
H* eV 0.012 0.010 10.915 145.5
G* eV 0.012 0.010 12.136 154.7
Cv cal (mol K)−1 0.029 0.030 0.064 0.158

Table 4.5: Comparison of MAEs between different models on QM9 Dataset.
*Extensive property. Underlined targets are not comparable because of a mis-
match in the dataset used by the works.

term they are still very good. For a more comprehensive evaluation of the

results, please refer to Appendix A and B.

4.3 Attention Maps

One of the remarkable advantages of incorporating graph attention mecha-

nisms into our model is its inherent ability to extract and visualize attention

maps. These maps provide a transparent view of how the model processes

information within a graph. By visualizing which connections the model pays

the most attention to, we gain information into its decision-making process,
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MaMoMo MaMoMo
property units CGNN MEGNet (graph) (node+graph)
Ef eV atom−1 0.039 0.028 0.064 0.098
∆ϵ eV 0.388 0.330 0.407 0.408

Table 4.6: Comparison of MAEs between different models on Materials
Project Dataset.

getting valuable insights into the learned representations.

Stunningly, the attention maps that the model has learned are resembling

very closely what is the typical representation commonly used among the

scientific community. Having set a quite high distance threshold (4 Å) for

connecting atoms when representing a structure, the resulting graphs are very

densely connected and thus very different from the classical view – most bond

distances are below 2 Å. This makes even more impressive that the model was

able to learn representations that are meaningful to us even when given such

complex starting structures.

The attention maps also highlight the differences lying among the three

structural classes that are present in the dataset. When dealing with molecules,

such as those found in the QM9 dataset, much of the essential information can

often be inferred from stoichiometry (the ratios of elements) and topology

(the arrangement of atoms). In this context, the primary focus of the model is

to extract meaningful chemical bonds between atoms. These bonds serve as

critical features, and the model leverages them to make accurate predictions

about molecular properties. Bonds in molecules are well-defined and provide

a clear framework for understanding the molecule’s structure and behavior.

On the contrary, the realm of crystals presents a different challenge. Crys-

talline structures are inherently complex, characterized by the arrangement of

atoms or ions in a repeating and three-dimensional lattice. In crystals, inter-

actions between atoms occur in a highly intricate and coordinated manner. In

such a system, the traditional concept of individual atomic bonds, as observed
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in molecules, is not particularly meaningful. Instead, the behavior of a crys-

tal emerges from the collective interactions of its constituent atoms within the

lattice. These interactions involve long-range forces and are influenced by

factors like crystal symmetry, periodicity, and defects.

Nanographenes possess characteristics common to both themolecular com-

positions found in QM9 and the crystalline structures encountered in MP.

Firstly, they mostly fall within the realm of organic materials, primarily com-

posed of carbon and hydrogen atoms, and feature robust, directional bonds

akin to those observed in molecular systems. Secondly, as nanostructured ma-

terials they exhibit a form of short-range periodicity, for example the hexago-

nal carbon lattice in graphene oxide, reminiscent of the crystalline periodicity

observed in crystals. However, unless we are dealing with pristine structures,

like pure graphene sheets, periodicity is frequently disrupted by the presence

of defects, dislocations, grain boundaries, adsorbates, and various forms of

disorder. GO structures exhibit functional groups, primarily consisting of

oxygen atoms (O) and hydroxyl groups (OH), bonded to the carbon atoms

on their surface. Imperfections profoundly impact the properties of nanos-

tructured materials. For instance, in the case of graphene sheets, properties

can vary significantly based on factors such as shape, dimension, the density

of defects, the influence of adsorbates, and more. Therefore, comprehensive

analysis and modeling of nanostructures require a holistic consideration of

these diverse characteristics, rendering them particularly challenging to work

with.

It’s worth noting that nanostructured materials are often examined us-

ing the same simulation methods employed for crystalline materials. How-

ever, a fundamental distinction arises in the treatment of boundaries. In crys-

talline simulations, the lattice structure dictates the simulation cell’s definition,

whereas in nanostructured simulations large simulation cells, aimed at mini-

mizing boundary effects and ensuring a more realistic representation of these

intricate systems, are defined.
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(a) Molecule (b) Input graph (c) Attention map

Figure 4.1: A molecule randomly extracted from QM9 test set. 4.1a: visual-
ization of the molecule using a molecular graphics toolkit, 4.1b: graph struc-
ture input to the network, 4.1c: one attention map extracted from the network.

All these differences are clear when visualizing the attention maps. For

QM9 and GO, certain layers perfectly reproduce the topology of the structure

on many samples; Figure 4.1 and 4.3 show the comparison between the input

structure visualizedwith py3dmol (https://pypi.org/project/py3Dmol/),

a molecular graphics software, and one attention map extracted from a con-

volutional layer of the network. The resemblance is striking, also considering

what the network receives as input. Recalling what we mentioned above, we

should not expect crystals to show an ordered (bond-wise) structure, and so it

is. Most attention maps resemble what is presented in figure 4.2. Other atten-

tion maps focus on different kinds of interaction, for example hydrogen bonds,

or boundaries in graphene sheets; during masked molecular modelling, atten-

tion is deviated by the presence of masked nodes, suggesting that the model is

focusing on nearby elements to infer the masked atom type. More images are

available in Appendix C

4.4 Conclusions

Before drawing the conclusions, we recall the reasons that have motivated us

to start this work:

• The world of computational chemistry is increasingly oriented towards

https://pypi.org/project/py3Dmol/
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(a) Molecule (b) Input graph (c) Attention map

Figure 4.2: A molecule randomly extracted from MP test set. 4.2a: visualiza-
tion of the molecule using a molecular graphics toolkit, 4.2b: graph structure
input to the network, 4.2c: one attention map extracted from the network.

(a) Molecule (b) Input graph (c) Attention map

Figure 4.3: A molecule randomly extracted from GO test set. 4.3a: visualiza-
tion of the molecule using a molecular graphics toolkit, 4.3b: graph structure
input to the network, 4.3c: one attention map extracted from the network.
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data science and machine learning, which are emerging as the fourth

pillar of natural sciences.

• Data-driven CMS has the power to speed-up the research, but relies on

the availability of datasets, which production is expensive and time-

consuming.

• The chemical space is largely still unexplored. Moreover, there are

many branches of CMS addressing very different classes, at different

scales and theoretical levels.

• Datasets are rarely comparable, and reproducibility is a problem even

when provided with the parametrization. There is an open research field

towards the creation of data integration frameworks.

• Structural representation for ML models must be simple and flexible

enough to handle all the aforementioned differences.

The one presented here is an initial exploration of the possibility of estab-

lishing a simple, unified framework for the prediction of properties on ma-

terials. Its inception was driven by the aspiration to create a generic model,

trained to perform structural prediction on a multitude of structures, spanning

from simple molecules to crystals and large nanostructured systems. The goal

of this model is to learn intrinsic quantomechanical properties of the matter,

and then be easily tuned to specific tasks, classes and theory levels, requiring

little data. This adaptability is crucial given the scarcity and costliness of data

production, a significant bottleneck in this field.

Thework showed here presents just a preliminary assessment of themethod

and the architecture. Despite minimal hyperparameter optimization, it has ob-

tained promising results, demonstrating its ability to handle various properties

and classes. However, vulnerabilities in certain tasks have surfaced, and fur-

ther improvement are necessary to reach chemical accuracy.
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Last but not least, we have showed how this approach is enriched by an

interpretable internal representation manifested in the attention maps. This

not only enhances our understanding of the models but also paves the way for

advancements in future research.

4.5 Future Perspectives

The model presented in Section 3.3 has been designed to also perform edge-

level predictions, in addition to node- and graph-level predictions. Masked

molecular modeling, as presented until now, is a ”simple” task, considering

that the model still has visibility of the distances between masked atoms and

their neighborhood. An advanced alternative, as proposed by Hao et al. [36],

involves sampling a fraction of edges from the structure, thenmasking both the

edges and the connected nodes, tasking the model with their prediction. This

requires the model to capture more information about interatomic relations

and the arrangement of atoms within the structure.

After having validated the capacity of the model to perform property pre-

diction, the natural direction of future works would be to collect and aggre-

gate as many data as possible from every possible source, in order to cover as

much as possible the chemical space, and train the model on structural pre-

diction only – which, at that point, would be the only meaningful option to

integrate different datasets, given their incompatibilities. Such model should

represent the equivalent of what Large Language Models represent for lan-

guage: a foundational model, capturing general knowledge, flexible enough

to be tuned to specific tasks without much effort [63, 65]. Of course, such

envisioned model implies a massive work in term of data integration and re-

quires the collaboration of many branches of the scientific community. Other

options to be explored could be student-teacher approaches, active learning

and transfer learning.
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Supplementary Tables

Target Unit MAE MSE R2
Etot eV 1.047e+4 1.766e+8 0.578
ζ0 eV 0.048 0.006 0.910
χ eV 0.065 0.016 0.794
EA eV 0.078 0.030 0.738
IP eV 0.071 0.023 0.757

Table A.1: Property-only model: detailed metrics for GO targets.

Target Unit MAE MSE R2
ϵHOMO eV 0.069 0.010 0.971
ϵLUMO eV 0.063 0.008 0.995
∆ϵ eV 0.101 0.021 0.988
ZPV E meV 3.894 1099.0 0.999
µ D 0.242 0.136 0.941
α bohr−3 0.235 0.203 0.997
⟨R2⟩ bohr−2 8.724 630.353 0.992
U0 eV 17.480 3425.9 0.997
U eV 12.873 1706.9 0.999
H eV 10.915 1202.9 0.999
G eV 12.136 1294.3 0.999
Cv cal(mol K)−1 0.064 0.028 0.998

Table A.2: Property-only model: detailed metrics for QM9 targets.
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Target Unit MAE MSE R2
Ef eV atom1 0.064 0.016 0.986
∆ϵ eV 0.407 0.495 0.803

Table A.3: Property-only model: detailed metrics for MP targets.

Target Unit MAE MSE R2
Etot eV 9.9e+3(±2.6e+2) 1.6e+8(±9.2e+6) 0.608(±2.1e–2)
ζ0 eV 0.040(±5.6e–4) 0.005(±1.8e–4) 0.936(±2.5e–3)
χ eV 0.060(±7.1e–4) 0.015(±3.3e–4) 0.803(±4.3e–3)
EA eV 0.075(±8.8e–4) 0.030(±7.2e–4) 0.738(±6.1e–3)
IP eV 0.070(±1.2e–3) 0.025(±6.3e–4) 0.738(±6.6e–3)

Table A.4: Node+property model: detailed metrics for GO targets. Mean and
standard deviation values are derived from 30 iterations on the dataset, with
distinct random masking of the nodes.

Target Unit MAE MSE R2
ϵHOMO eV 0.193(±1e–3) 0.077(±2e–2) 0.78(6± 5e–2)
ϵLUMO eV 0.214(±9e–4) 0.084(±1e–3) 0.947(±6e–4)
∆ϵ eV 0.260(±1e–3) 0.123(±1e–3) 0.927(±6e–4)
ZPV E meV 88.237(±7e–1) 1.6e+4(±3e+2) 0.979(±4e–4)
µ D 0.342(±2e–3) 0.241(±4e–3) 0.895(±1e–3)
α bohr−3 0.723(±5e–3) 1.226(±3e–2) 0.981(±5e–4)
⟨R2⟩ bohr−2 22.944(±1e–1) 1.3e+3(±5e+1) 0.983(±6e–4)
U0 eV 142.9(±1e+0) 4.6e+4(±1e+3) 0.961(±1e–3)
U eV 139.5(±9e–1) 4.9e+4(±4e+3) 0.958(±3e–3)
H eV 145.5(±1e+0) 4.8e+4(±2e+3) 0.959(±1e–3)
G eV 154.7(±1e+0) 5.7e+4(±3e+3) 0.951(±2e–3)
Cv cal(mol K)−1 0.158(±1e–3) 0.057(±3e–3) 0.997(±2e–4)

Table A.5: Node+property model: detailed metrics for QM9 targets. Mean
and standard deviation values are derived from 30 iterations on the dataset,
with distinct random masking of the nodes.

Target Unit MAE MSE R2
Ef eV atom1 0.098(±6.9e–4) 0.025(±3.3e–4) 0.978(±2.9e–4)
∆ϵ eV 0.408(±2.4e–3) 0.528(±7.6e–3) 0.790(±3.0e–3)

Table A.6: Node+property model: detailed metrics for MP targets. Mean and
standard deviation values are derived from 30 iterations on the dataset, with
distinct random masking of the nodes.
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Target Accuracy F1 (macro) F1 (weighted)
node-only 99.998(±0.001)% 99.997(±0.002)% 99.998(±0.001)%
Etot 86.102(±0.106)% 77.498(±0.165)% 85.683(±0.112)%
ζ0 99.998(±0.002)% 99.997(±0.002)% 99.998(±0.002)%
χ 99.996(±0.002)% 99.995(±0.002)% 99.996(±0.002)%
EA 99.998(±0.002)% 99.997(±0.002)% 99.998(±0.002)%
IP 99.998(±0.002)% 99.997(±0.003)% 99.998(±0.002)%

Table A.7: Detailed metrics for masked node prediction on GO. Mean and
standard deviation values are derived from 30 iterations on the dataset, with
distinct random masking of the nodes.

Target Accuracy F1 (macro) F1 (weighted)
node-only 99.986(±0.006)% 99.936(±0.080)% 99.986(±0.006)%
ϵHOMO 99.982(±0.007)% 99.930(±0.067)% 99.982(±0.007)%
ϵLUMO 99.972(±0.009)% 99.829(±0.144)% 99.972(±0.009)%
∆ϵ 99.982(±0.007)% 99.905(±0.103)% 99.982(±0.007)%
ZPV E 99.978(±0.007)% 99.873(±0.107)% 99.978(±0.007)%
µ 99.834(±0.021)% 98.794(±0.361)% 99.834(±0.021)%
α 99.195(±0.041)% 94.823(±0.724)% 99.190(±0.042)%
⟨R2⟩ 98.619(±0.046)% 89.842(±0.973)% 98.609(±0.046)%
U0 97.860(±0.070)% 86.845(±0.973)% 97.821(±0.073)%
U 96.306(±0.091)% 80.315(±1.011)% 96.165(±0.095)%
H 97.653(±0.062)% 86.837(±1.078)% 97.606(±0.064)%
G 97.281(±0.058)% 85.947(±0.999)% 97.206(±0.061)%
Cv 99.789(±0.021)% 97.892(±0.619)% 99.789(±0.021)%

Table A.8: Detailed metrics for masked node prediction on QM9. Mean and
standard deviation values are derived from 30 iterations on the dataset, with
distinct random masking of the nodes.

Target Accuracy F1 (macro) F1 (weighted)
node-only 95.751(±0.091)% 92.983(±0.265)% 95.755(±0.091)%
Ef 94.681(±0.062)% 91.385(±0.211)% 94.684(±0.062)%
∆ϵ 92.221(±0.135)% 87.048(±0.296)% 92.224(±0.134)%

Table A.9: Detailed metrics for masked node prediction on MP. Mean and
standard deviation values are derived from 30 iterations on the dataset, with
distinct random masking of the nodes.
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Supplementary Figures

(a) Distribution of n. of atoms per molecule

(b) Atom types distribution

Figure B.1: Distribution of structure sizes (B.1a) and atom types (B.1b) over
the entire GO dataset.
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(a) Distribution of n. of atoms per molecule

(b) Atom types distribution

Figure B.2: Distribution of structure sizes (B.2a) and atom types (B.2b) over
the entire QM9 dataset.

(a) Distribution of n. of atoms per molecule

(b) Atom types distribution

Figure B.3: Distribution of structure sizes (B.3a) and atom types (B.3b) over
the entire MP dataset.



Supplementary Figures 48

Figure B.4: Property-only model: parity plots for GO targets.
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Figure B.5: Property-only model: parity plots for QM9 targets (1/2).
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Figure B.6: Property-only model: parity plots for QM9 targets (2/2).
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Figure B.7: Property-only model: parity plots for MP targets.
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Figure B.8: Node+property model: examples of parity plots for GO targets.
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Figure B.9: Node+property model: examples of parity plots for QM9 targets
(1/2).
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Figure B.10: Node+property model: examples of parity plots for QM9 targets
(2/2).
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Figure B.11: Node+property model: examples of parity plots for MP targets.
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Figure B.12: Node+property model: example of F1 score per atom type for
masked node prediction. Mean and standard deviation values are derived from
30 iterations on the dataset, with distinct random masking of the nodes.
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Figure B.13: Node+property model: example of F1 score per atom type for
masked node prediction. Mean and standard deviation values are derived from
30 iterations on the dataset, with distinct random masking of the nodes.
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(a) Normalized by total predictions (b) Normalized by true predictions

Figure B.14: Node-only model, masked node prediction, example of confu-
sion matrix normalized by total (left) and by row (right), on GO dataset.

(a) Normalized by total predictions (b) Normalized by true predictions

Figure B.15: Node-only model, masked node prediction, example of confu-
sion matrix normalized by total (left) and by row (right), on QM9 dataset.
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(a) Normalized by total predictions (b) Normalized by true predictions

Figure B.16: Node-only model, masked node prediction, example of confu-
sion matrix normalized by total (left) and by row (right), on MP dataset.
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Attention Maps

Figure C.1: Property-only model (Etot): attentionmaps computed on a sample
from GO. The last attentional layer is for node and edge prediction, so it is not
showed here since it was not trained.
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Figure C.2: Property-only model (U0): attention maps computed on a sample
from QM9. The last attentional layer is for node and edge prediction, so it is
not showed here since it was not trained.

Figure C.3: Property-only model (Ef ): attention maps computed on a sample
fromMP. The last attentional layer is for node and edge prediction, so it is not
showed here since it was not trained.
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Figure C.4: Node-only model: attention maps computed on a sample from
GO.

Figure C.5: Node-only model: attention maps computed on a sample from
QM9.
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Figure C.6: Node-only model: attention maps computed on a sample from
MP.

Figure C.7: Node+property model (Etot): attention maps computed on a sam-
ple from GO.
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Figure C.8: Node+property model (U0): attentionmaps computed on a sample
from QM9.

Figure C.9: Node+propertymodel (Ef ): attentionmaps computed on a sample
from MP.
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