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Abstract  

Most of space missions rely on measuring two-way range and Doppler observables, which 

involves timing how long it takes for a radio signal to travel from a ground station to the 

spacecraft and back. However, this type of navigation becomes less effective as the spacecraft 

moves further away from Earth, causing significative delays in signal propagation. In this thesis 

we try to verify if it is possible to enable autonomous spacecraft navigation through a time 

transfer link in the microwave domain between a ground station, equipped with its highly stable 

clock, and the spacecraft, outfitted instead with a clock characterised by a lower temporal and 

frequency stability. This time transfer implies a series of synchronisation windows, at the end 

of which the spacecraft will show the same time reference as its on-ground counterpart. This 

type of one-way navigation is crucial for all those critical operations when the signal from Earth 

would take too long to reach the spacecraft, especially for those space vehicles which travel 

towards very remote planets. In fact, in this novel paradigm, the ground control can let the 

spacecraft move along its designed trajectory without taking actions unless some unpredicted 

problem arises.  
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Chapter 1: Scientific Background 

1.1. The meaning and benefits of space exploration  

Deep space embodies the ultimate frontier of human imagination, a vast and mysterious 

unknown which has captured our curiosity since the dawn of time. As technological 

improvements have arisen over the decades, human beings have been able to progressively 

investigate and learn more and more about the cosmos. Humanity begins its journey on this 

planet in Africa but, over thousands of years, our ancestors migrated all over the continent and 

out of it. They built boats and they travelled incredibly long distances, heading toward the 

shores of lands they could not have known were there. A question can be raised immediately: 

“Why did they face so many dangers?”. Probably for the same reason we turn our gaze to the 

night sky and wonder: “What is up there? Could we go there?”. This is something human beings 

have done for centuries. Humans are driven to push the boundaries of science and technology 

always a step forward and, afterwards, push them further, providing benefits to our society and 

our species. Space exploration allows us to address those weighty questions about our place in 

the Universe and the history of our solar system. This leads to the advancement of technology, 

the establishment of new industries and the promotion of peaceful relationships with other 

nations. 

Someone might ask the question, "What are the tangible benefits of space exploration for us 

here on Earth?" It is one that all those people involved in the space sector answer nearly every 

day. The products and outcomes of space exploration touch lives in several ways, mostly 

unknown to people. In this sense, we can cite a few of them: 

• Health 

Medicine is a huge beneficiary of space exploration techniques. For example, anyone 

who underwent a digital X-ray, a mammogram or a CAT scan, could benefit from 

technologies first developed for use in space. In addition, one of the most promising 

sectors is osteoporosis research, a condition which determines a loss of bone mass and 

affects not only the elderly but also astronauts on the International Space Station (ISS). 

As a consequence, there is plenty of opportunity to trial new treatments in space. 
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• Innovative discoveries 

Many innovations which have become a part of our daily lives derive from space 

research, from the thermal space blanket used by marathon runners at the conclusion of 

races to the portable vacuum cleaners that we commonly find in our homes. 

 

• New raw materials 

The possibility of extracting raw materials from asteroids or even from our “closest 

neighbour” the Moon will not only represent a fast track to turn space material into 

ready cash but it will also provide brand new technological possibilities. For example, 

the Moon is rich in helium-3 which is a very rare isotope here on Earth and it can be 

mostly used for nuclear fusion. 

 

• Worldwide communication and monitoring  

Almost anyone on Earth has a mobile phone but what people do not know is that those 

phones they hold in their hands use processes and materials developed for space-age 

communication. Those devices can “talk” to GPS satellites orbiting our planet, without 

which we could not know our location or the route to reach a desired destination. 

Moreover, there are satellites which take pictures of the planet, helping meteorologists 

to predict weather and track hurricanes. In addition, there are satellites monitoring the 

Sun and they are in charge of warning scientists, astronauts or satellite operators of 

potential space weather storms that could impact the communications infrastructure. 

Finally, various satellites play a crucial role in capturing images of other planets, black 

holes, dark matter or faraway galaxies, allowing us to gain a better understanding of the 

cosmos.  

 

• Space colonisation 

Human beings have caused enough damage to our planet. Therefore, if we want the 

human race to survive, we will need to search for and colonise a new world. Survival is 

clearly the primary motivation for humans to become a multi-planetary species. 

Although hypothetical mass extinction events like irreversible climate change, asteroid 

impacts or nuclear war might be unpleasant to think about, our technologies have 

advanced and our search has already begun. How close or how far are we to establish 

ourselves on Mars?  
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According to the Harward Business Review (Sarang M., Weinzierl M., 2021), the term “space 

economy” covers the “goods and services produced in space for use in space, such as mining 

the moon or asteroids for material”. The OECD1 defines it as any activity that involves 

“exploring, researching, understanding, managing, and utilising space”. In whatsoever terms it 

is defined, this space economy is not only growing by itself but it is a fundamental enabler of 

growth in many other sectors of society and the economy. 

 

1.2. Spacecraft navigation 

The spacecraft navigation system represents one of the main technological components of deep 

space exploration missions. In the space environment, everything is moving, not only the 

spacecraft itself but also the destination planet or moon. For example, a spacecraft on the launch 

pad is orbiting the Sun together with the Earth, while there are spacecraft orbiting moons or 

other bodies, which, in turn, orbit the Sun or there are spacecraft which reach a sufficient 

velocity to follow hyperbolic paths with respect to the Sun, orbiting the centre of our galaxy as 

the Sun itself. This is a fundamental concept to keep in mind when planning and executing a 

space mission, since there are no fixed positions in this context and navigating a spacecraft is 

not as easy as going from point A to point B. To make a comparison, the navigation of a 

spacecraft might be associated with sailing a ship in the open sea or driving a car along a 

particularly arduous path. Simply put, spacecraft navigation involves the determination of the 

spacecraft's position and its maintenance on the desired trajectory towards a specific 

destination. However, space navigators must face several challenges in order to accomplish 

their objectives. First of all, the distances encountered are enormous and this aspect does not 

ease the communication with the spacecraft, since the signal sent from the ground takes a 

significantly large amount of time to reach the spacecraft itself. Moreover, the level of power 

available on board for radio communication with Earth is limited because, as long as the space 

vehicle travels further and further away from our planet, it is not capable of generating 

considerable power through solar panels. Finally, gravity has a role in affecting the trajectory 

of a spacecraft, so these gravitational perturbations must be taken into account to properly 

design the mission. 

 
1 OECD, 2012. 
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1.2.1. Earth-based navigation overview 

Spacecraft navigation includes three main aspects: 

• The design of a reference trajectory which describes the planned flight path of the 

spacecraft. 

• Keeping track of the actual spacecraft position while the mission is in flight. 

• Performing manoeuvres to bring the spacecraft back to the reference trajectory when it 

has drifted (Doody D., 2022). 

The spacecraft always tends to drift away from its nominal orbit due to the various disturbances 

it encounters during its voyage in space. As a matter of fact, even tiny disturbances, like the 

Sun's pressure, can add up over time and push the spacecraft off course. During the reference 

trajectory design phase, the team tries to consider all these disturbances but it is not possible to 

entirely account for the randomness of these events. Therefore, the orbit determination process 

is an iterative procedure involving the so-called radiometric observables (i.e., measurements), 

which, in general, are obtained from the amplitude and the phase of an electromagnetic wave 

which establishes a radio link between the spacecraft and the Earth itself. In this sense, the 

expected values of these tracking observables are computed, with the help of nominal values 

for the trajectory and exact models. These calculated observables are compared with the actual 

values obtained from the tracking system to shape the data residuals2. If we had a perfect 

knowledge of the trajectory and the models, the residuals would be Gaussian distributed 

because of uncorrelated measurement errors. Nevertheless, the intrinsic errors present inside 

the models of the tracking observables and the trajectory insert signatures in the residuals, 

enabling an adjustment of the model parameters. This adjustment is performed through a 

weighted linear least-squares estimation, a procedure where the optimal solution is represented 

by the set of parameter values which minimizes the weighted sum of squares of residuals. This 

procedure is iterative because the steps must be repeated, each time using the latest estimates 

of the parameter values until the solution converges (Border J. S., Thornton C. L., 2000).  

 

 

 

 
2 Residuals are estimates of experimental error obtained by subtracting the observed responses from the predicted 

responses, representing a key component of all statistical modelling.  
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Once a good estimate for the current location of the spacecraft has been determined, it is 

necessary to evaluate how far the spacecraft has drifted from the reference trajectory, in such a 

way that guidance algorithms are executed to compute any required retargeting manoeuvres. 

Upon completion of these calculations, a Δ𝑉 vector is derived, showing the direction and 

magnitude of the adjustment in the spacecraft velocity essential for the spacecraft to resume its 

intended course. This clearly outlines the spacecraft’s pointing requisites and the corresponding 

rocket-engine or thruster operations. A set of instructions is prepared and subsequently uplinked 

to the spacecraft to execute the manoeuvre. It is plausible that the thrusters were not accurately 

aligned or the engine was switched off a bit too late and, consequently, it is required to collect 

additional tracking data to verify the manoeuvre's success. After a manoeuvre has been 

performed, the cycle repeats; this iterative process of orbit determination and flight path control 

persists throughout the mission, as the spacecraft consistently strays from its intended trajectory 

and must be guided back. In spaceflight, specific Δ𝑉 manoeuvres are classified as 

"deterministic". This indicates that their execution and the expected Δ𝑉 value are predetermined 

to uphold the reference trajectory. In contrast, other Δ𝑉 manoeuvres are labelled as "stochastic", 

implying that their execution and resulting Δ𝑉 value cannot be accurately forecasted due to 

inherent uncertainties, such as those associated with gravity-assist flybys. Finally, it is crucial 

to note that a spacecraft's ability to alter its velocity is restricted by the amount of propellant it 

can hold. As such, when designing a spacecraft and selecting a launch vehicle, it's critical to 

Figure 1. A scheme representing the navigation process.  

Credit: NASA/Jet Propulsion Laboratory-California Institute of Technology. 
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ensure that it can accommodate enough propellant to execute any necessary manoeuvres. 

Simply put, the spacecraft must possess adequate Δ𝑉 capability to satisfy all its operational 

needs (Doody D., 2022).  

 

1.2.2. Range and Doppler observables 

A fundamental step in the navigation process is the measurement from Earth of some 

mathematical quantities, denoted as observables, which are characteristic of the motion of the 

spacecraft. Specifically, these meaningful observables3 are: 

• The spacecraft's range, that is to say, its distance from Earth. 

• The component of the spacecraft velocity directly toward or away from Earth, denoted 

as Doppler since it is obtained from the extraction of the Doppler shift experienced by 

the signal exchanged between the ground station and the spacecraft itself.  

• The spacecraft's position in Earth's sky. 

The measurements of Doppler and range offer a very good understanding of how space vehicles 

move in space. If a collection of range and Doppler observables is gathered from multiple 

ground stations situated at different locations on the Earth's surface over a specific timeframe, 

it can provide a restricted number of trajectories. This approach enables us to develop an 

updated trajectory model which aligns with the measurements, ultimately providing a solution 

to the orbit determination problem. With the aim of obtaining the spacecraft’s range according 

to a two-way link architecture, a certain ground station generates a uniquely coded ranging 

signal which is then phase-modulated onto the transmitted carrier wave. The receiver equipment 

generates a reference signal coherent with the uplink carrier employing a phase-locked loop. 

Afterwards, this reference signal is implied in the demodulation of the ranging signal, which is 

low-pass filtered and phase-modulated onto the downlink carrier at a different frequency. The 

same process repeats at the receiving ground station as well, where another phase-locked loop 

allows to demodulate the downlink signal by generating a new reference signal coherent with 

the received signal. At this point, when the received code is compared to a transmitted code 

model, the round-trip transmit time is determined. The slant range can be indeed approximately 

 
3 These measurements are based on Earth and, for this reason, they rely on precise knowledge of Earth’s orbital 

parameters and inherent motions, with the result that the measurements make sense in a heliocentric (Sun-centred) 

reference system. 
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expressed in relation to the one-way transmit time of the signal denoted as 𝜏𝑔 in the following 

way:   

𝜌 = 𝜏𝑔𝑐 

( 1 . 1 ) 

where 𝑐 represents the speed of light. For a two-way signal, the range observable can be written 

as: 

𝜌 =
1

2
(𝑡3 − 𝑡1) 𝑐 

( 1 . 2 ) 

where 𝑡1 is the transmission time at the ground station, 𝑡2 is the receiving time at the spacecraft, 

𝑡3 is the receiving time at the ground station. An example of this type of scheme can be seen in 

the following Figure 2. 

 

 

 

 

 

 

 

 

 

Furthermore, it is possible to write an approximate expression for the received frequency at an 

Earth-based antenna as:  

𝑓𝑅 = (1 −
�̇�

𝑐
) 𝑓𝑇 

( 1 . 3 ) 

where 𝑓𝑇 is the frequency transmitted by the spacecraft and �̇� is the spacecraft's instantaneous 

slant range rate. In particular, the term (
�̇�

𝑐
)𝑓𝑇 is the so-called Doppler shift. As a consequence, 

Doppler data give us insight into the spacecraft range rate and, thus, obtained by differentiating 

the received reference signal with the station frequency reference. A simplified representation 

of the Doppler extraction process is depicted in Figure 3. The difference between the transmitted 

𝑡1 

𝑡2 
𝑡3 

Figure 2. An example of a two-way link. 
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and the received carrier frequencies provides the Doppler frequency. Afterwards, a cycle 

counter determines the phase change of this Doppler tone, resulting in a measure of the range 

change during the count time interval (Border J. S., Thornton C. L., 2000).  

 

 

1.3.  State-of-the-art of one-way navigation   

As previously highlighted, one of the fundamental technological components in the context of 

deep space exploration missions is represented by the spacecraft's navigation system. At 

present, most of these missions are based on two-way range and Doppler observables, measured 

starting from the time taken by a radio signal to complete its round trip from the ground station 

to the spacecraft. The problem with this type of measurement clearly emerges when the 

spacecraft progressively increases its distance from the Earth, heading towards deep space. As 

the spacecraft moves away, there is an increase in the propagation time of the two-way signal, 

making this type of navigation inadequate for all those occasions in which timely decisions are 

required regarding trajectory, attitude and anything else, in addition to situations in which a 

possible crew requests real-time information regarding their position. For example, as a 

spacecraft nears its destination planet, the ground station might not have enough time to 

establish contact with the spacecraft before it enters the orbit injection or descent phase. To 

address this issue, collecting and processing one-way radiometric signals from a single 

transmitting station on board is ideal. This will enable autonomous real-time navigation, which 

Figure 3. A scheme representing the Doppler extraction process.  

Credit: NASA/Jet Propulsion Laboratory-California Institute of Technology.  
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is crucial for executing time-critical operations such as planetary landings or planetary flybys. 

In these situations, signal delays can prevent ground interaction, making autonomous 

navigation a necessity (Bian L., Lei W., Meng Y., Wang G., Wang Y., Yan T., 2017).  

 

1.3.1. The Deep Space Atomic Clock demonstration 

The advent of NASA's Deep Space Atomic Clock (DSAC) has made it possible to reliably and 

accurately collect one-way radiometric observables sent from a beacon, such as a DSN antenna 

or another spacecraft. As previously mentioned, spacecraft which venture into deep space rely 

on communication with ground stations to ascertain where they are and where they are going. 

The exchange of two-way signals between the spacecraft and the ground station is therefore 

essential to be able to precisely calculate the trajectory of the spacecraft itself, using large 

atomic clocks on the ground to record the times of those signals. However, when dealing with 

rovers and robots scanning and studying the Martian soil, or even vehicles headed towards far-

off destinations such as Jupiter, Saturn or Uranus, the time interval taken by the signals to cover 

the entire round-trip route can quickly reach tens of minutes or even hours. These ground-based 

atomic clocks have served as the gold standard for precise timekeeping since the 1950s. At the 

same time, they are the cornerstone of deep-space navigation for most space missions because 

of their fundamental role in navigation measurements. These clocks measure very stable and 

precise frequencies of light emitted by specific atoms, using them to regulate the time more 

traditional mechanical clocks keep. Despite this phenomenal accuracy, their size, power 

consumption and sensitivity to environmental changes make them impractical for use in space. 

In addition, they are still susceptible to instabilities that can cause slight discrepancies, or 

"offsets", in the displayed time compared to actual time. If these offsets are not corrected, they 

can accumulate and lead to significant positioning errors. In situations such as space travel, 

even a fraction of a second can be the difference between a successful arrival on a planet or 

missing it entirely. Consequently, the clocks must be toughened and miniaturized to make them 

suitable for space exploration (O’Neill I. J., 2021). Indeed, if spacecraft were equipped with 

atomic clocks themselves, they could calculate their own position and direction, provided the 

clocks were highly stable.  
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The DSAC has worked to give these deep space explorers greater autonomy during navigation. 

Built by NASA's Jet Propulsion Laboratory, the DSAC is an ultra-precise, mercury-ion atomic 

clock encased in a small box which measures about 25 centimetres on each side. It was a vital 

technology demonstration intended to achieve pioneering advancements, enduring the stresses 

of launch and the severe, high-radiation environment of outer space without degrading its 

timekeeping performance. The DSAC uses the property of mercury ions’ hyperfine transition 

frequency at 40.50 GHz to regulate the frequency output of a quartz oscillator and maintain it 

to a near-constant value. In order to perform this operation, DSAC confines the mercury ions 

with electric fields in a trap and safeguards them through the application of magnetic fields and 

shielding. The result is a remarkably stable environment for precise measurement of the 

hyperfine transition, minimizing sensitivity to temperature and magnetic fluctuations. 

Furthermore, the DSAC technology has almost no expendables, enabling the development of a 

clock suitable for extended space missions (Jet Propulsion Laboratory, 2021). Initially launched 

on 25th June 2019 on a SpaceX Falcon Heavy4 rocket as part of the Department of Defense's 

Space Test Program-2 (STP-2) for a one-year primary mission in Earth's orbit, the clock's 

 
4 Falcon Heavy is a two-stage, heavy-lift launch vehicle composed of three reusable Falcon 9 nine-engine cores. 

As one of the world’s most powerful operational rockets, Falcon Heavy can lift nearly 64 metric tons to orbit. 

SpaceX first launched the Falcon Heavy vehicle in February 2018. 

Figure 4. An illustration showing NASA’s Deep Space Atomic Clock operating aboard the General Atomics 

Orbital Test Bed satellite. 

Credit: General Atomics Electromagnetic Systems. 
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exceptional stability prompted NASA to extend the mission to gather additional data. It was 

ultimately powered off on 18th September 2021. The DSAC has surpassed all expectations and 

demonstrated outstanding reliability as an atomic clock for space applications with a stability 

(including drift) at a day of ~ 3 × 10−15 and a long-term linear frequency drift below 

3 × 10−16 at a day. In the context of an analogue deep space navigation experiment, the one-

way radiometric tracking obtained by using the clock was comparable to that of its two-way 

counterpart for orbit determination, thus confirming its potential as a navigation tool in the 

future (Ely T. et al., 2022). The next step is embodied by the Deep Space Atomic Clock-2, an 

upgraded model of the cutting-edge DSAC, which will be developed thanks to the data collected 

by the instrument itself. The new clock will travel to Venus aboard NASA's Venus Emissivity, 

Radio Science, InSAR, Topography and Spectroscopy (VERITAS5) spacecraft, set to launch by 

2028. Similar to its predecessor, the new space clock is a technology demonstration, designed 

to improve meaning its goal is to advance in-space capabilities by developing new tools, 

hardware and software which are not yet available (Cofield C., 2021). However, the DSAC-2 

will be more compact, energy-efficient and tailored to support a multi-year mission like 

VERITAS.  

 

 

 
5 VERITAS will study the surface and interior of Venus with a powerful new generation of scientific tools, 

representing the first NASA mission to return there since the 1990s. The mission was selected for flight in 2021 

as part of NASA's Discovery program. NASA's Jet Propulsion Laboratory is responsible for mission management, 

operations and navigation. 

Figure 5. NASA's Deep Space Atomic Clock hardware unit.   

Credit: NASA/Jet Propulsion Laboratory-California Institute of Technology. 
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The DSAC marks a significant shift towards a one-way radiometric tracking architecture, unlike 

the two-way architecture provided nowadays by NASA's Deep Space Network6 (DSN). This 

 
6 The Deep Space Network (DSN) is NASA’s international array of giant radio antennas which support 

interplanetary spacecraft missions, plus a few that orbit Earth. Additionally, the DSN also provides radar and radio 

astronomy observations, deepening our understanding of the solar system and the larger universe. 

Figure 6. A drawing of the DSAC mercury-ion trap showing the traps and the titanium 

vacuum tube that confines the ions. The quadrupole trap is where the hyperfine 
transition is optically measured and the multipole trap is where the ions are 

“interrogated” by a microwave signal via a waveguide from the quartz oscillator. 

Credit: NASA/Jet Propulsion Laboratory. 

Figure 7. An illustration which shows NASA’s Deep Space Atomic Clock 

demonstration and the General Atomics Orbital Test Bed spacecraft that hosts it.  

Credit: NASA. 
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transition holds the promise of not only increasing the amount of tracking data but also the 

quality of that data as well, paving the way for autonomous radio navigation. The main 

advantages of DSAC are listed below.  

 

• Augmented tracking data quantity 

The DSN can support multiple downlinks on a single antenna (Multiple Spacecraft Per Aperture 

or MSPA7) but, regrettably, only one uplink signal can be supported concurrently. In case 

multiple spacecraft are at the same time in view of a DSN antenna, they must share time 

utilizing the uplink signal, ultimately curtailing the amount of two-way Doppler tracking data.  

On the other hand, a spacecraft equipped with DSAC can supply one-way downlink radiometric 

tracking on a certain ground antenna throughout the entire spacecraft’s visibility period at no 

tracking time cost to another spacecraft in view of the same antenna. In those scenarios in which 

the round-trip light time is significant, opting for DSAC-based one-way radio tracking can 

prove more effective than two-way tracking. This is because one-way tracking can make use of 

the entire view period of an antenna, whereas two-way tracking is constrained by the round-trip 

light time. Consider the Cassini8 mission, for instance. The view periods of Saturn's northern 

hemisphere at Goldstone and Madrid antennas were in the order of 11 hours but, with a round-

trip light time of 2-3 hours, the available two-way tracking window was reduced to just 8-9 

hours. On the contrary, a one-way tracking pass based on DSAC could leverage the full 11 

hours, leading to an increase in usable data from 19% to 27%. Further, when spacecraft are in 

the outer regions of the solar system, a three-way architecture is needed. This implies the use 

of two distinct DSN stations to transmit the tracking signal to the spacecraft and receive it upon 

its return. Obviously, this is due to the huge distance between the Earth and the spacecraft which 

leads to a too large round-trip light time. With the help of DSAC, only one DSN antenna is 

required to mould the one-way measurement, freeing up the other antenna to support another 

mission.  

 

 
7 Multiple Spacecraft Per Aperture (MSPA) is a special configuration wherein multiple receivers are connected to 

a single DSN antenna permitting the simultaneous reception of signals from two or more spacecraft, provided that 

they are all within the Earth station's beamwidth. As a consequence, MSPA makes more efficient use of DSN 

facilities by enabling simultaneous data capture from several space vehicles.  
8 Cassini-Huygens was a joint mission of NASA, the European Space Agency (ESA) and the Italian Space Agency. 

Cassini was launched in 1997 along with ESA's Huygens probe. After studying Jupiter for six months in 2000, it 

reached Saturn in 2004 and began a series of flybys of Saturn's moons. That same year the Huygens probe was 

released onto Saturn's moon Titan to study its atmosphere and surface composition. 
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• Enhanced tracking data quality 

Radio signals can be strongly impacted by the perturbations caused by solar plasma, especially 

for spacecraft travelling at low Sun-Earth-Probe (SEP) angles. Since this plasma disturbance is 

inversely proportional to the square of the transmission frequency, two-way Ka-band tracking 

at 32 GHz is capable of reducing the signal noise by a factor of approximately 15 compared to 

X-band tracking at 8.4 GHz and by roughly 10 times compared to an X-band uplink/Ka-band 

downlink combination. While the Goldstone DSN site supports both Ka-band uplink and 

downlink, the Canberra and Madrid DSN sites only support Ka-band on the downlink. 

However, spacecraft equipped with DSAC can be tracked solely on the Ka-band downlink, 

regardless of the DSN site, reducing measurement noise by an order of magnitude compared to 

an X-band uplink/Ka-band downlink. Provided that the solar plasma disturbance can be reduced 

at Ka-band, the main constituent of the Doppler measurement noise is represented by the Earth’s 

tropospheric signal delay. In particular, this delay includes two contributions: the dry part, 

constituting 80% and the remaining wet part. While the dry troposphere error is typically well-

calibrated, removing the wet error can be challenging in certain situations. Failure to calibrate 

properly could result in a three-fold increase in Ka-band Doppler noise in the zenith direction. 

Nevertheless, in a DSAC one-way downlink, it is possible to avoid adverse weather conditions 

at a ground location if all Ka-band receivers are able to receive the signal, thereby mitigating 

signal degradation. 

 

• Spacecraft design 

When employing an uplink one-way approach for tracking, the needed signal power is 

diminished. In this way, through the utilisation of DSAC, the spacecraft can operate with lower 

gain antennas which offer a more omnidirectional coverage. Consequently, a greater amount of 

tracking data can be recorded during a wide range of operations than with the two-way 

counterpart. 

 

• Autonomous deep space navigation 

A spacecraft outfitted with DSAC tracking a one-way uplink transmission through its onboard 

receiver is capable of autonomously navigating in deep space. However, this autonomy can be 

fully achieved by implementing a navigation system which combines the DSAC-enabled one-

way uplink radiometric tracking system with optical tracking thanks to a camera. This 
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integration would merge the strengths of radio navigation for determining absolute location in 

deep space and planetary orbits with the target relative navigation provided by the optical 

system. Therefore, this effective association would prove highly beneficial for robotic missions 

where ground-in-the-loop operations are not feasible, such as deep space encounters, planetary 

capture, real-time orbital operations and so on and so forth. In addition, it would facilitate 

crewed exploration missions in deep space which require operations without ground support 

(Ely T., Seubert J., 2015).  
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Chapter 2: Study on potential one-way uplink navigation 

As previously discussed, one-way navigation represents a promising prospect for future deep-

space missions. The real turning point is the capacity to gather and process one-way observables 

directly on board, empowering the autonomous navigation of the spacecraft. In particular, this 

type of one-way navigation represents an indispensable element for all those operations which 

can be defined as "time critical", such as planetary landings or the execution of planetary flybys, 

when the signal from Earth would take too long to reach the spacecraft, making it impossible 

for Earth control to effectively interact with it. This is particularly helpful for those space 

vehicles headed towards very distant targets, such as Jupiter, Saturn or Uranus because we do 

not need to perform orbit determination over an arc period of several years but the spacecraft is 

capable of navigating through space by itself and the control team intervenes only in case of 

anomalies. This thesis has the objective of carrying out a preliminary study about the feasibility 

of autonomous spacecraft navigation based on one-way range and Doppler observables via a 

microwave link between the ground station and the spacecraft. The study begins with the 

analysis of the Atomic Clock Ensemble in Space (ACES) mission, a fundamental physics 

mission of the European Space Agency (ESA). ACES relies on a high-performance clock 

onboard the International Space Station, a network of high-performance clocks on the ground 

and a dedicated two-way microwave link, enabling space-to-ground and ground-to-ground 

clock comparisons. After the analysis of ACES mathematical model, the relative equations have 

been handled in order to develop a new theoretical framework which can fit a different scenario: 

a one-way uplink architecture. Finally, a simplified scheme of the same one-way uplink 

architecture has been built by means of MATLAB9 programming language, which is based on 

matrix calculus and allows to couple the opportunity to utilise advanced numerical tools with 

the graphical representation of the obtained outputs. The aim of the simulated scheme is to test 

the aforementioned equations and obtain proper preliminary results to examine the 

practicability of such one-way uplink navigation. This will pave the way for future works to 

further explore this topic.  

 

 
9 For more information, see <https://it.mathworks.com/products/matlab.html>.  
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2.1. The ACES mission 

The basis of General Relativity and, in general, of all metric theories of gravitation is the 

Einstein Equivalence Principle (EEP) (Will C.M., 2014) and, consequently, it calls for broad 

experimental validation. While the different aspects of the EEP, such as the Universality of Free 

Fall10 (UFF) and the gravitational redshift of clocks11, are related, their relationship cannot be 

predetermined and, therefore, they need to be tested independently. In particular, the 

gravitational redshift of clocks was best tested in the Gravity Probe A experiment. This test 

compared a hydrogen maser aboard a rocket on a parabolic trajectory to a hydrogen maser on 

the ground via a two-way microwave link. One of the main scientific objectives of the 

ACES/PHARAO mission is to improve these results by roughly two orders of magnitude.  

The ACES/PHARAO mission is an international metrological space mission led by the 

European Space Agency (ESA) in collaboration with the French Space Agency (Centre 

National d' Études Spatiales, CNES). It aims at building a highly stable and accurate time scale 

on board the International Space Station (ISS) using a unique cold-atom space clock 

(PHARAO) developed by CNES in collaboration with LNE-SYRTE, together with a space 

hydrogen maser (SHM). Moreover, ACES will be outfitted with microwave (MWL) and optical 

(European Laser Timing, ELT) links which will allow frequency and time comparisons between 

the onboard time scale and time scales on the ground. As the ISS clock moves through the 

Earth’s gravity potential at orbital speed, the timescale developed onboard will be able to track 

the clock’s proper time. This will progressively accumulate a time difference with respect to its 

counterpart on the Earth's surface. Thanks to the monitoring of the clock desynchronisation, it 

will be possible to test the predictions of General relativity. Clearly, these tests will be affected 

by the noise introduced by the clocks themselves and the link between them (Meynadier F. et 

al., 2018). Provided that 𝜏 denotes the integration time, the clock ensemble relative frequency 

stability expressed in Allan deviation, ADEV (Allan D. W., 1966), should be better than 𝜎𝑦 =

10−13 ⋅ 𝜏−1/2 , which corresponds to 3 × 10−16 after one day of integration. On the other hand, 

time deviation (TDEV) should be better than 2.1 × 10−14 ⋅ 𝜏1/2 , which corresponds to 12 𝑝𝑠 

after one day of integration. The fractional frequency uncertainty of the clock ensemble should 

be around 10−16. As the expected gravitational frequency shift between ground and space 

 
10 The universality of free fall (UFF) refers to any objects which are subjected to the same acceleration during free 

fall regardless of their classical or quantum nature. This concept represents a foundation of modern physics. 
11 Einstein’s theory of general relativity predicts that a clock at a higher gravitational potential will tick faster than 

another identical clock at a lower potential. This effect is known as gravitational redshift. 
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clocks for an ISS altitude of 400 km is around 4 × 10−11, this is coherent with a measurement 

of the gravitational redshift in the order of 3 × 10−6 (Delva P., Laurent P., Le Poncin-Lafitte 

C., Meynadier F., Wolf P., 2012 and Meynadier F. et al., 2018). Unfortunately, the ACES 

program has recently suffered from major delays due to the challenges encountered in the 

development and testing of the active hydrogen maser and the time transfer microwave system. 

Moreover, the COVID-19 pandemic has further exacerbated the situation but, thanks to the 

unwavering support from the worldwide scientific community, National Space Agencies and 

ESA, the ACES program has regained momentum and access to new resources. The revised 

schedule estimates that ACES will be ready for launch to the ISS in 2025 (ACES Workshop, 

2022). The main scientific objectives of the mission are (Cacciapuoti L., Salomon C. et al., 

2009 and 2015): 

• To demonstrate the high performance of the atomic clock ensemble in the space 

environment and the possibility of achieving high stability on space-ground time and 

frequency transfer. 

• To compare ground clocks at high resolution across the world by using the microwave 

link. In common view mode, the link stability should reach around 0.3 𝑝𝑠 after 300 𝑠 

of integration; in non-common view mode, the stability should be around 7 𝑝𝑠 after 1 

day of integration. 

• To conduct Equivalence Principle tests. The experiment will provide an unparalleled 

opportunity to test gravitational redshift, to carry out novel trials of Lorentz invariance 

and to search for possible variations of fundamental constants. 

 

2.1.1. The ISS clock ensemble  

The clock ensemble aboard the ISS is made up of two clocks, PHARAO and SHM (Laurent P. 

et al., 2006). Specifically, PHARAO is a laser-cooled Caesium clock, where the main sources 

of frequency shifts are the collisions between cold atoms and the first-order Doppler effect. A 

short-term servo loop steers PHARAO’s local oscillator towards the clock signal of SHM with 

a typical time constant of a few seconds while a long-term servo loop corrects SHM’s 100 MHz 

clock signal with a time constant of a few hundred seconds. The ACES clock signal is derived 

from both PHARAO and SHM signals, coupling the medium-term stability of the SHM and the 

long-term stability of PHARAO. As a result, the Allan deviation is limited by SHM’s 

performance on medium time scales and by PHARAO’s performance on long time scales for 
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an overall relative frequency stability, as previously mentioned, equal to roughly 10−13 ⋅ 𝜏−1/2  

and a time deviation of 12 𝑝𝑠 after one day of integration. The performance of the 

PHARAO/SHM clock ensemble sets the requirement for the performance of the MWL and the 

ELT. 

 

Figure 8. PHARAO and SHM expected performances expressed in Allan deviation.  

Credit: Delva P., Laurent P., Le Poncin-Lafitte C., Meynadier F., Wolf P., 2012. 

Figure 9. Performance objective of the ACES clocks and the ACES space-ground time 

and frequency transfer expressed in time deviation. 

Credit: Delva P., Laurent P., Le Poncin-Lafitte C., Meynadier F., Wolf P., 2012. 
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2.1.2. The microwave link  

The space-ground time and frequency transfer12 will be made possible by means of the 

microwave link (MWL). The MWL is composed of three signals at different frequencies: one 

Ku-band uplink at frequency 𝑓1 ≅ 13.5 𝐺𝐻𝑧 and two downlinks at 𝑓2 ≅ 14.7 𝐺𝐻𝑧 and 𝑓3 ≅

2.2 𝐺𝐻𝑧 (Ku and S-band, respectively). A specific configuration of these three links is chosen, 

denoted as 𝛬 configuration, since it minimises the error coming from the uncertainty on ISS 

orbitography. The 𝑓1 frequency signal is emitted by the ground station at the coordinate time 𝑡1 

and received by the space station at 𝑡2. The 𝑓2 and 𝑓3 frequency signals are emitted from the 

space station at 𝑡3 and 𝑡5 and received at the ground station at 𝑡4 and 𝑡6. The third frequency is 

added to measure the Slant Total Electron Content (STEC) in the ionosphere, which allows the 

correction of the ionospheric delay itself. In particular, the 𝛬 configuration is achieved by 

setting 𝑡2 = 𝑡3 = 𝑡5 (Duchayne L., Mercier F., Wolf P., 2009) and it is shown in Figure 10. 

 

 

The MWL is characterized by its continuous emission. The type of signal involved is made up 

of a carrier modulated by a PRN (PseudoRandom Noise) sequence at 100 Mchip/s, obtained 

through a Gaussian white noise sampling process. The system measures the time interval 

between the received signal and the locally generated signal. It provides three measurements 

 
12 In particular, a time transfer represents the possibility of synchronising distant clocks, that is, determining the 

difference between the displayed times (desynchronisation) within a coordinated time reference system 𝑡. A 

frequency transfer is the ability to syntonise distant clocks, i.e., determine their difference in frequency within the 

same coordinated reference time 𝑡. 

Figure 10. An illustration of the MWL principle. 

Credit: Duchayne L., Mercier F., Wolf P., 2009 
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(or observables) by comparison of the code (one on board the ISS, the other two at the ground 

station) as well as three phase measurements of the carrier frequency. These six “carrier” and 

“code” observables are provided by the system at a sampling rate of 1 𝐻𝑧. To better understand 

the nature of the MWL observables, it is possible to consider a piece of code generated by the 

ground clock at 𝜏𝑝
𝑔

 and received by the space clock at 𝜏𝑎
𝑠 .  The same piece of code is produced 

at the space clock at 𝜏𝑝
𝑠 . A measurement of the MWL corresponds to the difference between the 

production and the arrival of the piece of code considered in the local time scale of the 

measurement (Duchayne L., 2008).  

Δ𝜏𝑠(𝜏𝑎
𝑠) = 𝜏𝑝

𝑠 − 𝜏𝑎
𝑠  

( 2 .  1 ) 

Since the two clocks produce the same code, it is possible to express:  

Δ𝜏𝑠(𝜏𝑎
𝑠) = 𝜏𝑝

𝑔
− 𝜏𝑎

𝑠  

( 2 .  2 ) 

Observables are similar to the ones of Global Navigation Satellite Systems (GNSS). The 

emitted electromagnetic signal is locked to the clock signal of the emitter and the time of arrival 

of this electromagnetic signal is compared to the clock signal generated by the receiver. 

Therefore, the basic one-way observable is a pseudo-time-of-flight13 (PToF), which contains 

information about the signal's time-of-flight and the difference between the times given by the 

receiver and the emitter clock. The record of these observables is in charge of the ground and 

space modems, developed by TimeTech/Astrium for the ACES/PHARAO mission, which will 

be linked to the clocks and the antennas. Specifically, a PPS signal (one Pulse Per Second), a 

12.5 PPS (one pulse every 80 ms, which is the measurement interval) and a periodic signal 

(either code at 100 MHz or carrier) are generated at both the emitter 𝑒 and the receiver 𝑟. For 

instance, a PPS signal is sent at local time 𝜏𝑝𝑝𝑠
𝑒  of the emitter and is received at local time 𝜏𝑝𝑝𝑠

𝑟  

of the receiver. In particular, 𝜏𝑝𝑝𝑠
𝑟  is recorded by the modem for each PPS. As shown in Figure 

11, at the receiver side the 1 and 12.5 local PPS are generated, together with a local sine signal, 

denoted as the receiver's Local Oscillator and depicted in yellow. The mixing between the 

received periodic signal (depicted in blue) and the local oscillator generates a beat note (in 

green), which is filtered through a low-pass filter. Thanks to this filtering process, it is possible 

to extract the low frequency component of the beat note, whose frequency is around 195 kHz 

 
13 In GNSS it is more usual to talk about pseudo-ranges, which is the same as the PToF multiplied by c, the speed 

of light in vacuum.  
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for code and 729 kHz for carrier. At this point, the measurement phase takes place because, for 

each 80 ms interval, the receiver’s device records the time of the first ascending zero-crossing 

of the filtered beat note signal, denoted as 𝑇𝑚 where 𝑚 is the number of the 80 ms sequence. 

Moreover, the modem counts the number of ascending zero-crossing 𝑛𝑚 during sequence 𝑚. 

𝜏𝑝𝑝𝑠
𝑟 , 𝑇𝑚, 𝑛𝑚 and 𝑚 represent the so-called TT observables and are recorded for code and carrier 

signals. 

 

From these TT observables, it is possible to obtain the so-called ST observables (thus, the 

previously discussed PToF) which can be generically expressed as: 

Δ𝜏𝑟(𝜏𝑟) = 𝜏𝑒 − 𝜏𝑟 

( 2 .  3 ) 

where 𝜏𝑒 is the local time of the emitter and 𝜏𝑟 is the local time of the receiver of the signal. 

By implying the obtained TT observables, it is possible to determine the expression of the ST 

observable corresponding to the 𝑚 sequence: 

Δ𝜏𝑚
𝑟 (𝑇𝑚) = Δ𝜏𝑚−1

𝑟 (𝑇𝑚−1) + (
𝜔𝐿.𝑂.

𝜔𝑒
− 1)(𝑇𝑚 − 𝑇𝑚−1) ±

2𝜋𝑛𝑚

𝜔𝑒
 

( 2 .  4 ) 

This recursive formula14 allows to find all ST observables (or PToF) from TT observables, if 

the first term Δ𝜏0
𝑟(𝑇0) is known (Delva P., Laurent P., Le Poncin-Lafitte C., Meynadier F., Wolf 

P., 2012). 

 
14 The “±” is due to the fact that signs are different for code and carrier: “+” for the carrier and “–“ for the code. 

Figure 11. Schematic representation of the measurements provided by the modems. 

Credit: Delva P., Laurent P., Le Poncin-Lafitte C., Meynadier F., Wolf P., 2012. 
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At this point, starting from the founded observables, the primary goal is to precisely determine 

a set of physical variables which represent the scientific products of the mission:  

• the Total Electron Content, in order to determine and compensate for the ionospheric 

delay. 

• the coordinated instantaneous distance between the two stations. 

• the tropospheric delay, denoted as Δ𝑡𝑟𝑜𝑝𝑜. 

• the desynchronisation of the clocks at a desired coordinate time 𝑡. 

 

As a matter of fact, since the main contributions to the PToF are the desynchronisation between 

the ground and space clocks and the propagation delay, one is able to determine this 

desynchronisation. Therefore, this requires a model of the space-time geometry, a convention 

for defining the simultaneity of events, as well as a model for the propagation of the signal 

which takes into account atmospheric and instrumental delays (provided by on-ground 

calibration). Consequently, the positions of the ground and space stations have to be known to 

some level of accuracy in order to calculate the time-of-fight. The analysis will now touch the 

theoretical description of two distinct cases in relation to code observables: a one-way link and 

a two-way link. 

 

a. One-way link 

A one-way link between a ground 𝑔 and a space clock 𝑠 can be represented as in Figure 12. At 

coordinate time 𝑡1, clock 𝑔 displays time 𝜏1 and modem Mg produces a code 𝐶1. This code 

modulates a sinusoidal signal of frequency 𝑓 and sent at coordinate time 𝑡2 by antenna 𝑔. The 

delay between the code production and its transmission by antenna 𝑔 is Δ𝑔 = [𝑇12]
𝑔, expressed 

in the local frame of clock 𝑔. Antenna 𝑠 receives signal 𝐶1 at coordinate time 𝑡3 and transmits 

it to modem Ms and clock 𝑠 which receives it at coordinate time 𝑡4, with a delay Δ𝑠 = [𝑇34]
𝑠 

expressed in the local frame of clock 𝑠15. The codes produced by the ground and the space 

clocks are the same, meaning that for the same proper time displayed by the clocks the same 

piece of code is produced. This is an unambiguous way to synchronise the signal to the proper 

 
15 More in general, [𝑇12]

𝐴 is the transformation of coordinate time interval 𝑇12 in proper time of clock A and [Δ𝜏𝐴]𝑡 
is the transformation of proper time interval of clock A in coordinate time 𝑡. 
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time of the clocks. We implicitly define the coordinate time 𝑡5 when clock 𝑠 displayed the same 

code 𝐶1 as encoded in the received signal. 

𝜏1 = 𝜏𝑔(𝑡1) = 𝜏𝑠(𝑡5) 

( 2 .  5 ) 

Therefore, the ST observable (PToF) given by the receiver 𝑠 is defined as: 

Δ𝜏𝑠(𝜏𝑠(𝑡4)) = 𝜏𝑠(𝑡5) − 𝜏𝑠(𝑡4) 

( 2 .  6 ) 

From this, the desynchronisation between clock 𝑔 and 𝑠 can be written as: 

𝜏𝑠(𝑡4) − 𝜏𝑔(𝑡4) = −Δ𝜏𝑠(𝜏𝑠(𝑡4)) − [𝑇23 + [Δ𝑔 + Δ𝑠]𝑡]𝑔  

( 2 .  7 ) 

 

 

b. Two-way link 

By following the same reasoning as before, in a two-way link between a ground 𝑔 and a space 

clock 𝑠, as depicted in Figure 13, the uplink from ground to space has a frequency 𝑓1 and is 

characterised by the relation 

𝜏𝑔(𝑡1
0) = 𝜏𝑠(𝑡7

0) 

( 2 .  8 ) 

while the downlink from space to ground at a frequency 𝑓2 is characterised by the relation 

𝜏𝑠(𝑡3
0) = 𝜏𝑔(𝑡8

0) 

( 2 .  9 ) 

As previously written, in the case of ACES/PHARAO a 𝛬 configuration is implied in which 

𝑡2 = 𝑡3, so that code 𝐶2 of link 𝑓2 is sent at antenna 𝑠 when code 𝐶1 of link 𝑓1 is received at 

Figure 12. Scheme of the one-way link. 

Credit: Delva P., Laurent P., Le Poncin-Lafitte C., Meynadier F., Wolf P., 2012. 
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this antenna. Finally, it can be shown that in this configuration the desynchronisation between 

the ground and the space clocks at coordinate time 𝑡2 can be expressed as: 

 

𝜏𝑠(𝑡2) − 𝜏𝑔(𝑡2) =
1

2
(Δ𝜏𝑚𝑜

𝑔 (𝑡4
0) − Δ𝜏𝑚𝑜

𝑠 (𝑡2
0) + [𝑇34 − 𝑇12]

𝑔) 

( 2 .  10 ) 

where 

Δ𝜏𝑚𝑜
𝑔 (𝑡4

0) = Δ𝜏𝑔(𝜏𝑔(𝑡4
0)) + Δ2

𝑔
+ Δ2

𝑠  

( 2 .  11 ) 

Δ𝜏𝑚𝑜
𝑠 (𝑡2

0) = Δ𝜏𝑠(𝜏𝑠(𝑡2
0)) + Δ1

𝑔
+ Δ1

𝑠  

( 2 .  12 ) 

 

 

 

The two links composing the downlink are affected by an ionospheric delay which depends on 

their respective frequencies 𝑓2 and 𝑓3, whereas the tropospheric delay does not depend on the 

link frequency. Dispersive troposphere effects are neglected in this case, although they can be 

taken into account using a global model (Baron P., Hobiger T., Piester D., 2013). Therefore, it 

is possible to define the overall propagation delays for the three links, including the atmospheric 

components, as: 

Figure 13. Scheme of the two-way link. 

Credit: Delva P., Laurent P., Le Poncin-Lafitte C., Meynadier F., Wolf P., 2012. 
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𝑇12 =
𝑅21

𝑐
+ Δ12

𝑖𝑜𝑛𝑜(𝑓1) + Δ12
𝑡𝑟𝑜𝑝𝑜

+ Δ21
𝑆ℎ𝑎𝑝𝑖𝑟𝑜

 

( 2 .  13 ) 

𝑇34 =
𝑅34

𝑐
+ Δ34

𝑖𝑜𝑛𝑜(𝑓2) + Δ34
𝑡𝑟𝑜𝑝𝑜

+ Δ34
𝑆ℎ𝑎𝑝𝑖𝑟𝑜

 

( 2 .  14 ) 

𝑇56 =
𝑅56

𝑐
+ Δ56

𝑖𝑜𝑛𝑜(𝑓3) + Δ56
𝑡𝑟𝑜𝑝𝑜

+ Δ56
𝑆ℎ𝑎𝑝𝑖𝑟𝑜

 

( 2 .  15 ) 

where 𝑅𝑖𝑗 = |𝑥𝑔⃗⃗⃗⃗ (𝑡𝑗) − 𝑥𝑠⃗⃗  ⃗(𝑡𝑖)| is the range, 𝑥𝑠⃗⃗  ⃗ and 𝑥𝑔⃗⃗⃗⃗  are respectively the position vectors of 

space and ground antennas, 𝑟𝑠 = |𝑥𝑠⃗⃗  ⃗|, 𝑟𝑔 = |𝑥𝑔⃗⃗⃗⃗ | and 

Δ𝑖𝑗
𝑆ℎ𝑎𝑝𝑖𝑟𝑜

=
2𝐺𝑀

𝑐3
ln (

𝑟𝑠(𝑡𝑖) + 𝑟𝑔(𝑡𝑗) + 𝑅𝑖𝑗

𝑟𝑠(𝑡𝑖) + 𝑟𝑔(𝑡𝑗) − 𝑅𝑖𝑗

) + 𝒪(𝑐−4) 

( 2 .  16 ) 

Ionospheric and tropospheric delays are around or below 100 ns, whereas Shapiro delay is 

below 10 ps (Duchayne L., 2008). 

With the aim of deducing the ionospheric delay, we can combine the two ground observables 

in order to be free of tropospheric delays in the following way: 

Δ𝜏𝑔(𝜏𝑔(𝑡6
0)) − Δ𝜏𝑔(𝜏𝑔(𝑡4

0)) = [𝑇34 − 𝑇56]
𝑠 + [𝑇46

0 ]𝑠 − [𝑇46
0 ]𝑔 + Δ2

𝑠 − Δ3
𝑠 + [[Δ2

𝑔
− Δ3

𝑔]
𝑡
]
𝑠

 

( 2 .  17 ) 

By imposing 𝑇46
0 = 0, with a resulting uncertainty of 𝛿𝑇46

0 < 0.9 𝑚𝑠 and through some 

approximations (Duchayne L., 2008 and Delva P., Laurent P., Le Poncin-Lafitte C., Meynadier 

F., Wolf P., 2012), we get the expression: 

Δ𝜏𝑚𝑜
𝑔 (𝑡6

0) − Δ𝜏𝑚𝑜
𝑔 (𝑡4

0) = 𝑇34 − 𝑇56 

( 2 .  18 ) 

Finally, we obtain: 

Δ56
𝑖𝑜𝑛𝑜(𝑓3) − Δ34

𝑖𝑜𝑛𝑜(𝑓2) = Δ𝜏𝑚𝑜
𝑔 (𝑡4

0) − Δ𝜏𝑚𝑜
𝑔 (𝑡6

0) +
𝑅34 − 𝑅56

𝑐
 

( 2 .  19 ) 

Now we can calculate the Slant Total Electron Content (STEC), denoted as 𝑆. The ionospheric 

delay affects oppositely code (co) and carrier (ca) and can be approximated as follows through 

a Chapman layer STEC model: 
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Δ𝑐𝑜
𝑖𝑜𝑛𝑜(𝑓) =

40.308

𝑐𝑓2
𝑆 +

7527

𝑓3
∫𝑁𝑒(  𝐵 ⃗⃗ ⃗⃗  ⋅ 𝑘 ⃗⃗⃗  ) 𝑑𝐿 

( 2 .  20 ) 

Δ𝑐𝑎
𝑖𝑜𝑛𝑜(𝑓) = −

40.308

𝑐𝑓2
𝑆 −

7527

2𝑓3
∫𝑁𝑒(  𝐵 ⃗⃗ ⃗⃗  ⋅ 𝑘 ⃗⃗⃗  ) 𝑑𝐿 

( 2 .  21 ) 

where 𝑁𝑒 is the local electron density along the path, STEC 𝑆 = ∫𝑁𝑒𝑑𝐿,  𝐵 ⃗⃗ ⃗⃗   is the Earth’s 

magnetic field and 𝑘 ⃗⃗⃗   is the unit vector along the signal propagation direction. Considering the 

three observables Δ𝜏𝑠(𝜏𝑠(𝑡2
0)), Δ𝜏𝑔(𝜏𝑔(𝑡4

0)), Δ𝜏𝑔(𝜏𝑔(𝑡6
0)), we suppose that �⃗�  and �⃗�  do not 

change along the signals Line of Sight and |�⃗� | ≅ 𝐵0, we can write that: 

Δ𝑐𝑜
𝑖𝑜𝑛𝑜(𝑓) =

40.308

𝑐𝑓2
𝑆 (1 +

7527𝑐

40.308𝑓
𝐵0 cos 𝜃0) 

( 2 .  22 ) 

Δ𝑐𝑎
𝑖𝑜𝑛𝑜(𝑓) = −

40.308

𝑐𝑓2
𝑆 (1 +

7527𝑐

80.616𝑓
𝐵0 cos 𝜃0) 

( 2 .  23 ) 

where 𝜃0 is the angle between �⃗�  and the propagation direction of the signals 𝑓2 and 𝑓3. Finally, 

we obtain: 

[Δ56
𝑖𝑜𝑛𝑜(𝑓3) − Δ34

𝑖𝑜𝑛𝑜(𝑓2)]𝑐𝑜 =
40.308

𝑐
(

1

𝑓3
2 −

1

𝑓2
2) 𝑆 × [1 +

7527𝑐

40.308
 

𝑓2
3 − 𝑓3

3

𝑓2𝑓3(𝑓2
2 − 𝑓3

2)
 𝐵0 cos 𝜃0] 

( 2 .  24 ) 

[Δ56
𝑖𝑜𝑛𝑜(𝑓3) − Δ34

𝑖𝑜𝑛𝑜(𝑓2)]𝑐𝑎 = −
40.308

𝑐
(

1

𝑓3
2 −

1

𝑓2
2) 𝑆 × [1 +

7527𝑐

80.616
 

𝑓2
3−𝑓3

3

𝑓2𝑓3(𝑓2
2−𝑓3

2)
 𝐵0 cos 𝜃0]  

( 2 .  25 ) 

By equating these equations with the one found before, we can determine the expression of the 

STEC 𝑆 and correct the ionospheric delay.  

On the other hand, when dealing with tropospheric delay, we combine the ground and space 

observables of links 𝑓1 and 𝑓2 in the following way: 

Δ𝜏𝑠(𝜏𝑠(𝑡2
0)) + Δ𝜏𝑔(𝜏𝑔(𝑡4

0)) + Δ1
𝑔

+ Δ2
𝑔

+ [[Δ1
𝑠 + Δ2

𝑠 ]𝑡]𝑔 = [𝑇23
0 ]𝑠 − [𝑇23

0 ]𝑔 − [𝑇12 + 𝑇34]
𝑔 

( 2 .  26 ) 
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It can be shown that [𝑇23
0 ]𝑠 − [𝑇23

0 ]𝑔 ≅ 0 if 𝑇23
0  is known with an accuracy of 𝛿𝑇23

0 < 0.9 𝑚𝑠. 

Thanks to a series of approximations, it is possible to derive the following expressions: 

𝑇12 + 𝑇34 = −(1 +
𝐺𝑀

𝑟𝑔(𝑡2)𝑐2
)(Δ𝜏𝑚𝑜

𝑠 (𝑡2
0) + Δ𝜏𝑚𝑜

𝑔 (𝑡4
0)) 

( 2 .  27 ) 

𝑅21 + 𝑅34

𝑐
= −(1 +

𝐺𝑀

𝑟𝑔(𝑡2)𝑐2
)(Δ𝜏𝑚𝑜

𝑠 (𝑡2
0) + Δ𝜏𝑚𝑜

𝑔 (𝑡4
0))

− (Δ12
𝑖𝑜𝑛𝑜(𝑓1) + Δ34

𝑖𝑜𝑛𝑜(𝑓2) + Δ12
𝑡𝑟𝑜𝑝𝑜

+ Δ34
𝑡𝑟𝑜𝑝𝑜) 

( 2 .  28 ) 

This equation shows that range can be computed thanks to a model of tropospheric delay, while 

tropospheric delay can be computed through an estimation of range. In other words, the two 

quantities are degenerate (Duchayne L., 2008 and Delva P., Laurent P., Le Poncin-Lafitte C., 

Meynadier F., Wolf P., 2012). 

2.2. From ACES mission to a possible new one-way configuration 

In the first chapter, we have tackled the deep interest of the scientific community in searching 

for a one-way architecture to allow the communication between the ground and a spacecraft in 

a more efficient way with the ultimate goal of enabling spacecraft to autonomously navigate in 

space. In this sense, the model developed for the ACES mission has embodied a starting point 

for the study conducted throughout this thesis in order to imagine a possible novel one-way 

uplink scenario. In case we aim at configuring the links of the ACES mission in a one-way 

uplink fashion, one of the problems involves the compensation of the atmospheric delays. As 

previously explained, in the 𝛬 configuration both the ionospheric and the tropospheric delays 

expressions involve the combination of the ground and space observables. However, in a one-

way uplink configuration we do not have a ground observable at our disposal anymore but only 

a space observable and, apparently, we cannot determine the expression for the STEC and, thus, 

for the ionospheric delay. Finally, we cannot determine an expression for the tropospheric delay 

either. To avoid this problem, we can think about a possible modification to the single-frequency 

one-way uplink of ACES. Since the S-band third frequency is added to determine the 

ionospheric delay and since the uplink frequency 𝑓1 is in the same band as the ACES downlink 

frequency 𝑓2 (Ku-band), we can think of configuring a dual-frequency one-way uplink, using: 
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𝑓1 ≅ 13.5 𝐺𝐻𝑧 

𝑓2 ≅ 2.2 𝐺𝐻𝑧. 

 

 

 

 

 

 

 

 

In other words, we are transposing the two-frequency concept from the downlink to the uplink 

and we can assume that the previous equations concerning the ionospheric and tropospheric 

delay are still valid also in this configuration. The difference lies in the fact that, in this case, 

the computation of both the observables and the scientific products must be run on-board. The 

modem configuration must be changed as well because we would have four ST space 

observables, one for the code and one for the carrier for each of the two uplink frequencies 𝑓1 

and 𝑓2. These ST observables are of the type expressed as:  

Δ𝜏𝑠(𝜏𝑠(𝑡2
0)) = 𝜏𝑠(𝑡5

0) − 𝜏𝑠(𝑡2
0) 

( 2 .  29 ) 

Δ𝜏𝑠(𝜏𝑠(𝑡4
0)) = 𝜏𝑠(𝑡6

0) − 𝜏𝑠(𝑡4
0) 

( 2 .  30 ) 

To simplify the subsequent simulation of this scenario, we imagine computing these PToF 

through a correlation between the signal received onboard and a replica of the same signal 

locally generated by the spacecraft. As a matter of fact, at the moment of the correlation to be 

performed, the signal received will be delayed by a certain amount which includes a certain 

propagation delay 𝑇𝑖𝑗, the delays related to the on-ground and onboard hardware and, finally, 

the discrepancy between the proper time of the spacecraft clock and the proper time of the 

ground clock. This last component represents the desynchronisation between the two clocks at 

𝑡2 

𝑡4 

Δ1
𝑠  

Δ2
𝑠  

𝑓1 

𝑓2 
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Δ1
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Δ2
g
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𝑡4
0 𝑡6

0 

Figure 14. A possible scheme of the dual frequency one-way uplink. The two links are depicted in red and green. 
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a certain coordinate time 𝑡. For example, considering the link 𝑓1 (the same applies to the link 

𝑓2), the expression of the PToF computed at 𝑡2
0, the reception time of the signal, is: 

Δ𝜏𝑠(𝜏𝑠(𝑡2
0)) = − (𝜏𝑠(𝑡2

0) − 𝜏𝑔(𝑡2
0)) − [𝑇12 + [Δ1

𝑔
+ Δ1

𝑠]
𝑡
]
𝑔

 

( 2 .  31 ) 

where (𝜏𝑠(𝑡2
0) − 𝜏𝑔(𝑡2

0)) represents, indeed, the desynchronisation. From this PToF, it is 

straightforward to state that the desynchronisation is provided by the following expression:  

(𝜏𝑠(𝑡2
0) − 𝜏𝑔(𝑡2

0)) = − Δ𝜏𝑠(𝜏𝑠(𝑡2
0)) − [𝑇12 + [Δ1

𝑔
+ Δ1

𝑠]
𝑡
]
𝑔

 

( 2 .  32 ) 

Once the desynchronisation is determined, it is possible to “steer” the time reported by the 

spacecraft clock to the correct value, which is the one of the ground station at 𝑡1
0, so that:  

𝜏𝑠(𝑡5
0) = 𝜏𝑔(𝑡1

0) 

( 2 .  33 ) 

Obviously, if we want to determine the desynchronisation, it is necessary to derive 𝑇𝑖𝑗 which is 

expressed as:  

𝑇𝑖𝑗 =
𝑅𝑖𝑗

𝑐
+ Δ𝑖𝑗

𝑖𝑜𝑛𝑜(𝑓) + Δ𝑖𝑗
𝑡𝑟𝑜𝑝𝑜

 

( 2 .  34 ) 

where the Shapiro effect is neglected since it provides a very low contribution to the overall 

delay. As in ACES mission, the positions of the ground station and the spacecraft have to be 

known to some level of accuracy in order to calculate the time-of-fight onboard. First of all, the 

geometric range 𝑅𝑖𝑗 can be determined as explained before, whereas the ionospheric delay can 

be obtained thanks to the exploitation of the two observables available at the space station. 

Indeed, we look for an expression of the STEC, so that a correction of the ionospheric delay 

itself is made possible:  

𝑇12 − 𝑇34 = 𝛥𝜏𝑠(𝜏𝑠(𝑡4
0)) − 𝛥𝜏𝑠(𝜏𝑠(𝑡2

0)) + 𝛥2
𝑔

− 𝛥1
𝑔

+ 𝛥2
𝑠 − 𝛥1

𝑠 + ∫ 𝛦𝑔(𝑡)𝑑𝑡 −
𝑡2

𝑡1
 ∫ 𝛦𝑔(𝑡)𝑑𝑡

𝑡4

𝑡3
 

( 2 .  35 ) 

where ∫ 𝛦𝑔(𝑡)𝑑𝑡 =
𝑡𝑗
𝑡𝑖

 ∫ (
𝑈(𝑡,𝑥𝑔⃗⃗⃗⃗  ⃗)

𝑐
+

𝑣𝑔
2(𝑡)

2𝑐2 )𝑑𝑡
𝑡𝑗
𝑡𝑖

 represents the correction for the proper/coordinate 

time transformation. Therefore, if we consider the tropospheric delays for the two uplink signals 

as equal, we can write that: 
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Δ34
𝑖𝑜𝑛𝑜(𝑓2) − Δ12

𝑖𝑜𝑛𝑜(𝑓1)

= 𝛥𝜏𝑠(𝜏𝑠(𝑡2
0)) − 𝛥𝜏𝑠(𝜏𝑠(𝑡4

0)) + 𝛥1
𝑔

− 𝛥2
𝑔

+ 𝛥1
𝑠 − 𝛥2

𝑠

− ∫ 𝛦𝑔(𝑡)𝑑𝑡 +
𝑡2

𝑡1

∫ 𝛦𝑔(𝑡)𝑑𝑡
𝑡4

𝑡3

+
𝑅12 − 𝑅34

𝑐
 

( 2 .  36 ) 

Assuming that the previously used Chapman layer STEC model is still valid to approximate the 

ionospheric delay, we can express:  

𝑆 = ±(
𝑐

40.308 ∗ 𝐹(𝑓1,  𝑓2,  𝑐,  𝐵0,  𝜃0)
∗

𝑓2
2 ∗ 𝑓1

2

𝑓1
2 − 𝑓2

2)

× [(𝛥𝜏𝑠(𝜏𝑠(𝑡2
0)) − 𝛥𝜏𝑠(𝜏𝑠(𝑡4

0))) + (𝛥1
𝑔

− 𝛥2
𝑔
) + (𝛥1

𝑠 − 𝛥2
𝑠)

− ∫ 𝛦𝑔(𝑡)𝑑𝑡 +
𝑡2

𝑡1

∫ 𝛦𝑔(𝑡)𝑑𝑡
𝑡4

𝑡3

 +
𝑅12 − 𝑅34

𝑐
]   

( 2 .  37 ) 

where 

𝐹(𝑓1,  𝑓2,  𝑐,  𝐵0,  𝜃0) = [1 +
7527 ∗ 𝑐

40.308 ∗ 2
 ∗

𝑓1
3 − 𝑓2

3

𝑓1 ∗ 𝑓2 ∗ (𝑓1
2 − 𝑓2

2)
∗ 𝐵0 ∗ cos𝜃0] 

( 2 .  38 ) 

Since the leading term is represented by the difference between the two space observables, all 

other terms, which again represent differences, can be neglected and we still obtain an 

acceptable expression for 𝑆 (Angonin M.C., Delva P., Guerlin C., Lilley M., Savalle E. et al., 

2021): 

𝑆 = ±(
𝑐

40.308 ∗ 𝐹(𝑓1,  𝑓2 ,  𝑐,  𝐵0,  𝜃0)
∗

𝑓2
2 ∗ 𝑓1

2

𝑓1
2 − 𝑓2

2) × [𝛥𝜏𝑠(𝜏𝑠(𝑡2
0)) − 𝛥𝜏𝑠(𝜏𝑠(𝑡4

0))] 

( 2 .  39 ) 

   

Concerning the tropospheric delay, since now we have only two space observables and no 

ground observables, the only way to find an expression for this delay is to express it through a 

model. In particular, we can resort to a Saastamoinen model (Saastamoinen J., 1973), in the 

form:  
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Δ𝑡𝑟𝑜𝑝𝑜 =
2.277 × 10−3

𝑐 cos 𝑧
[𝑝 + (0.05 +

1255

𝑇
)𝑒 − (tan 𝑧)2]  

( 2 .  40 ) 

where 𝑝 is the atmospheric pressure, 𝑇 is the atmospheric temperature, 𝑒 is the water vapour 

partial pressure and 𝑧 is the angle between the line-of-sight and zenith, computed from the 

positions of the spacecraft and the ground station in the International Celestial Reference Frame 

(ICRF). 

Finally, concerning the instrumental internal delays, they are needed for the determination of 

the desynchronisation between the ground clock and the space clock and, also, for an even more 

accurate estimation of the STEC 𝑆 and, thus, of the ionospheric delays. We can assume that the 

ground delays are known and can be calibrated by sending them to the spacecraft or by phase 

advancing the signal before its transmission to space in order to pre-compensate these delays.  

The next step to concretise such a one-way uplink framework is to verify the feasibility of a 

time transfer link between the ground station, equipped with an ultra-precise and stable clock 

and the spacecraft, equipped, on the contrary, with a clock characterised by a not so high 

temporal and frequency stability. In this way, it will be possible to significantly reducing the 

costs and complexity of the onboard payload, unlike other projects in which the presence of an 

extremely precise clock on-board the spacecraft is required. In particular, we can assume to 

open clock synchronisation windows, separated from each other by a certain time interval 𝑑𝑡. 

The window begins with generation of the signal at the ground station and it is subsequently 

sent to the clock on-board the spacecraft. Once the two clocks show the same time reference, 

they are synchronised and, therefore, it is possible to take advantage of this synchronisation to 

be able to carry out the necessary radiometric measurements. Consequently, although the 

onboard clock might show an even accentuated temporal deviation with respect to the ground 

reference between one synchronisation window and the next (in other words, the onboard clock 

undergoes a temporal drift during this interval), it will be possible for ground control to not be 

concerned about it until the new synchronisation window, when new measurements will be 

taken. All of this would be particularly useful especially within those missions in deep space 

which involve long periods of cruise, during which the spacecraft can be left to continue along 

its trajectory while its clock experiences the time shift, synchronising it only on occasion of 

those “time critical” operations mentioned above but with all the aforementioned advantages of 

one-way uplink communication. 
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2.3. The simulator 

As previously anticipated, a simulator has been developed in MATLAB programming language 

in order to preliminarily test the above-mentioned architecture, by using a simplified one-way 

uplink scheme and following the ACES model illustrated in the previous section. We investigate 

the feasibility of creating a connection for time transfer between an ultra-precise terrestrial 

clock and a spacecraft clock, which has comparatively lower temporal and frequency stability. 

Our method involves establishing clock synchronisation windows separated by a specific time 

interval 𝑑𝑡, finally computing the error derived from this synchronisation process. 

 

2.3.1. General structure 

The script is a simplified simulation of a possible one-way uplink synchronisation scenario 

between a ground station clock and a clock mounted on-board a spacecraft to assess a 

preliminary accuracy measure of the synchronisation operation itself. At least for the time 

being, the spacecraft is assumed to travel with a constant speed vs in a straight direction, having 

an initial distance from the ground station on the Earth’s surface specified in the parameter 

init_distance. Moreover, the ground station clock and the spacecraft clock are assumed 

to be initially synchronised at a generic time 𝑡 = 0. The spacecraft clock is assumed to be a 

Temperature-Compensated Crystal Oscillator (TCXO16), a clock recently used for small-

medium spacecrafts as a trade-off between cost, weight and stability, whose specifics are 

reported in the Appendix. The time deviation of the TCXO is represented in Figure 15. The 

Allan deviation (ADEV) is the square root 𝜎𝑦(𝜏) of the so-called Allan variance, the most 

common time domain measure of frequency stability. It is defined as (Riley W., 2008):  

𝜎𝑦
2(𝜏) =

1

2(𝑀 − 1)
 ∑[𝑦𝑖+1 − 𝑦𝑖]

2

𝑀−1

𝑖=1

 

( 2 .  41 ) 

where 𝑦𝑖 is the i-th of M fractional frequency values averaged over the measurement (sampling) 

interval 𝜏. 

 
16 A TCXO is a temperature-compensated crystal oscillator which is used whenever a certain stability within a 

variant temperature environment is required, i.e., when the frequency deviation of the oscillator must be minimal 

over its entire operating temperature range. 
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On the other hand, the time Allan variance, TVAR, with square root TDEV, is a measure of time 

stability based on the Allan variance and it is defined as (Riley W., 2008):  

𝜎𝑥
2(𝜏) = (

𝜏2

3
)  𝑀𝑜𝑑 𝜎𝑦

2(𝜏) 

( 2 .  42 ) 

where 𝑀𝑜𝑑 𝜎𝑦
2(𝜏) =

1

2𝑚4(𝑀−3𝑚+2)
 ∑ {∑ (∑ [𝑦𝑘+𝑚 − 𝑦𝑘]

𝑖+𝑚−1
𝑘=𝑖 )𝑗+𝑚−1

𝑖=𝑗 }
2

𝑀−3𝑚+2
𝑗=1 . In particular, a 

time deviation of 10−10 was chosen, represented by the parameter time_dev_coeff, 

resulting in a time drift of 10−10 ∗ √𝜏, where 𝜏 is the integration time. At some point, a 

synchronisation window starts, during which a signal is sent from the ground to the spacecraft 

reporting the reference time of the ground clock itself. Once the signal is received, it is cross-

correlated with a local replica generated on-board to determine the overall PToF observable, 

simply denoted as delay_obs, comprising the propagation delay, the hardware delays and 

the desynchronisation between the two clocks. In particular, the internal hardware delays must 

be determined as well as the distance between the ground station clock and the spacecraft clock 

in order to derive the propagation delay. In this sense, considering the dual frequency model 

examined before, the atmospheric delays (ionospheric delay and tropospheric delay) are 

assumed to be compensated with an acceptable level of accuracy for the sake of simplicity in 

the simulation. Once the hardware and the propagation delays have been computed with some 

levels of white noise (representing the uncertainties in the estimation), they are subtracted from 

the computed PToF observable, so that the desynchronisation can be deduced. At this point, it 

is possible to bring the spacecraft clock to the correct value and synchronise it. In the end, the 

difference between the transmitted initial ground clock time and the new synchronised 

spacecraft clock time is computed with the purpose of determining the synchronisation error, 

both in terms of seconds and meters (to also account for the error on the range measurement). 

Once the synchronisation error has been determined, the spacecraft clock will drift in time once 

again until another synchronisation window will be opened after a time interval specified by 

the parameter dt.      
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The simulator is structured in such a way that we can select the number of successive 

synchronisation windows to simulate through the parameter n_synch_win. The different 

windows are separated by an interval dt, expressed in seconds. Many simulations are 

performed for the different synchronisation windows and this number can be set through the 

parameter n_sim. By doing so, the final values of the synchronisation error for each 

synchronisation window are computed through a Root Mean Square of a consistent set of 

results. In addition, distinct values of the dt interval which separates two consecutive 

synchronisation windows have been tested, with the aim of observing the trend of the 

synchronisation error in relation to them. With the purpose of evaluating the overall 

performance, a series of graphs have been plotted to appreciate the evolution of the 

aforementioned values as a function of time. These graphs will be shown and discussed in the 

next chapter. 

 

Figure 15. Time deviation (TDEV) of the considered TCXO. 

Credit: Connor-Winfield. 
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2.3.2. Initial setting and computations 

At the beginning of the simulation of the first synchronisation window, the ground_time is 

simply set equal to the time passed since the spacecraft leaves the Earth, which is equal to the 

actual distance of the spacecraft divided by the speed of the spacecraft itself. As a consequence, 

the propagation time, denoted as propagation_time_one_way, is set equal to the 

distance divided by the speed of light c. On the other hand, the spacecraft time, denoted as 

space_time, drifts from the reference ground time as a function of its time deviation, 

following the relation 10−10 ∗ √𝜏. 

 

𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑖𝑚𝑒 =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑛𝑖𝑡

𝑣𝑠
 

( 2 .  43 ) 

𝑠𝑝𝑎𝑐𝑒 𝑡𝑖𝑚𝑒 =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑛𝑖𝑡

𝑣𝑠
+ (𝑡𝑖𝑚𝑒 𝑑𝑒𝑣 ∗ √

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑛𝑖𝑡

𝑣𝑠

) 

( 2 .  44 ) 

𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑜𝑛𝑒 𝑤𝑎𝑦 =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑛𝑖𝑡

𝑐
 

( 2 .  45 ) 

         

Afterwards, random hardware delays Δ𝑔 and Δ𝑠 are generated, uniformly distributed in a 

specified interval [𝑎, 𝑏], using the MATLAB function rand. At this point, the distance and, 

therefore, the propagation delay must be “corrected”, since the spacecraft keeps moving as the 

signal propagates through space. 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 + 𝑣𝑠 ∗ (
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑐
+ Δ𝑔) 

( 2 .  46 ) 

𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑐
 

( 2 .  47 ) 

 

In this way, the actual ground clock and spacecraft clock times can be derived, together with 

the desynchronisation between them (computed at the spacecraft once the signal is received), 

denoted as desynchronisation_true. 
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𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑖𝑚𝑒 = 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑖𝑚𝑒 +  𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 + 𝛥𝑔 + 𝛥𝑠 

( 2 .  48 ) 

𝑠𝑝𝑎𝑐𝑒 𝑡𝑖𝑚𝑒 =  𝑠𝑝𝑎𝑐𝑒 𝑡𝑖𝑚𝑒 + 𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 + 𝛥𝑔 + 𝛥𝑠 

                            + 𝑡𝑖𝑚𝑒 𝑑𝑒𝑣 ∗ √𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 + 𝛥𝑔 + 𝛥𝑠  

( 2 .  49 ) 

 

𝑑𝑒𝑠𝑦𝑛𝑐ℎ𝑟𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛𝑡𝑟𝑢𝑒 = 𝑠𝑝𝑎𝑐𝑒 𝑡𝑖𝑚𝑒 − 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑖𝑚𝑒 

( 2 .  50 ) 

 

2.3.3. Cross-correlation between the received signal and the local replica 

In order to compute the onboard PToF observable, a sinusoidal signal is generated in MATLAB 

with a certain sampling frequency fs. For computational reasons, the cosine function is 

generated at a low frequency of 1 kHz, in order not to slow down the simulations but being 

anyway sufficient to our purposes. Some AWGN noise is generated through the MATLAB 

function randn and it is added to the signal to reproduce the channel encountered during its 

propagation. Moreover, the sinusoid is delayed by a certain value denoted as total_delay, 

including all delays to which the signal is subjected in its travel from the ground station towards 

the spacecraft. In particular, the delay is introduced thanks to the MATLAB function 

delayseq(data, delay, fs) which delays or advances the signal in data by the 

number of samples specified in delay and taking into account the sampling frequency fs. 

Since total_delay is not, in general, an integer number, the function interpolates between 

samples. Afterwards, the correlation between the local replica and the received noisy and 

delayed signal is computed through the MATLAB function xcorr(x,y) which, indeed, 

returns the cross-correlation of two discrete-time sequences x and y. Specifically, cross-

correlation measures the similarity between a vector x and shifted (lagged) copies of a vector 

y as a function of the lag17. The final PToF observable is derived by considering the lag, thus, 

the time delay, corresponding to the maximum correlation value.  

 

 
17 <https://it.mathworks.com/help/matlab/ref/xcorr.html>.  
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𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑙𝑎𝑦 =  𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 + 𝑑𝑒𝑠𝑦𝑛𝑐ℎ𝑟𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛𝑡𝑟𝑢𝑒 + 𝛥𝑔  + 𝛥𝑠 

( 2 .  51 ) 

𝑠𝑖𝑔𝑛𝑎𝑙 = cos (2𝑝𝑖 ∗ 𝑓 ∗ 𝑡) 

( 2 .  52 ) 

𝑑𝑒𝑙𝑎𝑦𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑙 =  𝑑𝑒𝑙𝑎𝑦𝑠𝑒𝑞(𝑠𝑖𝑔𝑛𝑎𝑙, 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑙𝑎𝑦, 𝑓𝑠) 

( 2 .  53 ) 

𝑠𝑖𝑔𝑛𝑎𝑙𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑  =  𝑑𝑒𝑙𝑎𝑦𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑙 +  𝑎𝑤𝑔𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑛𝑜𝑖𝑠𝑒 

( 2 .  54 ) 

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 = 𝑥𝑐𝑜𝑟𝑟(𝑠𝑖𝑔𝑛𝑎𝑙, 𝑠𝑖𝑔𝑛𝑎𝑙𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑) 

( 2 .  55 ) 

Through different tests, it emerged that above a certain number of delay samples, 1000 in our 

case, the xcorr MATLAB function had some problems in computing the correlation between 

the original signal and the delayed one, providing an erroneous value of the observable. For this 

reason, a “manual” correction was required, so that for delays above 1000 samples the delay 

introduced on the sinusoid is halved to allow the xcorr to properly compute the correlation. 

Subsequently, the derived observable is doubled to obtain the correct value. Obviously, this 

approximation method inserts some error in the overall synchronisation process but it is 

acceptable, as can be observed in the graphs in the next chapter. 

 

2.3.4. Determination of the desynchronisation  

At this stage, the value of the desynchronisation between the ground and the spacecraft clocks 

is derived by subtracting the hardware and the propagation delays from the founded PToF 

observable, reproducing the equations of the theoretical model of ACES. With the aim of 

simulating the uncertainties in the estimation and calibration of the delays, some normal noise 

is generated through the function randn with the variances specified in the parameters 

sigma_noise_delays and sigma_noise_distance, respectively.  

 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑚𝑒𝑎𝑠 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 + 𝑛𝑜𝑟𝑚𝑎𝑙 𝑛𝑜𝑖𝑠𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 

( 2 .  56 ) 
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𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒𝑚𝑒𝑎𝑠 =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑚𝑒𝑎𝑠

𝑐
 

( 2 .  57 ) 

Δ𝑚𝑒𝑎𝑠
𝑔

= Δ𝑔  +  𝑛𝑜𝑟𝑚𝑎𝑙 𝑛𝑜𝑖𝑠𝑒 𝑑𝑒𝑙𝑎𝑦𝑠1 

( 2 .  58 ) 

Δ𝑚𝑒𝑎𝑠
𝑠 = Δ𝑠  +  𝑛𝑜𝑟𝑚𝑎𝑙 𝑛𝑜𝑖𝑠𝑒 𝑑𝑒𝑙𝑎𝑦𝑠2 

( 2 .  59 ) 

𝑑𝑒𝑠𝑦𝑛𝑐ℎ𝑟𝑜𝑛𝑖𝑠𝑎𝑡𝑖𝑜𝑛𝑚𝑒𝑎𝑠  = −𝑃𝑇𝑜𝐹 − (𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒𝑚𝑒𝑎𝑠  + Δ𝑚𝑒𝑎𝑠
𝑔

+ Δ𝑚𝑒𝑎𝑠
𝑠 ) 

( 2 .  60 ) 

Thanks to the desynchronisation, it is possible to set the spacecraft time to the correct value. 

Finally, the synchronisation error can be deduced by the absolute value of the difference 

between the initial ground time, the one transmitted by the ground station at the beginning of 

the synchronisation window, and the synchronised spacecraft time. 

 

𝑆𝑦𝑛𝑐ℎ 𝑒𝑟𝑟𝑜𝑟 = 𝑎𝑏𝑠(𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑖𝑚𝑒𝑖𝑛𝑖𝑡 − 𝑠𝑝𝑎𝑐𝑒 𝑡𝑖𝑚𝑒) 

( 2 .  61 ) 
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Chapter 3: Results 

As described in the previous chapter, a series of graphs have been plotted to observe the 

evolution of the aforementioned synchronisation error values as a function of time. Moreover, 

it is possible to appreciate the trend of the average synchronisation error obtained for the set of 

synchronisation windows, as a function of an increasing 𝑑𝑡. 

In the subsequent Figures it is possible to see the evolution of the synchronisation error as a 

function of time for several lengths of the interval in between two consecutive synchronisation 

windows. The sampling frequency for the generation of the signal in MATLAB and for the 

computation of the correlation is set to 𝑓𝑠 = 106, whereas the number of simulations is set to 

1000. From the several tests conducted on the simulated scenario, it emerged that we must start 

to synchronise the spacecraft clock, which means to open the first synchronisation window, 

when the space vehicle is not so far from the Earth (from 200 kilometres up to 500 kilometres), 

so that the clock drift does not become immediately irrecoverable. Afterwards, we can assume 

to leave the spacecraft continue on its trajectory towards the destined target and we will reopen 

a new synchronisation process when needed, so that, once the spacecraft clock will be 

synchronised again, new radiometric observables will be measured. In the following graphs, 

the considered initial distance is the minimum tested one, set equal to 200 kilometres. Moreover, 

a significant number of synchronisation windows is examined, set equal to 50. It is important 

to highlight the fact that, as long as we increase the value of 𝑑𝑡, we observe an increment of the 

synchronisation error. This is due to the fact that, by enhancing the interval between two 

consecutive windows, the spacecraft clock has the possibility to “drift more” during that period, 

travelling a longer distance, so that it is harder to recover the resulting desynchronisation with 

respect to the ground clock. As a matter of fact, this is evident in the transition from the graph 

corresponding to 𝑑𝑡 = 60 𝑠 or 𝑑𝑡 = 120 𝑠 to the graph corresponding to 𝑑𝑡 = 200 𝑠, since the 

synchronisation error in seconds moves from an order of magnitude of 10−7 seconds to an order 

of magnitude of 10−6 seconds. As a consequence, also the error expressed in meters increases 

accordingly. 
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Figure 16. Synchronisation error expressed in seconds as a function of time, with 𝑑𝑡 = 60 𝑠 and 𝑓𝑠 = 106. 

Figure 17. Synchronisation error expressed in seconds as a function of time, with 𝑑𝑡 = 120 𝑠 and 𝑓𝑠 = 106. 
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Figure 18. Synchronisation error expressed in seconds as a function of time, with 𝑑𝑡 = 200 𝑠 and 𝑓𝑠 = 106. 

Figure 19. Synchronisation error expressed in meters as a function of time, with 𝑑𝑡 = 60 𝑠 and 𝑓𝑠 = 106. 
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Figure 20. Synchronisation error expressed in meters as a function of time, with 𝑑𝑡 = 120 𝑠 and 𝑓𝑠 = 106. 

Figure 21. Synchronisation error expressed in meters as a function of time, with 𝑑𝑡 = 200 𝑠 and 𝑓𝑠 = 106. 
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In Figure 22 and Figure 23, we can see the Mean Synchronisation Error, both in terms of 

seconds and meters. In particular, the average is computed taking into account the RMS values 

which result from the entire set of simulations for each of the tested synchronisation windows. 

In fact, after the completion of all simulations, we get a matrix of dimensions (n° of simulations, 

n° of synchronisation windows). Later, we compute the RMS values over the columns of the 

matrix, obtaining a row vector of dimensions (1, n° of synchronisation windows). Finally, we 

compute the mean value of this vector in order to have a single star point on the graph for each 

of the tested length of the time interval 𝑑𝑡. In these graphs, a sampling frequency 𝑓𝑠 = 106 𝐻𝑧 

is used for the generation of the discrete signal in MATLAB and in the computation of the 

correlation and 1000 simulations are implied for each of the synchronisation window. As shown 

by the graphs, it is possible to note an increase, yet small, of the Mean Synchronisation Error. 

The evident “jump” upwards is due to the aforementioned “manual” correction which is needed 

from 1000 delay samples on but it is still acceptable because all values remain in the same order 

of magnitude. 

 

 

 

 

Figure 22. Mean synchronisation error expressed in seconds, with 𝑓𝑠 = 106. 
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Finally, in the following Figures we can see the synchronisation error, both in terms of seconds 

and meters, but with a higher sampling frequency equal to 𝑓𝑠 = 108. The results improve a lot 

(up to 10−9 seconds) and this is due to the fact that we reduce the duration of each sample time 

and, thus, we reduce the error related to the conversion from the non-integer value of the total 

delay to a fixed number of samples operated by the MATLAB function delayseq(). With 

the purpose of accelerating the computation process, the number of simulations is reduced to 

only some tens, since they result to be enough to have an idea of the final evolution of the error 

itself. 

 

Figure 23. Mean synchronisation error expressed in meters, with 𝑓𝑠 = 106. 
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Figure 24. Synchronisation error expressed in seconds as a function of time, with 𝑑𝑡 = 120 𝑠 and 𝑓𝑠 = 108. 

Figure 25. Synchronisation error expressed in seconds as a function of time, with 𝑑𝑡 = 200 𝑠 and 𝑓𝑠 = 108. 
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Figure 26. Synchronisation error expressed in meters as a function of time, with 𝑑𝑡 = 120 𝑠 and 𝑓𝑠 = 108 

Figure 27. Synchronisation error expressed in meters as a function of time, with 𝑑𝑡 = 200 𝑠 and 𝑓𝑠 = 108. 
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Conclusions and Future Works  

In the first chapter of this thesis, we dealt with the importance of spacecraft navigation in the 

context of space exploration missions, involving the determination of the spacecraft's position 

and its maintenance on the desired trajectory towards a specific destination. At present, most of 

space missions are based on two-way range and Doppler observables, measured starting from 

the time taken by a radio signal to complete its round trip from the ground station to the 

spacecraft. However, as the spacecraft moves away from Earth, there is an increase in the 

propagation time of the two-way signal, making this type of navigation inadequate for all those 

occasions in which timely decisions are required. In this sense, we had an overview on the 

NASA's Deep Space Atomic Clock technological demonstration, an ultra-precise, mercury-ion 

atomic clock encased in a small box which has made it possible to reliably and accurately collect 

one-way radiometric observables sent from a ground antenna or another spacecraft. 

In the second chapter, we conducted an initial study on the possibility of autonomous spacecraft 

navigation using one-way range and Doppler observables through a microwave link between 

the ground station and the spacecraft. The study involved analysing the mathematical model of 

the ACES mission and developing a new theoretical framework to support a novel one-way 

uplink architecture. To achieve this, we created a simplified model of the architecture using 

MATLAB programming language to obtain preliminary results and determine the practicality 

of this method of navigation. Specifically, we tested the feasibility of a time transfer link 

between an ultra-precise clock on the ground and the spacecraft clock, which had a lower 

temporal and frequency stability. Our work was based on opening clock synchronisation 

windows, separated by a specific time interval 𝑑𝑡, and transmitting a signal from the ground 

station to the onboard clock to synchronise it. Once the two clocks are synchronised, the 

necessary radiometric measurements can be carried out. 

In the last chapter, we plotted a series of graphs to observe the synchronisation error's evolution 

over time. The synchronisation error is the difference between the transmitted time reference 

and the final time reported by the spacecraft clock. From multiple tests conducted on the 

simulated scenario, we found that we need to start synchronising the spacecraft clock when it 

is not too far from Earth. This helps prevent the clock drift from becoming irrecoverable right 

away. We also noticed that increasing the value of the synchronisation window resulted in a 

higher synchronisation error. This is because the spacecraft clock drifts more during that period, 
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which makes it harder to recover the resulting desynchronisation with respect to the ground 

clock. This is evident in the transition from the graph corresponding to 𝑑𝑡 = 60 𝑠 or 𝑑𝑡 = 120 𝑠 

to the graph corresponding to 𝑑𝑡 = 200 𝑠, since the synchronisation error in seconds moves 

from an order of magnitude of 10−7 seconds to an order of magnitude of 10−6 seconds. 

Moreover, we observed the Mean Synchronisation Error, computed taking into account the 

RMS values which result from the entire set of simulations for each of the tested 

synchronisation windows. As shown by the graphs, it is possible to note an increase, yet small, 

of the Mean Synchronisation Error. The evident “jump” upwards is due to the “manual” 

correction performed in the MATLAB code, which is needed from 1000 delay samples on but 

it is still acceptable because all values remain in the same order of magnitude. Finally, we 

investigated the synchronisation error with a higher sampling frequency equal to 𝑓𝑠 = 108. The 

results improve a lot (up to 10−9 seconds) and this is due to the fact that we reduce the duration 

of each sample time and, thus, we reduce the error related to the conversion from the non-

integer value of the total delay to a fixed number of samples operated by MATLAB. 

As anticipated at the beginning of the second chapter, this is a preliminary study on the 

possibility of building a one-way uplink architecture based on the use of a clock which needs 

to be synchronised at some point in time through the opening of a series of synchronisation 

windows. The aim of the simulated scheme is to test the application of the aforementioned 

ACES equations within our scenario and obtain proper results to examine the potential 

practicability of such one-way uplink navigation. This work will be further explored in the near 

future during my doctorate and it will prepare the ground for new studies. Many aspects must 

be examined in depth, starting from the correlation computation which seems to have some 

limits, as highlighted by the “manual” correction which is required from a delay equal to 1000 

samples onward. Moreover, the next step will be substituting the correlation with the ACES 

ascending zero-crossings count as a method to compute the PToF on-board the spacecraft. In 

addition, we will introduce the atmospheric delays in the simulation, in order to fully test the 

dual frequency one-way uplink scheme, as well as orbit errors, following again the ACES 

model. Finally, in the context of one-way uplink deep space navigation, one of the objectives 

will be performing parametric analysis to quantify the maximum value of the synchronisation 

window time to meet the ranging and Doppler accuracies requirements, together with inserting 

the errors quantified in this work in a real orbit determination filter to accurately simulate a 

deep space one-way uplink navigation scenario. 
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