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Sommario

Negli ultimi anni, i tradizionali approcci numerici utilizzati per la pre-

visione accurata del tempo meteorologico hanno dovuto affrontare una cre-

scente sfida da parte dei metodi basati sull’apprendimento profondo. Gli

insiemi di dati storici ampiamente impiegati nelle previsioni meteorologiche

a breve e medio termine seguono spesso una struttura regolare a griglia spa-

ziale. Questa disposizione somiglia notevolmente alle immagini: ciascuna

variabile meteorologica può essere infatti rappresentata come una mappa o,

considerando l’aspetto temporale, come un video.

Diverse categorie di modelli generativi, tra cui le Reti Generative Avver-

sarie (Generative Adversarial Networks), gli Autoencoder Variazionali (Va-

riational Autoencoders) e i più recenti Modelli di Diffusione per la Rimozione

del Rumore (Denoising Diffusion Models), hanno dimostrato ampiamente la

loro efficacia nell’affrontare il problema della previsione del prossimo frame.

Di conseguenza, risulta naturale valutare le loro prestazioni sui benchmark

dedicati alla previsione meteorologica. Tra tutti, i modelli di diffusione si rive-

lano particolarmente affascinanti in questo contesto, considerando la natura

intrinsecamente probabilistica della previsione del tempo. Essi mirano a mo-

dellare la distribuzione di probabilità degli indicatori meteorologici, fornendo

una stima del valore atteso, ossia la previsione più probabile.

L’obiettivo principale di questa tesi è l’approfondimento dell’utilizzo di

tali modelli nell’ambito delle previsioni meteorologiche, con particolare at-

tenzione alle previsioni delle precipitazioni a breve termine (nowcasting). Per

questo studio, si è fatto ricorso a un sottoinsieme specifico del dataset ERA5,
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contenente dati orari riferiti all’Europa occidentale nel periodo compreso tra

il 2016 e il 2021. Nel contesto di questa indagine, è stata analizzata l’efficacia

dei modelli di diffusione nella gestione delle previsioni delle precipitazioni a

breve termine. La valutazione delle prestazioni dei modelli è stata effettua-

ta attraverso il confronto con i ben consolidati modelli U-Net, ampiamente

documentati nella letteratura scientifica.

L’approccio proposto, denominato Generative Ensemble Diffusion (GED),

sfrutta un modello di diffusione per generare un insieme di possibili scenari

meteorologici, i quali vengono successivamente combinati in una previsio-

ne probabile mediante l’utilizzo di una rete di post-elaborazione. Questo

approccio si è dimostrato significativamente più efficace rispetto ai recenti

modelli di apprendimento profondo, ottenendo prestazioni globali migliori.

Il Capitolo 1 svolge un ruolo introduttivo, presentando il problema in

esame: le previsioni meteorologiche. In questo contesto, vengono dettaglia-

tamente discussi i metodi numerici e statistici utilizzati per affrontare questo

compito, con un’attenzione particolare rivolta all’applicazione delle tecniche

nel campo delle previsioni di precipitazioni a breve termine. Successivamen-

te, si delinea il panorama dei modelli generativi, una classe di tecnologie alla

base dei modelli centrali analizzati in questa tesi, i cosiddetti modelli a diffu-

sione, i quali saranno approfonditamente esaminati nel Capitolo 2. Inoltre, si

conduce un’esplorazione dello stato dell’arte in merito alla loro applicazione

nelle previsioni meteorologiche e nella previsione delle precipitazioni.

Nel Capitolo 3, viene delineato un approccio innovativo nell’impiego dei

modelli a diffusione per la previsione delle precipitazioni a breve termine.

Questo capitolo include un’esaustiva descrizione dell’architettura del model-

lo a diffusione integrata e un confronto dettagliato con altre metodologie

simili presenti nella letteratura scientifica. Successivamente, nel Capitolo 4,

l’efficacia di questa architettura è valutata attraverso un confronto con lo

stato dell’arte, e i risultati ottenuti dimostrano chiaramente la sua validità,

portando alla presentazione di un articolo [1] proposto per pubblicazione su

Neural Computing and Applications (NCAA).



Introduction

In recent years, traditional numerical methods used for accurate weather

prediction have faced increasing challenges from deep learning techniques.

The historical datasets commonly employed for short and medium-range

weather forecasts are typically structured in a regular spatial grid format.

This arrangement closely resembles images, with each weather variable akin

to a map or, when considering the temporal axis, as a video.

Several classes of generative models, including Generative Adversarial

Networks (GANs), Variational Autoencoders (VAEs), and the recent De-

noising Diffusion Models (DDMs), have demonstrated their effectiveness in

tackling the next-frame prediction problem. Consequently, it is only natural

to assess their performance in the context of weather prediction benchmarks.

DDMs, in particular, hold strong appeal in this domain due to the inherently

probabilistic nature of weather forecasting. This methodology aims to model

the probability distribution of weather indicators, with the expected value

representing the most likely prediction.

This thesis is dedicated to investigating the application of diffusion mod-

els in the realm of weather forecasting, with a specific focus on precipitation

nowcasting. To achieve this, a specific subset of the ERA5 dataset has been

leveraged, encompassing hourly data for Western Europe spanning the years

2016 to 2021. Within this context, the effectiveness of diffusion models has

been rigorously assessed in the challenging domain of precipitation nowcast-

ing. The research is conducted in direct comparison to the well-established

U-Net models, as extensively documented in existing literature.
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iv INTRODUCTION

The proposed approach, referred to as Generative Ensemble Diffusion

(GED), harnesses a diffusion model to generate a diverse set of potential

weather scenarios. These scenarios are subsequently amalgamated into a

probable prediction through the application of a sophisticated post-processing

network. In direct contrast to recent deep learning models, the GED ap-

proach consistently demonstrated superior performance across multiple per-

formance metrics, underscoring its significant advancement in the field of

weather forecasting.

Chapter 1 introduces the issue under examination, weather forecasting,

describing the relative state-of-the-art numerical and statistical methods,

with emphasis on precipitation nowcasting, as well as the predominant data

sources for weather forecasting. The chapter also introduces generative mod-

els, the class of technologies comprising the ones under scrutiny, i.e., diffusion

models, described in chapter 2. Furthermore, the state-of-the-art regarding

the application of generative models to weather forecasting and precipitation

nowcasting is also explored.

The proposed approach for the application of diffusion models to precipit-

ation nowcasting is described in chapter 3, presenting the architecture of the

integrated diffusion model, as well as a comparison with similar recent ap-

proaches found in the literature. This architecture is successively compared

with the state-of-the-art in chapter 4, providing successful results, bringing

to the writing of a paper [1] which has been submitted to Neural Computing

and Applications (NCAA).
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Chapter 1

Preliminaries

This chapter aims to offer an overview of the fundamental components of

this thesis. It involves a comprehensive exploration of the primary subject

under scrutiny, namely weather forecasting, with a particular emphasis on

the specialized field of precipitation nowcasting. Furthermore, it provides in-

sights into the current landscape of numerical and statistical models. Finally,

it offers an overview of generative models, the larger class of techniques com-

prising the models under examination, namely diffusion generative models.

1.1 Weather forecasting

Weather forecasting is the intricate process of predicting the atmo-

spheric conditions at a specific location and time in the future. This vital

science profoundly impacts our daily lives, guiding choices ranging from

scheduling outdoor activities, assessing travel safety, and managing agricul-

tural and energy resources. One of its critical roles is in safeguarding public

safety, as it provides crucial alerts and warnings about severe weather events

such as hurricanes, tornadoes, and floods, enabling individuals to take timely

precautions [12]. Additionally, businesses rely on weather forecasts to op-

timize their operations, affecting decisions concerning staffing and inventory

management, ultimately enhancing both efficiency and profitability.
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2 1. Preliminaries

Weather forecasts can be broadly classified into short-term (0-3 days),

medium-term (3-7 days), and long-term (beyond 7 days) predictions.

Short-term forecasts exhibit greater accuracy, as the atmospheric dynamics

are more predictable over shorter spans. Conversely, long-term projections

carry inherent uncertainties due to the complexity of long-range forecasting.

Initiating the weather forecasting process entails amassing extensive data

from diverse sources. This data encompasses crucial variables such as tem-

perature, humidity, wind speed and direction, air pressure, cloud cover,

and more. Observations are sourced from an extensive network comprising

ground-based weather stations, weather balloons, satellites, radar systems,

and most recently drones [13]. These observations form a snapshot of the

current atmospheric state, forming the foundation for constructing computer

models [14] that simulate future weather conditions.

The bedrock of contemporary weather forecasting is the discipline known

as Numerical Weather Prediction (NWP) [15, 16]. NWP relies on

sophisticated mathematical models to simulate the evolving behaviour of

the atmosphere over time. These models partition the atmosphere into a

three-dimensional grid and employ fundamental equations of fluid dynamics,

thermodynamics, and heat transfer to prognosticate its evolution.

The models commence with the initial observational data and then ad-

vance the atmospheric state in discrete time intervals [17]. To heighten the

precision of NWP models, a technique called data assimilation is deployed.

This process fuses real-time observational data with model output to refine

the model’s initial conditions. By incorporating current observations, met-

eorologists rectify disparities between the model’s predictions and the actual

atmospheric state.

NWP models generate an extensive array of meteorological variables, in-

cluding temperature, precipitation, wind speed, and more, at various future

time intervals. Meteorologists scrutinize these model outputs to formulate

weather forecasts, discerning patterns and trends in the data to forecast tem-

perature, rainfall, storms, and other weather phenomena. After the forecast
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period, meteorologists gauge the accuracy of their predictions by comparing

them with the actual atmospheric conditions to enhance future forecasts.

Weather forecasts are continuously updated as fresh data becomes available,

with short-term forecasts often receiving multiple updates daily, while long-

term forecasts are typically refreshed less frequently. Some well-known NWP

models include the Global Forecast System (GFS) [12], the European

Centre for Medium-Range Weather Forecasts (ECMWF) model [3],

and the Weather Research and Forecasting (WRF) model [18].

It is imperative to acknowledge the inherent limits posed by weather fore-

casting due to the innate complexity and chaotic nature of the atmosphere, as

its accuracy hinges on several factors, including data quality, the intricacy of

the atmospheric system in question, and the forecast duration. Specifically,

forecasts for significant events such as hurricanes, tornadoes, floods, and ex-

treme weather occurrences are much more complex, requiring tailored models

and monitoring systems designed to predict and track these specific types of

weather phenomena. Furthermore, running NWP models requires significant

computational power, often involving supercomputers, due to the complexity

of the equations and the need for high spatial and temporal resolutions.

Nevertheless, the continual refinement of data collection, modelling tech-

niques, and computing capabilities has significantly elevated our capacity to

deliver precise and timely weather predictions, ultimately saving lives and

aiding in strategic planning.

1.1.1 Precipitation nowcasting

Precipitation nowcasting is a specialized branch of weather forecasting

that focuses on predicting short-term precipitation patterns over a relatively

short time horizon. Specifically, it deals with predicting the location, intens-

ity, and movement of precipitation (rain, snow, sleet, or hail) for the next few

hours, typically up to six hours in advance. It is essential for various applic-

ations, including flood prediction, transportation management, and outdoor

event planning.
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It relies on various sources of data to make accurate predictions, including

weather radar systems, providing information on the location and intensity

of precipitation in real time, satellite imagery, offering insights into cloud

cover, which is essential for predicting precipitation, and surface observa-

tions, with ground-based weather stations providing valuable information on

temperature, humidity, and wind speed, which can influence precipitation.

A critical tool for precipitation nowcasting is the doppler radar [19, 20].

It not only detects the presence of precipitation but also measures the velo-

city of raindrops and their direction of movement. Doppler radar data help

meteorologists track the movement and intensity of precipitation systems,

allowing for more accurate short-term predictions.

Numerical and statistical weather prediction models play a role in

precipitation nowcasting by providing guidance on how precipitation patterns

may evolve. These models often operate at higher spatial and temporal

resolutions than traditional weather models to capture short-term changes in

precipitation. Sophisticated algorithms are employed to process the available

data and create precipitation nowcasts. These algorithms consider factors

such as radar reflectivity, precipitation type, and atmospheric conditions.

While numerical weather prediction models may accurately forecast pre-

cipitation likelihood and overall intensity across extensive geographic regions

and medium-term timeframes, they face a more formidable task when dealing

with short spatial and temporal scales, as highlighted by [21]. Over inter-

vals of less than 4 hours, they often fall short of the performance achieved by

persistence-based forecasts, as noted by [22]. This discrepancy can be primar-

ily attributed to the inherent stochastic nature of precipitation, compoun-

ded by the prolonged computational time typically demanded by numerical

methods. These methods require substantial processing time to assimilate

extensive data and incorporate them into the initial conditions of the models.

The challenge is particularly pronounced in the case of convective precip-

itation, characterized by intense rainfall originating from cells spanning just

a few tens of kilometers, as expounded upon in [23].
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Machine learning techniques, including neural networks and decision

trees, are increasingly used to improve nowcasting accuracy. Precipitation

nowcasting models typically operate at fine spatial and temporal resolutions.

This means they can provide predictions for small geographic areas and short

time intervals, which is crucial for local and immediate decision-making.

These techniques will be better discussed in subsection 1.3.1.

Precipitation nowcasting has numerous practical applications, including

flood prediction and management, anticipating heavy rainfall or snowmelt

helping authorities take proactive measures to prevent flooding, transport-

ation, and aviation, as knowing where and when precipitation will occur is

vital for planning road maintenance, and air traffic control, and airport op-

erations, as well as outdoor events and activities, with event organizers and

outdoor enthusiasts relying on nowcasts to plan activities and ensure safety

during inclement weather.

1.1.2 An example of a NWP model for precipitation

nowcasting: STEPS

A Short-Term Ensemble Prediction System (STEPS) [24, 25] is

a specialized tool used in meteorology to provide probabilistic forecasts for

relatively short timeframes, typically ranging from a few hours to a few days

into the future. This system is designed to address the inherent uncertainty

in weather forecasting by generating multiple forecasts or scenarios, known

as ensemble members, rather than a single deterministic forecast.

Specifically, STEPS employs an ensemble approach (Figures 1.1 and 1.2),

which involves running multiple simulations or model forecasts with slight

variations in initial conditions and model parameters [26]. These ensemble

members represent a range of possible weather outcomes. Each ensemble

member has a likelihood associated with it, allowing meteorologists and

decision-makers to assess the range of potential weather scenarios and their

associated probabilities.
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Figure 1.1: Forecasting high-impact weather using ensemble prediction sys-

tems. Image taken from [2].

Figure 1.2: European Centre for Medium-Range Weather Forecasts

(ECMWF) [3] Ensemble Prediction System. Image taken from [4].
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The ensemble members typically start with slightly perturbed initial con-

ditions. These perturbations are small adjustments to the initial observations

used to initialize the models. By introducing variability in the initial con-

ditions, STEPS captures the inherent uncertainty in weather observations.

In addition to variations in initial conditions, STEPS may also employ dif-

ferent model configurations or parameterizations for its ensemble members.

These variations reflect the uncertainty in the modeling itself. As new ob-

servational data becomes available, STEPS can assimilate this data into its

ensemble members, updating the forecasts in real-time. Data assimilation

is crucial for improving forecast accuracy.

STEPS is used for a wide range of applications, including severe weather

prediction (e.g., thunderstorms, heavy rainfall), short-term climate monitor-

ing, and decision-making in various sectors, such as agriculture, transport-

ation, and emergency management. One of the advantages of STEPS is its

ability to communicate forecast uncertainty. Users can assess the likelihood

of various weather outcomes, aiding in risk assessment and decision-making.

To assess the performance of the ensemble forecasts, meteorologists use

verification and skill scores, such as the Brier Score [27] and the ROC

curve [28], to determine how well the ensemble system matches observed

weather conditions. Researchers and meteorological agencies continuously

work to improve STEPS by refining ensemble techniques, enhancing data

assimilation methods, and incorporating advancements in NWP models.

PySTEPS [29] is an open-source Python library for short-term precipit-

ation nowcasting. It is designed to provide tools and models for forecasting

precipitation at high spatiotemporal resolution, typically within the range of

0 to 6 hours into the future. It’s a valuable resource for researchers, meteor-

ologists, and data scientists working on precipitation forecasting and related

applications. It is an open-source project, which means it benefits from con-

tributions and collaboration from the meteorological and data science com-

munities. This open approach encourages the development and refinement

of precipitation nowcasting techniques.
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PySTEPS is capable of working with various sources of precipitation data,

including radar, satellite, and rain gauge observations. It provides tools

for data acquisition, quality control, and preprocessing, as well as several

nowcasting models that can be used for short-term precipitation prediction.

Some of these models are based on traditional statistical and radar-based

techniques, while others leverage machine learning approaches. The library

also supports ensemble methods for combining multiple models to improve

forecasting accuracy.

PySTEPS operates at high spatial and temporal resolutions, allowing for

precise and detailed precipitation nowcasting. This is crucial for applica-

tions like flood forecasting, emergency response, and transportation manage-

ment. The library offers tools for verifying and evaluating the performance of

nowcasting models, helping users assess the accuracy and reliability of their

precipitation forecasts.

PySTEPS can be integrated with other Python libraries and tools com-

monly used in the data science and meteorology fields, including NumPy,

Pandas, Matplotlib, and Jupyter notebooks, making it accessible and con-

venient for users familiar with these tools. Users can customize and adapt

the PySTEPS library to their specific needs. This includes the ability to

implement and experiment with new nowcasting models or techniques. Fur-

thermore, it provides comprehensive documentation and tutorials to assist

users in understanding and applying the library’s functionality effectively.

1.2 Data sources for weather forecasting

This section provides an overview of the most peculiar data sources for

weather forecasting found in the literature. Specifically, it introduces the

dataset used for the experiments in this work (chapter 4), i.e., ERA5, also

providing an in-depth description of the attributes of interest, and two other

data sources taken into consideration that have not been used but can be

interesting for future work.
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1.2.1 ERA5

ERA5 [30] marks the fifth advancement in ECMWF’s reanalysis series,

encompassing global climate and weather data over an impressive 80-year

span, commencing from 1940 onwards. Reanalysis is a complex process

that blends model-generated data with observations sourced from across the

globe, yielding a comprehensive and internally coherent dataset founded on

the principles of physics. This technique, recognized as data assimilation,

closely parallels the methodology employed by NWP centers. At specific

intervals (e.g., every 12 hours at ECMWF), a previous forecast is melded

with the most up-to-date observations in an optimized manner to generate a

refreshed and improved assessment of the atmospheric condition, referred to

as analysis, that significantly contributes to refining subsequent forecasts.

Reanalysis operates along similar lines but at a reduced resolution, en-

abling the development of a dataset spanning numerous decades. Unlike

real-time forecasts, reanalysis isn’t constrained by the necessity for immedi-

ate predictions. This flexibility allows for ample time to amass observations,

and when delving further into the past, to incorporate enhanced versions

of the original data. Collectively, these factors culminate in a substantial

enhancement of the reanalysis product’s quality.

ERA5 provides hourly estimates for a diverse range of atmospheric, ocean-

wave, and land-surface parameters. These estimations come with an accom-

panying assessment of uncertainty, sampled by a 10-member ensemble every

three hours. To enhance user convenience, both the ensemble’s mean and

its range have been pre-computed. These uncertainty estimates are closely

tied to the evolving observation system, which has undergone substantial ad-

vancements over time, and they also pinpoint regions particularly responsive

to atmospheric changes. To cater to a wide spectrum of climate-related

applications, monthly-average values have also been pre-calculated. ERA5

undergoes daily updates with a brief delay of approximately 5 days. In

the event of significant anomalies detected in this initial release, known as

ERA5T, the data may deviate from the final release by 2 to 3 months.
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To facilitate usage, the data has been subjected to regridding, aligning it

with a regular latitude-longitude grid. The grid spacing is set at 0.25 degrees

for the reanalysis data and 0.5 degrees for the uncertainty estimates (0.5 and

1 degree, respectively, for ocean waves). There are four main subsets avail-

able, including hourly and monthly products, encompassing both pressure

levels (about upper air fields) and single levels (encompassing atmospheric,

ocean-wave, and land surface parameters). Specifically, data for the experi-

ments in chapter 4 has been extracted from the ERA5 hourly data on single

levels from 1940 to present. This subset is conveniently accessible online

via spinning disk storage, ensuring rapid and effortless retrieval. Table 1.1

deeply describes the features considered in this work.

Table 1.1: Description of ERA5 hourly data on single levels from 1940 to

present variables tackled in this work.

Name Units Description

100m u-component

of wind

ms−1 This parameter signifies the eastward compon-

ent of the 100-meter wind, representing the ho-

rizontal air velocity moving in an eastward dir-

ection at an altitude of 100 meters above the

Earth’s surface, measured in meters per second.

It is possible to combine this parameter with its

northward counterpart to obtain the speed and

direction of the horizontal 100-meter wind.

100m v-component

of wind

ms−1 This parameter signifies the northward compon-

ent of the 100-meter wind, representing the hori-

zontal air velocity moving in an northward dir-

ection at an altitude of 100 meters above the

Earth’s surface, measured in meters per second.

It is possible to combine this parameter with its

eastward counterpart to obtain the speed and

direction of the horizontal 100-meter wind.

Continued on next page
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Table 1.1 – continued from previous page

Name Units Description

Geopotential m2s−2 This parameter denotes the gravitational poten-

tial energy of a unit mass at a particular Earth’s

surface location relative to mean sea level. Ad-

ditionally, it signifies the amount of work needed

to raise a unit mass from mean sea level to

that specific point, counteracting the force of

gravity. Surface geopotential height, often re-

ferred to as orography, can be calculated by di-

viding the surface geopotential by the Earth’s

gravitational acceleration, symbolized as g and

equivalent to 9.80665 meters per second squared

(m/s2). It’s noteworthy that this parameter re-

mains constant over time.

Land-sea mask dimensionless This parameter measures the land fraction

within a grid box, distinguishing it from ocean

or inland water bodies such as lakes, reservoirs,

rivers, and coastal regions. It is a dimensionless

value that falls within the range of zero to one.

Starting from ECMWF Integrated Forecasting

System (IFS) cycles beginning with CY41R1,

introduced in May 2015, grid boxes with values

above 0.5 can contain a mix of land and inland

water, excluding ocean. Grid boxes with values

of 0.5 or lower exclusively represent water sur-

faces. In these cases, the extent of lake cover

is taken into account to determine whether it’s

ocean or inland water.

In IFS cycles before CY41R1, grid boxes with

values above 0.5 consist entirely of land, while

those with values of 0.5 or less are solely oceanic.

In these earlier model cycles, there is no differ-

entiation between ocean and inland water. Not-

ably, this parameter remains constant over time.

Continued on next page
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Table 1.1 – continued from previous page

Name Units Description

Total precipitation m This parameter represents the combined amount

of liquid and frozen water, encompassing both

rain and snow, that descends to the Earth’s

surface. It is the summation of two types of

precipitation: large-scale precipitation and con-

vective precipitation. Large-scale precipitation

is the result of the cloud scheme within the

ECMWF Integrated Forecasting System (IFS).

This scheme models the formation and dissipa-

tion of clouds and large-scale precipitation based

on predicted changes in atmospheric variables

(such as pressure, temperature, and moisture)

directly at the grid box or larger spatial scales.

Convective precipitation arises from the IFS’s

convection scheme, which simulates convection

at spatial scales smaller than the grid box. Note

that this parameter does not account for fog,

dew, or precipitation that evaporates in the at-

mosphere before reaching the Earth’s surface.

The accumulation period for this parameter var-

ies depending on the extracted data. In the case

of reanalysis, it covers the one-hour period end-

ing at the validity date and time. For ensemble

members, it spans the three hours leading up to

the validity date and time.

The units for this parameter are expressed as

depth in meters of water equivalent, represent-

ing the depth the water would reach if evenly

distributed across the grid box.

Continued on next page



1.2 Data sources for weather forecasting 13

Table 1.1 – continued from previous page

Name Units Description

Surface pressure Pa This parameter represents atmospheric pres-

sure, which measures the force per unit area

exerted by the atmosphere on the Earth’s sur-

face, encompassing land, sea, and inland water.

It essentially quantifies the total weight of the

air in a vertical column above a specific loca-

tion on the Earth’s surface. Surface pressure is

frequently used in conjunction with temperat-

ure to calculate air density. Given the substan-

tial variation in pressure with altitude, partic-

ularly in mountainous regions, identifying low

and high-pressure weather systems can be chal-

lenging. As a result, mean sea level pressure is

typically preferred for this purpose over surface

pressure. The units for this parameter are de-

nominated in Pascals (Pa). Surface pressure is

commonly measured in hectoPascals (hPa), and

occasionally it’s presented in the older millibar

units (mb), where 1 hPa equals 1 mb or 100 Pa.

1.2.2 NWCSAF

The NWCSAF [5], which stands for the Satellite Application Facility

on Support to Nowcasting and Very Short Range Forecasting, operates as

a consortium within the broader network of Satellite Application Facilities

(SAF) under the European Organisation for the Exploitation of Meteor-

ological Satellites (EUMETSAT). Its primary mission is to develop and

provide two independent software packages, known as NWC/GEO and

NWC/PPS, capable of swiftly generating meteorological data from both

geostationary and polar satellite information in near real-time. These soft-

ware packages are intended for local installation at the user’s location, aiming

to enhance nowcasting and very short-range forecasting, typically covering

weather predictions for up to 12 hours ahead.
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NWC/GEO offers a comprehensive range of seven meteorological products

that encompass the entire Earth’s observable regions via geostationary satel-

lites. These products include:

• Four cloud-related products:

– Cloud Mask (CMA)

– Cloud Type (CT)

– Cloud Top Temperature, Height, and Pressure (CTTH)

– Cloud Microphysics (CMIC), which furnishes information on cloud

phase, cloud effective radius, cloud optical thickness, and liquid/ice

water content.

• Two sets of precipitation products:

– Precipitating Clouds (PC and PC-Ph), which assess the likelihood

of precipitation for cloudy pixels.

– Convective Rainfall Rate (CRR and CRR-Ph), providing instant-

aneous and hourly precipitation values, with a focus on convective

clouds. The second product in each pair utilizes information from

the Cloud Microphysics (CMIC) product.

• Two convection-related products:

– Convection Initiation (CI), estimating the probability of a cloudy

pixel developing into a thunderstorm.

– Rapidly Developing Thunderstorms (RDT), tracking and analyz-

ing convective systems, highlighting various characteristics.

• One clear air product, Imaging Satellite Humidity and Instability (iSHAI),

offering vertical profiles of humidity, temperature, and ozone for clear

air pixels. It also provides data on precipitable water in both the total

column and three vertical layers, along with several instability indices.
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• Three conceptual model products:

– Automatic Satellite Image Interpretation (ASII)

– Tropopause Folding (ASII-TF)

– Gravity waves (ASII-GW)

– These products interpret satellite images using conceptual models,

with the latter two focusing on turbulence-related phenomena.

• One extrapolation product, Extrapolated Imagery (EXIM), predicts

future satellite imagery or other NWC/GEO products by considering

kinematic extrapolation.

• One Atmospheric Motion Vector (AMV) product, High-ResolutionWinds

(HRW), calculating AMVs and trajectories by tracking cloud and hu-

midity features across successive satellite images.

An atmospheric motion vector (AMV) represents the horizontal shift

between two Earth locations observed in two satellite images, and it is de-

termined by tracking a square segment of n×n pixels referred to as a tracer.

A trajectory is the route traced by the same tracer across multiple successive

satellite images. Tracers are defined based on particular features in visible,

infrared, or water vapor images. These features could be related to cloudiness

(in the case of cloudy tracers) or specific humidity characteristics in regions

devoid of clouds, particularly in water vapor images (for clear air tracers).

These tracers have a fixed size, measured in pixels. Initially, tracers are

identified in an initial image and then monitored as they move in subsequent

images, with their displacements between these images providing the neces-

sary data to compute the atmospheric motion vectors (AMVs). The HRW

product provides valuable data, including pressure level data, which helps

position the calculated atmospheric motion vectors (AMVs) and trajectories

in the vertical dimension. AMVs and trajectories are continuously computed

around the clock, 24 hours a day.
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Figure 1.3: NWC/GEO-HRW output example of atmospheric motion vectors

(AMVs) in the European and North Atlantic region. Image taken from [5].

When it comes to weather forecasting, traditional observations are lim-

ited in coverage, while satellite-based observations offer extensive global data

at regular intervals. Therefore, the generation of atmospheric motion vectors

(AMVs) from satellite images becomes a crucial source of wind informa-

tion on a global scale, particularly in regions over the oceans and remote

continental areas. In this context, the NWCSAF High-Resolution Winds

(NWC/GEO-HRW) product proves to be highly valuable in both short-term

weather prediction (nowcasting) and longer-term forecasting applications. It

complements other available data sources and aids forecasters in several ways.

1.2.3 WeatherBench

WeatherBench [11] represents a very promising benchmark dataset for

data-driven medium-range weather forecasting. It comprises data derived

from the ERA5 archive that has been processed to facilitate the use of

machine-learning models. It also proposes simple and clear evaluation met-

rics that enable a direct comparison between different methods, as well as

baseline scores from simple linear regression techniques, deep learning mod-

els, as well as purely physical forecasting models.

The selection of available variables was guided by meteorological consider-

ations. Geopotential, temperature, humidity, and wind represent prognostic

state variables found in the majority of physical Numerical Weather Pre-

diction (NWP) and climate models. Complementing the three-dimensional
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fields, the dataset encompasses various two-dimensional fields. For instance,

the 2-meter temperature is a significant variable due to its direct relevance to

human activities and susceptibility to the diurnal solar cycle. The 10-meter

wind plays a vital role, especially in applications related to wind energy fore-

casts. Additionally, total cloud cover assumes a pivotal role in solar energy

prediction. Lastly, top-of-atmosphere incoming solar radiation as an input

variable can effectively encode diurnal variations. Furthermore, the dataset

includes several potentially significant time-invariant fields, housed within the

constants file. The initial trio of variables pertains to surface characteristics:

the land-sea mask, a binary field distinguishing land and sea points; soil type,

categorized into seven distinct classes; and orography, representing surface

elevation. Additionally, two-dimensional fields containing latitude and lon-

gitude values at each point are provided, as they can prove valuable for the

neural network to capture latitude-specific insights, including grid structure

and the Coriolis effect. All the variables contained in the benchmark dataset

are described in Table 1.2.

Evaluation is done for the years 2017 and 2018. 500 hPa geopotential

and 850 hPa temperature have been chosen as primary verification fields.

Geopotential at 500 hPa pressure, often abbreviated as Z500, is a commonly

used variable that encodes the synoptic-scale pressure distribution. It is the

standard verification variable for most medium-range NWP models. 850

hPa temperature has been chosen as a secondary verification field because

temperature is a more impact-related variable. 850 hPa is usually above the

planetary boundary layer and therefore not affected by diurnal variations

but provides information about broader temperature trends, including cold

spells and heat waves.

The root mean squared error (RMSE) has been chosen as the primary

metric because it is easy to compute and mirrors the loss used for most ML

applications. RMSE is defined as:

RMSE =
1

Nforecasts

Nforecasts∑
i

√√√√ 1

NlatNlon

Nlat∑
j

Nlon∑
k

L(j)(fi,j,k − ti,j,k)2
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where f is the model forecast and t is the ERA5 truth. L(j) is the latitude

weighting factor for the latitude at the jth latitude index:

L(j) =
cos(lat(j))

1
Nlat

∑Nlat

j cos(lat(j))
.

Table 1.2: List of variables contained in the WeatherBench dataset. Table

taken from [11].

Long name Short name Description Unit Levels

geopotential z Proportional to the height of a

pressure level

m2s−2 13

temperature t Temperature K 13

specific humidity q Mixing ratio of water vapor kgkg−1 13

relative humidity r Humidity relative to satura-

tion

% 13

u component of wind u Wind in x/longitude-direction ms−1 13

v component of wind v Wind in y/latitude direction ms−1 13

vorticity vo Relative horizontal vorticity 1s−1 13

potential vorticity pv Potential vorticity Km2kg−1s−1 13

2m temperature t2m Temperature at 2 m height

above surface

K 1

10m u component of wind u10 Wind in x/longitude-direction

at 10 m height

ms−1 1

10m v component of wind v10 Wind in y/latitude-direction

at 10 m height

ms−1 1

total cloud cover tcc Fractional cloud cover (0–1) 1

total precipitation tp Hourly precipitation m 1

toa incident solar radiation tisr Accumulated hourly incident

solar radiation

Jm−2 1

constants File containing time-invariant

fields

land binary mask lsm Land-sea binary mask (0/1) 1

soil type slt Soil-type categories see text 1

orography orography Height of surface m 1

latitude lat2d 2D field with latitude at every

grid point

1

longitude lon2d 2D field with longitude at

every grid point

1
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1.3 Generative models

Generative models are a class of machine learning models designed

to generate new data samples that resemble a given dataset. These models

have gained significant attention and popularity in various fields, including

computer vision, natural language processing, and art generation. They’re

used for tasks like image generation, text generation, speech synthesis, and

more.

There are several types of generative models, but two of the most well-

known and widely used ones are Variational Autoencoders (VAEs) [31,

32, 33] and Generative Adversarial Networks (GANs) [34, 35]. VAEs

are a type of generative model that combine ideas from autoencoders [36] and

probabilistic graphical models. They consist of two main parts: an encoder

and a decoder. The encoder maps the input data into a lower-dimensional

latent space, while the decoder maps points in this latent space back to the

data space. VAEs are trained to learn the probability distribution of data

in the latent space, making it possible to generate new samples by sampling

from this distribution. They are particularly useful for applications like image

generation and data denoising.

GANs are another popular class of generative models that consist of two

neural networks: a generator and a discriminator. The generator tries to gen-

erate fake data samples from random noise according to the desired distribu-

tion, while the discriminator aims to distinguish between real and generated

(fake) data. During training, these two networks are in constant competition:

the generator tries to generate data that is indistinguishable from real data,

while the discriminator tries to get better at telling real from fake. The

generator and discriminator are trained alternately, with each adversarial

component being frozen during the training of its counterpart. The ultimate

goal is for the generator to excel, producing samples that the discriminator

cannot differentiate from genuine data. GANs are known for their ability to

create highly realistic data samples, and they have been used for generating

images, videos, and even text.
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Other notable generative models include Autoregressive Models, gen-

erating data one element at a time, with each element being conditioned

on the previous ones (e.g., PixelRNN and PixelCNN [37] models for image

generation, and the GPT - Generative Pre-trained Transformer - series [38]

for text generation), and Flow-Based Models [39, 40], focusing on learn-

ing the data distribution directly and used for density estimation and data

generation. Normalizing flows [39] are a popular approach in this category.

Generative models have a wide range of applications beyond simply gener-

ating data. They can be used for data augmentation, style transfer, anomaly

detection, and more. The choice of which generative model to use depends on

the specific task and the nature of the data. Additionally, the field of generat-

ive modeling is continuously evolving, with new architectures and techniques

emerging regularly to improve the quality and diversity of generated data.

1.3.1 Generative models for weather forecasting

A wealth of historical datasets is readily available for short and medium-

range weather forecasting, and these datasets often adhere to a structured

spatial grid format that closely resembles visual images. Each weather vari-

able within these datasets can be effectively depicted as a map, and when

taking the temporal dimension into account, they can be envisioned as dy-

namic sequences akin to videos.

The challenge of predicting the next frame in a video sequence is a well-

established problem in image processing, and a range of generative models

have demonstrated their effectiveness in this regard, as evidenced by studies

such as [41, 42, 43, 44]. Consequently, it is not surprising that recent research

efforts have gravitated toward the application of deep neural network

(DNN) architectures to the domain of weather nowcasting, as exemplified

by studies like [45, 46, 47, 48, 49, 50, 51, 52]. Notably, these models do not

rely on explicit physical laws that describe atmospheric dynamics. Instead,

they employ backpropagation-based learning methods to directly forecast

weather patterns using observed data.
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The majority of the aforementioned models are trained with the aim of

minimizing the log-likelihood of their predictions, often quantified using

metrics like mean squared error (MSE). However, it is widely recognized

in other domains of image processing that log-likelihood-based optimization,

particularly when dealing with multimodal output, tends to produce predic-

tions that are overly smoothed, introducing a degree of blurriness. This effect

becomes more pronounced as the lead time for predictions increases

Rather than solely predicting the anticipated quantity of precipitation, an

alternative approach involves characterizing its probability distribution,

a core objective of generative modeling as highlighted in works like [53, 54].

Typically, this probability distribution is acquired through implicit learning,

where a generator is trained to generate data that conforms to the desired

distribution.

For several years, the dominant class of generative models has been Gen-

erative Adversarial Networks (GANs). In comparison to likelihood-based

models like Variational Autoencoders (VAEs), GANs typically offer super-

ior generative quality, albeit potentially at the expense of reduced sampling

diversity [55]. GANs are known to be susceptible to a phenomenon known

as mode collapse [56], in which the generator tends to output only a lim-

ited set of examples, sometimes even ignoring its noise input and generating

identical outputs for certain inputs. This is important, as it prevents GANs

from being suitable for ensemble techniques. In the realm of weather fore-

casting, Generative Adversarial Networks (GANs) have found applications in

various domains, including downscaling [57, 58, 59], precipitation estimation

from remote satellite sensors [60, 61], and disaggregation [62]. Notably, the

Deep Generative Models of Rainfall (DGMR) [6], described in sub-

section 1.3.2, stands as a distinguished example of a generative nowcasting

model based on GANs.

The conventional dominance of GANs in the realm of generative modeling

has recently faced a formidable challenge in the form of Denoising Diffu-

sion Models (DDM) [63], which will be deeply discussed in chapter 2.
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1.3.2 An example of a generative model for precipita-

tion nowcasting: DGMR

The Deep Generative Models of Rainfall (DGMR) [6] is a notable

and advanced generative model designed specifically for rainfall nowcasting.

It is highly regarded in the field of weather forecasting and has demonstrated

impressive capabilities in generating accurate rainfall predictions.

DGMR is based on the GAN framework, a deep learning architecture con-

sisting of two neural networks – a generator and a discriminator – that engage

in an adversarial training process. The generator aims to produce realistic

rainfall predictions, while the discriminator tries to distinguish between real

and generated rainfall data. Furthermore, DGMR is often implemented as

a conditional GAN, meaning that it takes additional information as input

to condition its predictions. In the context of rainfall nowcasting, this addi-

tional information could include past rainfall observations, atmospheric data,

or other relevant meteorological factors. By conditioning on this information,

DGMR can produce contextually relevant rainfall forecasts.

To enhance the quality of its predictions, DGMR typically incorporates

regularization techniques. These regularization terms are added to the

GAN’s loss function to encourage the model to generate rainfall forecasts

that are consistent with the underlying physical processes and observed data.

DGMR is often designed to produce high-resolution rainfall predictions, al-

lowing it to capture fine-scale details in precipitation patterns. This is par-

ticularly valuable for applications such as flood prediction and monitoring.

DGMR is the result of ongoing research and development in the field of

weather forecasting and machine learning. It represents a significant advance-

ment in the use of generative models for weather-related tasks. DGMR and

similar generative models are employed in various weather-related applica-

tions, including rainfall nowcasting, flood forecasting, and climate modeling.

Their ability to generate high-quality, spatiotemporally detailed rainfall

predictions makes them valuable tools for improving our understanding of

and preparedness for extreme weather events.
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Figure 1.4: DGMR model overview and case study of performance on a

challenging precipitation event starting on 24 June 2019 at 16:15 UK, showing

convective cells over eastern Scotland. Image taken from [6].





Chapter 2

Generative diffusion models

This chapter aims to deeply describe Denoising Diffusion Models (DDM)

and its most noticeable variants, namely Denoising Diffusion Probabilistic

Models (DDPM) [63], Denoising Diffusion Implicit Models (DDIM) [64],

and Latent Diffusion Models (LDM) [7]. DDM has emerged as a generative

technique with distinctive characteristics that have played a pivotal role in

numerous contemporary and widely-recognized applications [65, 66], span-

ning across domains such as video generation [67, 68]. These distinguishing

attributes encompass exceptional generation quality, heightened sensitivity

and adaptability to conditioning, a wide-ranging sampling capability, robust

training stability, and commendable scalability [69, 70].

Essentially, a diffusion model leverages a single network to effectively

eliminate noise from images, with the flexibility to parametrically adjust

the level of noise to be removed. This network is subsequently employed

Figure 2.1: Forward (from left to right) and reverse (from right to left)

diffusion process.

25
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to produce novel samples by iteratively diminishing noise in a designated

noisy image. This iterative process commences from an entirely random

noise configuration and is conventionally known as reverse diffusion. Its

objective is to effectively invert the direct diffusion process, where noise is

incrementally added to the source image (refer to Figure 2.1).

Diffusion models represent a class of powerful probabilistic generative

models renowned for their proficiency in capturing intricate, high-dimensional

data distributions. These models have found extensive utility across diverse

domains, including computer vision, natural language processing, and gen-

erative art. Fundamentally, diffusion models are rooted in the mathematical

concept of a diffusion process, which characterizes the stochastic, continuous

random movement of particles through time. This process simulates the dis-

persion or diffusion of a given quantity across space or time, with particles

naturally gravitating from regions of high concentration to those of lower

concentration. This gradual blending or mixing of the quantity defines the

core principle.

In the realm of machine learning, diffusion models harness the principles

of diffusion processes to elucidate data generation. Rather than directly

sampling data points from a fixed distribution, these models ingeniously it-

erate to transform an initially simple distribution—often a well-known one

like a Gaussian or uniform distribution—into the desired complex data distri-

bution. The central concept revolves around a sequence of diffusion steps,

wherein each step updates the probability distribution of the data. This is

achieved by incrementally introducing Gaussian noise to the existing data

samples and continuously refining them.

From a mathematical standpoint, when we start with a distribution rep-

resented as q(x0) responsible for generating the data, the objective of gen-

erative models is to identify a parameter vector θ. This parameter vector is

utilized to shape the distribution pθ(x0), which is characterized by a neural

network. The goal here is for this parameterized distribution, pθ(x0), to

closely approximate and model the original data distribution q(x0).
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2.1 Denoising Diffusion Probabilistic Models

(DDPM)

Denoising Diffusion Probabilistic Models (DDPM) [63] posit that

the generative distribution pθ(x0) follows a specific form defined as:

pθ(x0) =

∫
pθ(x0:T )dx1:T (2.1)

Here, the time horizon extends to T > 0, and pθ(x0:T ) can be further

expressed as:

pθ(x0:T ) = pθ(xT )
T∏
t=1

pθ(xt−1|xt) (2.2)

In this formulation, DDPM characterizes the generative process by mod-

eling the joint distribution over a sequence of time steps, where pθ(xT ) repres-

ents the initial distribution, and the subsequent terms capture the conditional

transitions from xt to xt−1 as the process evolves.

Training in diffusion models traditionally relies on a variational lower

bound of the negative log-likelihood:

− log pθ(x0)

≤ − log pθ(x0)+DKL(q(x1:T |x0)∥pθ(x1:T |x0))

= − log pθ(x0)+Eq

[
log

q(x1:T |x0)

pθ(x0:T )/pθ(x0)

]
= − log pθ(x0)+Eq

[
log

q(x1:T |x0)

pθ(x0:T )
+ log pθ(x0)

]
= Eq

[
log q(x1:T |x0)− pθ(x0:T )

]
= L(θ) (2.3)

What sets diffusion models apart from typical latent variable models like

Variational Autoencoders (VAEs) [31, 32, 33] is that they employ a fixed,

non-trainable inference procedure denoted as q(x1:T |x0). Moreover, the latent

variables in diffusion models exhibit relatively high dimensionality, which

usually matches the dimensions of the visible space.
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2.2 Denoising Diffusion Implicit Models (DDIM)

In the specific case of Denoising Diffusion Implicit Models (DDIM) [64],

the authors introduce a non-Markovian diffusion process defined as:

qσ(x1:T |x0) = qσ(xT |x0)
T∏
t=2

qσ(xt−1|xt, x0) (2.4)

Here, the term qσ(xT |x0) is described by a Gaussian distribution:

qσ(xT |x0) = N (xT |
√
αTx0, (1− αT ) · I) (2.5)

Additionally, the conditional distribution qσ(xt−1|xt, x0) takes the form:

qσ(xt−1|xt, x0) = N
(
xt−1

∣∣∣µσt(x0, αt−1);σ
2
t · I

)
(2.6)

with

µσt(x0, αt−1) =
√
αt−1x0 +

√
1− αt−1 − σ2

t ·
xt−

√
αtx0√

1−αt
.

The choice of q(xt−1|xt, x0) is strategically made to fulfill two critical as-

pects of the DDPM diffusion process: the Gaussian nature of q(xt−1|xt, x0)

when conditioned on x0, and the ability to recover the same marginal dis-

tribution as in DDPM, where qσ(xt|x0) = N (xt|
√
αtx0; (1 − αt) · I). This

property allows us to represent xt as a linear combination of x0 and a noise

variable ϵt ∼ N (ϵt|0; I):

xt =
√
αtx0 +

√
1− αtϵt. (2.7)

Next, our task is to define a trainable generative process denoted as

pθ(x0:T ), where the conditional distribution pθ(xt−1|xt) is crafted to incor-

porate the structure from qσ(xt−1|xt, x0). The concept here is that when
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provided with a noisy observation xt, the process begins by predicting x0

and then employs this prediction to derive xt−1 according to equation 2.6.

In practical terms, a neural network denoted as ϵ
(t)
θ (xt, αt) is trained to

effectively map a given pair of inputs, xt and αt (representing the noise

rate), into an estimate of the noise component, ϵt. This estimated noise,

when added to x0, facilitates the construction of the next time step, xt.

Consequently, the conditional distribution pθ(xt−1|xt) is approximated as

a Dirac delta function δ
f
(t)
θ
, where:

f
(t)
θ (xt, αt) =

xt −
√
1− αtϵθ(xt, αt)√

αt

. (2.8)

Using f
(t)
θ (xt, αt) as an approximation of x0 at timestep t, xt−1 is sub-

sequently calculated as follows:

xt−1 =
√
αt−1 · f (t)

θ (xt, αt) +
√

1− αt−1 − σ2
t · ϵθ(xt, αt) (2.9)

.

Regarding the loss function, the term in equation 2.3 can be further

decomposed into the sum of the following terms [71]:

Lθ = LT + Lt−1 + · · ·+ L0 (2.10)

where

LT = DKL(q(xT |x0) ∥ pθ(xT ))

Lt = DKL(q(xt|xt+1, x0)∥pθ(xt|xt+1))

for 1 ≤ t ≤ T − 1

L0 = − log pθ(x0|x1)

This breakdown of the loss function provides a more granular perspective on

the optimization process.
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All the aforementioned distributions take the form of Gaussians, facilitat-

ing the calculation of their KL divergences in a closed-form manner, following

a Rao-Blackwellized approach. After a series of manipulations, we arrive at

the following formulation:

Lt = Et ∼ [1, T ], x0, ϵt

[
γt|ϵt − ϵθ(xt, t)|2

]
(2.11)

This expression can be interpreted as the weighted mean squared er-

ror between the predicted noise and the actual noise at time t. In practice,

the weighting parameters are often omitted, as experimental evidence sug-

gests that the training process tends to perform better without them. The

pseudocode for training and sampling is given in the following Algorithms.

Algorithm 1 Training

1: repeat

2: x0 ∼ q(x0)

3: t ∼Uniform(1,..,T)

4: ϵ ∼ N (0; I)

5: xt =
√
αtxb +

√
1−αtϵ

6: Backpropagate on ||ϵ− ϵθ(xt, αt)||2

7: until converged

Sampling is an iterative process, starting from a purely noisy image xT ∼
N (0, I). The denoised version of the image at timestep t is obtained using

equation 2.9.

Algorithm 2 Sampling

1: xT ∼ N (0, I)

2: for t = T, ..., 1 do

3: ϵ = ϵθ(xa, xt, αt)

4: x̃0 =
1√
αt
(xt − 1−αt√

1−αt
ϵ)

5: xt−1 =
√
αt−1x̃0 +

√
1− αt−1ϵ

6: end for
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2.3 Latent Diffusion Models (LDM)

The Latent Diffusion Model (LDM), introduced by Rombach et al.

in 2022 [7], offers an innovative approach to image processing. Unlike con-

ventional models that operate in pixel space, LDM conducts the diffusion

process in the latent space. This choice significantly reduces the training

cost and enhances inference speed. The underlying motivation for this ap-

proach stems from the insight that the majority of an image’s information

contributes to perceptual details, while the fundamental semantic and con-

ceptual composition remains intact even after aggressive compression.

LDM achieves its capabilities through a two-step process. Initially, it

employs an autoencoder to eliminate pixel-level redundancy, effectively trim-

ming away superfluous information. Subsequently, LDM utilizes a diffusion

process on the learned latent space to manipulate and generate semantic

concepts. This dual approach effectively decomposes the tasks of perceptual

compression and semantic compression, harnessing the power of generative

modeling to enhance the quality and efficiency of image processing.

The perceptual compression process in the model relies on an autoen-

coder architecture. The encoder ε takes the input image x ∈ RH×W×3 and

compresses it into a smaller 2D latent vector z = ε(x) ∈ Rh×w×c with down-

Figure 2.2: The architecture of latent diffusion model. Image taken from [7].
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sampling rate f = H/h = W/w = 2m, where m is a natural number. Here, h

and w are the dimensions of the latent space, and c represents the number of

channels in the latent representation. Subsequently, a decoder D is employed

to reconstruct the images from the latent vector, yielding x̃ = D(z).

To enhance the training of the autoencoder and avoid arbitrarily high

variance in the latent spaces, the authors explore two types of regularization

techniques: KL-reg, applying a small KL penalty to encourage the learned

latent space to approximate a standard normal distribution, similar to the

concept in Variational Autoencoders (VAE) [72] and VQ-reg, in which a

vector quantization layer is integrated within the decoder, reminiscent of

the VQVAE architecture [73]; however, in LDM, the quantization layer is

absorbed by the decoder. Both these regularization techniques contribute to

the effective training and control of the autoencoder’s latent space.

The diffusion and denoising processes take place on the latent vector

z. The denoising model employed is a time-conditioned U-Net architecture,

which is augmented with a cross-attention mechanism to accommodate

flexible conditioning information for image generation. This conditioning in-

formation can include class labels, semantic maps, or blurred variants of an

image. The design of the model is such that it integrates different modalities

of information using the cross-attention mechanism. Each type of condition-

ing information is paired with a domain-specific encoder τθ, which projects

the conditioning input y into an intermediate representation (τθ(y) ∈ RM×dτ )

that can be effectively utilized by the cross-attention component:

Attention(Q,K, V ) = softmax(
QKT

√
d

) · V

where

Q = W
(i)
Q · φi(zi), K = W

(i)
K · τθ(y), V = W

(i)
V · τθ(y)

and

W
(i)
Q ∈ Rd×diϵ ,W

(i)
K ,W

(i)
V ∈ × τ , φi(zi) ∈ RN×diϵ , τθ(y) ∈ RM×dτ .
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Recently, the principles of LDMs have successfully been extended to

the temporal domain [74], allowing for the generation of coherent video se-

quences.

2.4 Conditioning

The process of generating data often necessitates a means of exerting

control over the sample creation process to influence the final output. This

procedure is commonly referred to as conditioned or guided diffusion. Di-

verse strategies have been developed to seamlessly incorporate image and/or

text embeddings into the diffusion process, thereby facilitating guided gener-

ation. In mathematical terms, guidance entails the conditioning of a prior

data distribution, typically denoted as p(x), with specific constraints, such

as class labels or image/text embeddings. This conditioning yields the emer-

gence of a conditional distribution, represented as p(x|y).
To transform a diffusion model, denoted as pθ, into a conditional diffusion

model, we introduce conditioning information, denoted as y, at each step of

the diffusion process, yielding the following formulation:

pθ(x0:T |y) = pθ(xT )
T∏
t=1

pθ(xt−1|xt, y) (2.12)

The learning of this distribution typically follows one of two approaches.

The first approach relies on an auxiliary classifier, akin in spirit to AC-

GANs [75]. The second approach, in contrast, operates without a classifier,

offering an alternative methodology for modeling conditional diffusion.

The concept underpinning classifier guidance is as follows: the objective

is to learn the gradient of the logarithm of the conditional density pθ(xt|y).
By applying Bayes’ rule, this can be expressed as:

∇xt log pθ(xt|y) = ∇xt log

(
pθ(y|xt) · pθ(xt)

pθ(y)

)
(2.13)
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Given that the gradient operator solely pertains to xt, the term pθ(y) can

be eliminated; after simplification, we arrive at:

∇xt log pθ(xt|y) =∇xt log pθ(xt)

+ s · ∇xt log pθ(y|xt) (2.14)

Here, the scalar term s assumes the role of modulating the strength of the

guidance component. As elucidated in [69], one approach to guide the diffu-

sion process during generation entails the utilization of a classifier, denoted as

fϕ(y|xt, t)). This method involves the training of a classifier fϕ(y|xt, t) using

a noisy image xt to predict its corresponding class label y. Subsequently, the

gradient ∇x log fϕ(y|xt) can be harnessed to steer the diffusion sampling pro-

cess towards the targeted conditioning information y through adjustments to

the noise prediction. It’s worth noting that this technique is particularly well-

suited for scenarios involving discrete labels, and as such, further elaboration

is omitted.

The concept of conditioned diffusion, devoid of reliance on an external

classifier, has been extensively explored in [76]. This approach involves the

training of both a conditional diffusion model, denoted as ϵθ(xt, t, y), and an

unconditional model, denoted as ϵθ(xt, t, 0). In many cases, the same neural

network architecture can serve both models: during training, the class label

y is randomly set to 0, thereby exposing the model to both conditional and

unconditional scenarios. The estimated noise, represented as ϵ̂θ(xt|t, y) at

time step t, subsequently emerges as a judiciously weighted combination of

the conditional and unconditional predictions:

ϵ̂θ(xt, t, y) = ϵθ(xt, t, y) + s · ϵθ(xt, t) (2.15)



Chapter 3

Generative diffusion models for

precipitation nowcasting

The application of diffusion models to weather forecasting presents a

natural and compelling avenue of exploration, with multiple teams inde-

pendently addressing this challenge across various datasets. In a notable in-

stance, as described in [77], diffusion models have been effectively employed

for a downscaling task. Moreover, in [10], a diffusion model was meticulously

trained on a dataset originating from the MeteoSwiss operational radar net-

work [78, 79] and subsequently evaluated using data derived from the radar

composite of the German Weather Service (DWD) spanning April to Septem-

ber 2022 [80]. These findings were subjected to comparison against a GAN-

based Deep Generative Models of Rainfall (DGMR) (described in subsec-

tion 1.3.2) and a statistical model, PySTEPS (described in subsection 1.1.2),

revealing discernible enhancements in both accuracy and diversification.

The purpose of this chapter is to present a novel model, the Generative

Ensemble Diffusion (GED). This model is rooted in the Denoising Dif-

fusion Implicit Model (DDIM) described in section 2.2 and is trained on a

sequence of rainfall data, enriched with additional meteorological features.

35
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GED operates by generating multiple outputs, which are subsequently

amalgamated into a final prediction using a U-Net architecture. This am-

algamation process facilitates the creation of a comprehensive precipitation

forecast, capitalizing on the DDIM’s aptitude for modeling the probability

distribution of weather data and the U-Net’s prowess in extracting salient

features.

Our exploration begins with an introduction to the distinct components

that constitute the GED model, elucidating their roles within the broader

framework. This discussion culminates in an examination of the overarch-

ing structure of the model. For a comprehensive analysis contrasting the

architecture proposed in [10] with the GED model, refer to section 3.3.

3.1 The DDIM architecture

As we have seen in chapter 2, diffusion models essentially function as

iterative denoising algorithms, with their central trainable component being

the denoising network, represented as ϵθ(xt, αt). This network takes as input

the noisy images, denoted as xt, along with a corresponding noise variance,

αt, and aims to accurately estimate the level of noise affecting the image. The

training of this underlying denoising network follows a conventional proced-

ure. Initially, a sample, x0, is drawn from the dataset and subjected to a

predetermined amount of random noise. The network is then tasked with the

responsibility of estimating the noise content within these perturbed images.

3.1.1 Denoising

The denoising network consists of a U-Net architecture, which stands

as one of the most prevalent choices for denoising tasks [81, 82, 83, 84].

Notably, the U-Net architecture is frequently employed in diffusion models

[85]. Originally devised for semantic segmentation purposes [8], the U-Net

has garnered widespread acclaim and found utility across a wide spectrum

of image manipulation tasks.
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Figure 3.1: U-net architecture (example for 32x32 pixels in the lowest res-

olution). Each blue box corresponds to a multi-channel feature map. The

number of channels is denoted on top of the box. The x-y-size is provided at

the lower left edge of the box. White boxes represent copied feature maps.

The arrows denote the different operations. Image taken from [8].

The network structure, shown in Figure 3.1, consists of a downsampling

sequence of layers, succeeded by an upsampling sequence, all while incor-

porating skip connections linking layers of equivalent dimensions. Typically,

the configuration of the U-Net is defined by specifying the number of down-

sampling blocks and the channel count for each block. The upsampling com-

ponent mirrors a symmetrical pattern, and the spatial dimensions align with

the image resolution, which, in our case, is set at 96x96.

The entire structure of a U-Net can be succinctly encoded in a single list,

as exemplified by [32, 64, 96, 128]. This list serves a dual purpose, denot-

ing both the number of downsampling blocks (in this instance, 4) and the

associated channel counts, which typically increase as the spatial dimensions

decrease. For the experiments in chapter 4, a U-Net configuration of [64, 128,

256, 384] has been used, which empirically proved to be the most effective.
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To enhance the U-Net’s sensitivity to the noise variance, αt is introduced

as an input. Subsequently, an ad-hoc sinusoidal transformation to embed

this noise variance is employed. This transformation involves dissecting the

value into a set of frequencies, a technique reminiscent of positional encod-

ings in Transformers [86]. The embedded noise variance is then vectorized

and concatenated with the noisy images along the channel axes before being

fed into the U-Net. This strategic addition bolsters the network’s ability

to discern noise levels, a critical factor for achieving superior performance.

Sinusoidal embeddings are implemented using a Lambda layer.

3.1.2 Conditioning

Conditioning the model is imperative to steer the diffusion process to-

ward a forecast determined by the known prior weather conditions. In the

proposed approach, conditioning is achieved in a classifier-free manner [76]

by directly appending the conditioning frames to the noisy images along the

channel axis.

In practical terms, the model ϵθ(xt, t, y) receives as input the noisy im-

ages, denoted as xt = {r1, r2, r3}, where each rh represents the future predic-

tion of rain precipitation for h hours ahead. The conditioning information,

y = {r−8..0, u−1,0, v−1,0, lsm, geopot}, encompasses the previous 8 hours of

precipitation data r−11..0, the prior two hours’ data for both wind compon-

ents u−1,0 and v−1,0, along with two static maps characterizing the land-sea

mask (lsm) and geopotential (geopot).

Figure 3.2 illustrates how conditioning is implemented by stacking this

additional information alongside the channel axis in the denoising network.

This implementation seamlessly integrates the conditioning information into

the U-Net architecture. Specifically, each temporal slice in the input data

is treated analogously to a color channel in an RGB image. By applying

2D convolutions across these temporal slices independently, the model can

extract sufficient frame-level temporal features to generate a sequence that

aligns coherently with the past frames used for conditioning.
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Figure 3.2: Conditioning is implemented by stacking additional information

alongside the channel axis in the denoising network.

For instance, when training with a batch size of 16, the input data

provided to the denoising network would have the shape [16, 96, 96, 17], with

the last dimension encompassing both the conditioning information and the

noisy images. In contrast, the output would consist solely of the denoised 3

frames, resulting in a shape of [16, 96, 96, 3].

Notably, this training process has demonstrated consistent success in

achieving temporal conditioning solely with conditioned instances. This

stands in contrast to some examples in the literature, which required altern-

ating between conditioned and non-conditioned training instances, followed

by a weight mixing stage, as described in [87].

3.2 A novel approach: Generative Ensemble

Diffusion (GED)

The proposedGenerative Ensemble Diffusion (GED) approach lever-

ages the power of diffusion to integrate the inherent probability distribution

of meteorological patterns, which is then used to synthesize a probable pre-

cipitation prediction. Image samples generated through the diffusion process,

in line with the generative traits of the model, yield a highly diverse set of
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outputs despite sharing identical conditioning information. Based on the as-

sumption that the diffusion model captures the stochastic essence of weather

dynamics, a prediction can be derived from an ensemble of possible outcomes.

The proposed methodology shares a fundamental alignment with the en-

semble post-processing techniques commonly employed in Numerical Weather

Prediction models. As covered in subsection 1.1.2, ensemble post-processing

involves the statistical refinement of a set of multiple weather forecasts gener-

ated from slightly different initial conditions, offering a spectrum of potential

weather outcomes and serving as an estimation of forecast uncertainty.

Ensemble post-processing methods encompass a wide range of techniques,

including statistical approaches like linear regression and distributional re-

gression [88, 89], as well as more advanced machine learning algorithms such

as QRF [90] and EMOS-GB [91]. In recent years, there has been a signi-

ficant research focus on neural methods for ensemble post-processing, with

several notable successful examples [92, 93]. These methods aim to enhance

the accuracy and reliability of weather forecasts by combining information

from multiple model runs, effectively mitigating uncertainties in predictions.

Figure 3.3: Generative Ensemble Diffusion (GED) prediction structure,

showing the multiple denoising cycles and the final post-processing step.
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Two distinct approaches have been proposed for implementing ensemble

predictions: one based on a straightforward statistical method and the other

employing a neural model. The first approach entails running multiple dif-

fusion generations iteratively (a process that can be parallelized across the

batch dimension for significant speedup, as noted in [94]). Subsequently, the

mean of these generated images is calculated. This technique effectively con-

solidates the probability distribution of images into an averaged outcome, res-

ulting in a more precise forecast. Experimental findings (section 4.4) demon-

strate that computing the mean of multiple generations consistently yields

superior results compared to using a single diffusion generation. Thus, this

approach harnesses the diversity of potential outcomes to generate a more

accurate and robust prediction. You can reference Figure 3.3 for clarity.

Instead of merely computing a mean, the second approach employs a

more sophisticated module for prediction synthesis, a technique commonly

employed in the literature [24, 25]. Specifically, a U-Net architecture is util-

ized to amalgamate the generated outcomes into a more plausible prediction.

This approach not only facilitates more informed decision-making in the in-

tegration of outputs but also offers the opportunity to add a post-processing

layer specifically trained on the target image. This stands in contrast to the

diffusion model, which is trained on the noise differences of individual dif-

fusion steps. Experimental results (section 4.4) have consistently validated

the effectiveness of this methodology, demonstrating its superiority over both

simple diffusion and diffusion ensemble with the mean method.

3.3 Concurrent work

At the time of writing, another notable work addressing precipitation

nowcasting using diffusion models is presented in [10]. However, comparing

the two architectures poses a significant challenge due to the substantial

differences in spatiotemporal scales within the data they handle.
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In [10], the authors work with time steps of 5 minutes, employing 4 time

steps (equivalent to 20 minutes) of precipitation data as input while pre-

dicting precipitation up to 20 time steps (or 100 minutes) into the future.

Furthermore, the geographical scale differs considerably, with radar signals

collected at a 1 km resolution covering a rectangular area spanning 710 km

in the east–west direction and 640 km in the north–south direction, encom-

passing all of Switzerland and some adjacent regions.

In the mentioned work, the network is trained on 256x256 pixel images,

corresponding to a geographical area of 256 km2. To manage computational

costs effectively, they adopt the concept of the Latent Diffusion Model

(LDM) described in section 2.3, popularized by Stable Diffusion [95], where

the diffusion process operates within a latent variable space mapped to the

physical pixel space through an autoencoder.

The diffusion model employed in their work exhibits several distinctions

from GED, starting with the number of denoising iterations, which is set

at 50 as opposed to our 15 iterations. Moreover, their Denoiser incorpor-

ates a forecaster stack based on Adaptive Fourier Neural Operators

(AFNOs) [96][97] for conditioning the model. This conditioning involves

temporal cross-attention to map between input and output time coordin-

ates and a distinct denoiser stack also founded on AFNOs, facilitating cross-

attention simulations. However, the exact significance of these modules re-

mains undocumented, as no ablation study was conducted. For an overview

of the whole structure of the model, reference to Figure 3.4.

Other related works in precipitation nowcasting, particularly those based

onConvolutional Neural Networks (CNNs), often incorporate 3D con-

volutions or utilize alternative conditioning methods likeRecurrent Neural

Networks (RNNs) or Long Short-Term Memory networks (LSTMs)

to explicitly model temporal connections [98, 99, 100, 101]. In recent years,

multiple publications have showcased promising results by treating timesteps

as multiple channels within the network architecture, effectively achieving

temporal prediction with 2D convolutions [102, 103].
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Figure 3.4: An overview of the LDCast neural networks. (a) The forecaster

and denoiser stacks. (b) The VAE used to transform precipitation sequences

to the latent space. (c)–(h) The layer blocks used in the network diagrams.

(i) The training procedure. (j) The forecast generation procedure. Conv

denotes convolution. MLP (multilayer perceptron) is a block consisting of a

linear layer, activation function and another linear layer. Res block denotes

a ResNet-type residual block [9]; the noise embedding is added to the input

of the block. Image taken from [10].
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In the proposed diffusion model, temporal data is handled using 2D con-

volutions like processing different color channels in image processing. Spe-

cifically, each temporal slice in the input data is treated analogously to a

color channel in an RGB image. By independently applying 2D convolutions

across these temporal slices, akin to the processing of various color chan-

nels, the model successfully matches the performance of competing 3D CNN

models.



Chapter 4

Experiments

This chapter aims to compare the proposed Generative Ensemble Dif-

fusion (GED) model introduced in chapter 3 with the Weather Fusion

UNet (WF-UNet) model introduced in [98]. The comparison entails in-

corporating precipitation and wind speed variables as inputs in the learning

process. The chosen dataset spans six years of precipitation and wind radar

images, ranging from January 2016 to December 2021, covering 14 European

countries. This dataset features a temporal resolution of 1 hour and a spatial

resolution of 31 square km, relying on the traditional ERA5 dataset [30].

When assessed using the conventional Mean Squared Error metric,

the diffusion model consistently demonstrates superior predictive accuracy

compared to the WF-UNet model.

4.1 Dataset description and preprocessing

To evaluate the performance of the model, experiments have been con-

ducted using the same dataset and setup as outlined in previous studies such

as [98, 100, 99], with a specific focus on precipitation nowcasting. The chosen

dataset is a subset of ERA5 [30], a state-of-the-art global atmospheric reana-

lysis dataset developed by the European Centre for Medium-Range

Weather Forecasts (ECMWF).

45
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As covered in subsection 1.2.1, ERA5 provides a comprehensive numer-

ical representation of Earth’s recent climate history, spanning several decades

and featuring global coverage at a high spatial resolution of approximately

31 kilometers. It offers hourly estimates of various atmospheric, land, and

oceanic climate variables, including but not limited to temperature, precip-

itation, humidity, wind speed and direction, and sea surface temperature.

This dataset is the result of a sophisticated and consistent data assim-

ilation system that combines millions of diverse observations with intricate

Earth system modeling. The integration of these components produces a

coherent and reliable dataset that is widely respected and extensively used

across a range of scientific disciplines. Its applications extend to weather

forecasting, climate research, hydrological studies, energy production predic-

tion, and numerous policy-related endeavors, highlighting its importance in

various fields.

The primary focus in this study is precipitation nowcasting, with the key

target variable being Total Precipitation. Total Precipitation is defined as

the accumulated amount of liquid and frozen water that reaches the Earth’s

surface, encompassing both rain and snowfall. For this investigation, a spe-

cific region of interest has been delineated within a geographical rectangle.

This region spans from latitude -12◦ to latitude 12◦ in the north-south dir-

ection and from longitude 36◦ to longitude 60◦ in the east-west direction.

The images obtained from this region cover a substantial portion of Western

Europe, partially encompassing 14 different countries.

The dataset comprises observations collected over six years, spanning

from 2016 to 2021, with measurements taken at hourly intervals. Each data

point in the dataset has a dimension of 96×96, with each value represent-

ing the depth of fallen water. This depth measurement corresponds to the

amount of water equivalent to the depth in meters that would result if the

collected precipitation were uniformly spread over a grid box measuring 31

square kilometers in size.
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Figure 4.1: Example of precipitation data from the ERA5 dataset.

To prepare the dataset for the experiments, normalization has been per-

formed by scaling the values of both the training and testing sets. This

scaling was achieved by dividing all data points by the highest value ob-

served in the training set. Subsequently, the dataset has been divided into

two distinct subsets: a training set encompassing the years 2016 to 2020 and

a testing set for the year 2021.

It’s worth noting that precipitation, the target parameter, tends to ex-

hibit sparsity, often being absent in the analyzed region. This characteristic

results in a dataset containing a substantial amount of non-informative data,

which can introduce a bias toward predicting zero values [99]. To address

this issue, an additional parameter has been introduced in the data gen-

erator. This parameter allows to filter and return only sequences where a

certain percentage of rain is present in the pixels, effectively simulating the

conditions outlined in the EU-50 and EU-20 datasets as specified in [98].

In these datasets, images contain at least 50% and 20% of rain in the pixels,

respectively. This filtering process involves computing the number of non-

zero pixels within a larger region measuring 105x173, after which the image

is cropped to its final dimension of 96x96.

4.2 Additional features

Precipitation nowcasting often require a holistic consideration of various

meteorological variables that extend beyond the mere presence or absence of

rain. Elements such as temperature, atmospheric pressure, humidity, wind

speed, and wind direction play pivotal roles in shaping precipitation patterns.
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The interactions among these variables and other meteorological factors

can be intricate, contributing to the overall complexity of atmospheric dy-

namics. Furthermore, the model’s awareness of the underlying physical struc-

ture is essential. Incorporating elements like time embeddings, land/sea

masks, and elevation information can enhance the model’s capacity to make

well-informed predictions.

An ablation study (described in 4.4 and shown in Table 4.2) was con-

ducted, incorporating several supplementary meteorological features sourced

from the ERA5 dataset. These additional features, shown in Figure 4.2 and

described in Table 4.1, encompassed wind speed, derived from both north-

erly and easterly wind components, the land-sea mask, a geopotential

map, and a sinusoidal time embedding. Before training, all these fea-

tures underwent normalization, scaling them to a range between 0 and 1.

Figure 4.2: Visual example of the additional features.
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Name Units Description

100m wind speed ms−1 Wind speed of air at a height

of 100 meters above the surface

of the Earth, given easterly and

northerly components u and v the

speed is obtained by
√

(u2 + v2).

Timestamp [m,d,h] Timestamp including month, day,

and hour of the start of the

given sequence, tile encoded into

a 96x96 array.

Land-sea mask dimensionless Proportion of land, as opposed to

ocean or inland waters in a grid

box.

Geopotential m2s−2 Gravitational potential energy of

a unit mass, at a particular loca-

tion at the surface of the Earth,

relative to mean sea level.

Table 4.1: Additional features units and details.
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4.3 Training and Evaluation

The diffusion model was trained with a batch size of 2 throughout 40

epochs. For optimization, the AdamW algorithm was employed, utilizing

a learning rate of 1e-04 and a weight decay of 1e-05. Interestingly, it was

observed increasing the batch size had a detrimental effect on the training

process. Furthermore, a fine-tuning phase was conducted, encompassing 10

epochs with a reduced learning rate of 1e-05 and a weight decay of 1e-06,

resulting in modest improvements in overall results. To facilitate training, a

generator was utilized to produce random batches of sequences covering the

training years from 2016 to 2020. As with the reference model, sequences

composed of more than 50% non-rain values were excluded from the training

process. Following standard diffusion model practices, Mean Absolute

Error (MAE) has been used as a loss function and applied to the noise

difference. Training experiments based on image loss, rather than noise,

yielded inferior results.

The evaluation of the diffusion model was carried out using data from

the test year of 2021, maintaining a fixed number of 15 diffusion steps and

assessing performance using the Mean Squared Error (MSE) metric,

defined as in Equation 4.1. In this equation, n represents the total number

of samples, yi denotes the ground truth value, and ŷi signifies the predicted

value. It’s important to note that all metrics were computed on denormalized

data.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (4.1)

Generative Ensemble Diffusion (GED) features a post-processing U-

Net that shares the spatial dimensions of the denoising U-net, excluding the

embedded variance. This network takes fifteen distinct generative outputs

from the diffusion model as input, each containing predictions for the sub-

sequent three hours. Subsequently, the U-net produces an output comprising

three images, each predicting the rainfall for one of the upcoming three hours.



4.4 Results 51

The training of this model follows a process similar to that used for the

diffusion model. It utilizes AdamW as the optimizer with a learning rate

set at 1e-4 and a weight decay of 1e-5. The loss function employed is the

Mean Squared Error (MSE), calculated as the discrepancy between the

predicted images and their corresponding ground truth. During training,

data is dynamically generated by the diffusion model using random sequences

from the training years. Evaluation, on the other hand, is carried out using

sequences from the test year of 2021.

4.4 Results

In this section, we outline the experimental setup and describe the experi-

ments conducted. All experiments were conducted using models implemented

in the TensorFlow/Keras framework. The training dataset comprised precip-

itation data and additional features for the designated region, spanning from

2016 to 2021. Conversely, the test set exclusively utilized data collected in

2021. To compute the results, we conducted a comprehensive analysis of all

sequences within the specified year for both the EU-20 and EU-50 datasets.

All models simultaneously generate three different predictions. While it’s

possible that using a distinct model instance for each prediction could poten-

tially yield a slight improvement in overall performance, this would come at

the cost of increased training and inference times. This consideration is par-

ticularly significant for the practical application of precipitation nowcasting,

where efficiency in real-time predictions is crucial.

The primary objective is to minimize the Mean Squared Error (MSE)

for the initial three hours of the prediction model. However, determining the

optimal input data and model configuration remains an ongoing debate. To

tackle this challenge, a series of initial tests have been conducted, aiming at

identifying the most advantageous set of input features. Table 4.2 provides a

comparison of scores obtained using different sets of additional features with

the Single Diffusion model.
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Single diffusion with different inputs on EU-50

Inputs MSE 1h MSE 2h MSE 3h

8 rain 2.62e-04 4.60e-04 6.21e-04

8 rain + lsm + geopot 2.60e-04 4.61e-04 6.23e-04

8 rain + lsm + geopot +

time

2.60e-04 4.56e-04 6.16e-04

8 rain + lsm + geopot +

time + 2 wind speed

2.59e-04 4.51e-04 6.03e-04

Table 4.2: Results comparison on the EU-50 Dataset using different sets of

additional features with the Single Diffusion model. All sets include 8 frames

representing total precipitation (rain). lsm and geopot stand for land-sea

mask and geopotential map, respectively. time represents the timestamp

embedding.

Regarding model comparison, Table 4.3 and 4.4 offer a comprehensive

analysis comparing several models. These include the standard Core U-Net

model [8], BroadU-Net [100], WF-UNet (which incorporates additional

features as proposed by [98]), the proposed diffusion model with a singular

generative output (Single Diffusion), and two distinct implementations of

the Generative Ensemble Diffusion (GED). The GED models generate

a final prediction by integrating 15 different generations of the three predicted

frames. In the first implementation, the prediction is calculated by averaging

all the values (mean), while the second version employs a post-processing

U-Net for this task (post-process). The primary metric utilized for these

results is Mean Squared Error (MSE), supplemented with additional

metrics such as Accuracy, Precision, and Recall.

The results suggest that while a single diffusion prediction is outperformed

by the U-Net models, both implementations of GED significantly surpass the

performance of any U-Net-based approach. Notably, the GED version with

post-processing demonstrates the most superior overall performance.
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MSE values and additional metrics for EU-20 dataset

Model MSE Accuracy Precision Recall

1 hour ahead

Core U-net 2.97e-04 0.863 0.698 0.837

Broad U-net 3.05e-04 0.861 0.706 0.803

WF-UNet 2.67e-04 0.933 0.790 0.847

Single Diffusion 2.86e-04 0.911 0.754 0.888

GED (mean) 2.25e-04 0.930 0.786 0.901

GED (postprocess) 2.03e-04 0.923 0.798 0.909

2 hour ahead

Core U-net 5.02e-04 0.813 0.609 0.796

Broad U-net 5.05e-04 0.819 0.638 0.712

WF-UNet 4.87e-04 0.895 0.664 0.807

Single Diffusion 4.69e-04 0.886 0.705 0.831

GED (mean) 3.93e-04 0.900 0.731 0.848

GED (postprocess) 3.53e-04 0.898 0.742 0.849

3 hour ahead

Core U-net 6.71e-04 0.800 0.612 0.657

Broad U-net 6.55e-04 0.806 0.637 0.609

WF-UNet 6.34e-04 0.877 0.626 0.736

Single Diffusion 6.10e-04 0.853 0.638 0.758

GED (mean) 5.20e-04 0.880 0.689 0.801

GED (postprocess) 4.70e-04 0.891 0.701 0.796

Table 4.3: Results comparison on the EU-20 Dataset.
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MSE values and additional metrics for EU-50 dataset

Model MSE Accuracy Precision Recall

1 hour ahead

Core U-net 3.18e-04 0.862 0.698 0.833

Broad U-net 3.24e-04 0.860 0.705 0.795

WF-UNet 2.50e-04 0.921 0.803 0.849

Single Diffusion 2.59e-04 0.915 0.767 0.882

GED (mean) 2.02e-04 0.924 0.782 0.885

GED (postprocess) 1.99e-04 0.913 0.803 0.907

2 hour ahead

Core U-net 5.02e-04 0.813 0.609 0.796

Broad U-net 5.05e-04 0.819 0.638 0.712

WF-UNet 4.62e-04 0.877 0.684 0.813

Single Diffusion 4.51e-04 0.875 0.699 0.844

GED (mean) 3.59e-04 0.882 0.711 0.862

GED (postprocess) 3.40e-04 0.878 0.724 0.860

3 hour ahead

Core U-net 6.71e-04 0.800 0.612 0.657

Broad U-net 6.55e-04 0.806 0.637 0.609

WF-UNet 6.31e-04 0.855 0.647 0.743

Single Diffusion 6.03e-04 0.848 0.672 0.801

GED (mean) 4.92e-04 0.856 0.701 0.828

GED (postprocess) 4.65e-04 0.861 0.706 0.821

Table 4.4: Results comparison on the EU-50 Dataset.
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(a) (b)

Figure 4.3: Single Diffusion results for the year 2021 on EU50, depicting

significant score variations depending on the month of the year. Subfigure

(a) illustrates the month-wise dissimilarity in scores for each of the three

predicted hours. In subfigure (b), we observe that the dissimilarity remains

consistent across predictions computed with Single Diffusion, GED (mean),

and GED (post-process).

The diffusion model’s performance on the 2021 test set exhibits significant

dissimilarities across the year, as vividly depicted in Figure 4.3a for all three

forecasted timeframes. This dissimilarity persists regardless of whether the

prediction is generated using Single Diffusion, GED (mean), or GED (post-

process), as demonstrated in Figure 4.3b. Such consistency may be attributed

to the inherent complexities of precipitation forecasting, particularly during

specific seasonal periods.

Precipitation patterns are notably susceptible to pronounced seasonal

fluctuations [104]. For instance, the transition between seasons can trigger

abrupt atmospheric changes, introducing challenges in accurately predicting

precipitation types and quantities [105]. Convective precipitation, prevalent

during warm and humid conditions in the warmer months, is closely asso-

ciated with rapidly evolving weather systems like thunderstorms. Even in

traditional operational meteorology [106, 107], accurately forecasting these
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systems remains a formidable challenge due to their rapid manifestation and

susceptibility to a multitude of intricate and dynamic atmospheric processes.

This has prompted the research community to propose dedicated solutions

for this specific challenge in precipitation forecasting[108, 109], particularly

in regions prone to such phenomena[110, 111, 112, 113].

Analyzing the obtained results, it becomes evident that this specific chal-

lenge significantly impacts the proposed model, particularly during the period

from June to September, as indicated by the notable peak in MSE scores

between the fifth and eighth months. This timeframe corresponds to the

summer months when weather phenomena like convective precipitation and

the transit of weather fronts, including cold and warm fronts, are more pre-

valent.

Meanwhile, transitional seasons, such as spring and fall, witness distinct

air masses interacting within these fronts, leading to rapid changes in pre-

cipitation distribution. This intricate interplay among air masses introduces

further complexity, rendering the precise timing and location of precipita-

tion a formidable task. However, the inclusion of wind speed as an addi-

tional feature in the model appears promising, as suggested by the improved

performance during the third (April) to fifth (June) months.



Conclusions

In this study, we undertook the challenging task of precipitation nowcast-

ing using diffusion models. Our experimental endeavors, focused on estab-

lished benchmarks detailed in existing literature, revealed that the proposed

Generative Ensemble Diffusion (GED) approach outperformed competing U-

Net-based models in terms of overall performance.

The primary goal was to test the hypothesis that a diffusion model could

successfully represent the complex and chaotic nature of weather patterns

by modeling their probability distribution. This research has been conduc-

ted using a subset of the ERA5 dataset, which contains hourly data from

a Western European region. The chosen training data covered the years

2016 to 2020, while the testing was performed on data from the year 2021.

Furthermore, pre-processing techniques have been adopted, consistent with

those used in existing literature, particularly referencing the work of [98].

Experimental results show that including supplementary meteorological

features leads to improved prediction quality. Specifically, integrating wind

speed, the land-sea mask, timestamp information, and geopotential data con-

tributed significantly to enhancing the overall accuracy of the predictions.

In the initial stages, single generative predictions from the diffusion model

exhibited lower performance compared to U-net-based predictions with sim-

ilar settings. However, a significant breakthrough occurred when conducting

multiple generative predictions in parallel. By amalgamating these diverse

outcomes through a post-processing step, a substantial improvement has been

achieved in prediction quality, outperforming well-established U-net models.
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The probabilistic nature of the model, coupled with its ensemble forecast-

ing approach, renders it particularly well-suited for predicting rare events.

These events, while occurring with low probability, can have a substantial

impact on both the population and the economy, as highlighted in previous

research [114].

In summary, this research contributes to the ongoing development of pre-

cipitation nowcasting techniques and presents a promising avenue for har-

nessing diffusion models to gain deeper insights into weather patterns. The

integration of GED with post-processing showcases the potential to improve

precipitation nowcasting, thereby offering valuable insights for a range of

applications and decision-making processes.

One noteworthy aspect of this research is that it was conducted with

limited computing resources. The majority of computations were carried out

on a single workstation, which was equipped with a Quadro RTX A4000

GPU featuring 16GB of VRAM and 32GB of RAM. Despite these resource

constraints, this work produced valuable insights and promising results.

Nevertheless, this research is part of an ongoing collaboration with the

High-Performance Computing Department of Cineca. As a next step, the

model will be evaluated using the state-of-the-art Leonardo system, which of-

fers significantly greater computational power. Specifically, diffusion models

will be tested on more intricate weather benchmarks (such as WeatherBench,

described in subsection 1.2.3). These benchmarks encompass predictions at

varying spatial and temporal scales, with a particular focus on medium and

long-term temporal ranges.

Furthermore, this methodology will be applied to the downscaling of met-

eorological indicators within the framework of the European Cordis Project

Optimal High-Resolution Earth System Models for Exploring Future Climate

Changes. This ambitious initiative aligns with a commitment to advancing

the field of climate modeling and enhancing our understanding of future cli-

mate changes at a high resolution.
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Code fragments

This appendix provides the salient parts of the code used for the experi-

ments. The whole code is archived in the following GitHub repository. The

ERA-5 dataset can be openly accessed at the Copernicus website.

In support of the training process, a generator has been implemented to

produce randomized batches of sequences spanning the training years (List-

ing A.1). Additionally, a modified version of this generator that sequentially

samples batches has also been implemented. This adjustment has been made

to address the challenge posed by evaluating the model on a single year,

which inherently contains a significant amount of variability, as illustrated in

Figure 4.3. Notice how the additional information is stacked on the fourth

axis together with the total precipitation previous frames, as shown in Fig-

ure 3.2, in the following order: the first 2 elements of each sequence contain

the geopotential map and the land-sea mask, the third element contains the

sinusoidal embedding of the timestamp, the fourth and fifth element contain

wind speed information of the previous 2 hours, the remaining 11 elements

represent total precipitation frames, with 8 frames representing the previous

8 hours and 3 frames representing the ground truth for the following 3 hours.

Furthermore, the generator takes an additional parameter min_rainfall

used to discard sequences not containing a minimum percentage of rainfall

in its pixels, to replicate EU-20 and EU-50 datasets from [98].
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1 class DataGenerator(keras.utils.Sequence):

2 def __init__(self , data , batch_size =24, min_rainfall = 0.0, time =None ,

wind = None) :

3 self.data = data

4 self.time = time

5 self.wind = wind

6 self.sequence = 11

7 self.batch_size = batch_size

8 self.num_samples = data.shape [0]

9 self.num_batches = int(np.ceil(self.num_samples / self.batch_size))

10 self.min_rainfall = min_rainfall # Percent of minimum rainfall per

image

11

12 def __len__(self):

13 return self.num_batches

14

15 def __getitem__(self , idx):

16 result = np.zeros((self.batch_size ,96,96,self.sequence + 5))

17 result [:,:,:,:2] = addon

18 for i in range(self.batch_size):

19 while True:

20 random = np.random.randint (0,(self.num_samples -self.sequence

))

21 items = self.data[random:random+self.sequence]

22 items = np.expand_dims(items , axis=-1)

23 items = np.swapaxes(items , 0, 3)

24 if ((np.sum(items[:,:,:,-3] != 0) / (173*105)) < self.

min_rainfall):

25 pass

26 else:

27 result[i,:,:,2] = (utils.date_to_sinusoidal_embedding(

self.time[random ]) + 1) / 2

28 result[i,:,:,3:5] = np.transpose(self.wind[random +6:

random +8],(1, 2, 0))

29 result[i,:,:,5:] = items [: ,:96 ,:96 ,:]

30 break

31 return result

Listing A.1: DataGenerator class implementation from generators.py file.
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Listings A.2 and A.3 show the implementation of the U-Net architecture

(3.1). The use of LayerNormalization instead of BatchNormalization (line

23 of Listing A.2), typical of RNNs and Transformers architectures, proved

to slightly improve performance. As described in subsections 3.1.2 and 3.3,

only 2D convolutions are employed. For upsampling, bilinear interpolation

is employed. Functions get_network and get_post_network are used to

create a new U-Net for the Diffusion Model and post processing, respect-

ively. Parameters such as the number and width of blocks can ben set in the

setup.py file.

Listings A.4, A.5, A.6, A.7 show the implementation of the Diffusion

Model. The function generate2 in Listing A.5 can be used after training

to generate new samples (i.e., predictions) using the trained diffusion model,

given an adequate input. The function training_step in Listing A.6 spe-

cified noise loss for training, i.e., evaluating the MAE value between the

predicted noise and the exact noise added to the ground truth during the

diffusion step instead of the MAE value between the two images. Image loss

is still evaluated as a metric. The implementation also provides a plotter

utility function (Listing A.7) to plot a specified sequence and the relative gen-

erated output, as well as MSE values, to keep track of model performance

during training, plotting at the end of each epoch.

Training is specified in the training.py file. Two keras callback functions

have been specified: the saver callback function is used to store the weights

of the model every specified number of epochs, while a ReduceLROnPlateau

keras callback function is employed to half the learning rate each time the

image loss did not improve for two consecutive epochs.

Evaluation is performed using the evaluation.py file. Two experiment

functions have been specified, evaluating MSE values on single and ensemble

diffusion respectively. Listing A.8 shows the implementation of the former.

Other metrics can be evaluated using the compute_metrics or metrics_ag-

gregator functions found in the utils.py file.
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1 def sinusoidal_embedding(x):

2 embedding_min_frequency = 1.0

3 frequencies = tf.exp(

4 tf.linspace(

5 tf.math.log(embedding_min_frequency),

6 tf.math.log(embedding_max_frequency),

7 embedding_dims // 2,

8 )

9 )

10 angular_speeds = 2.0 * math.pi * frequencies

11 embeddings = tf.concat(

12 [tf.sin(angular_speeds * x), tf.cos(angular_speeds * x)], axis=3

13 )

14 return embeddings

15

16 def ResidualBlock(width):

17 def apply(x):

18 input_width = x.shape [3]

19 if input_width == width:

20 residual = x

21 else:

22 residual = layers.Conv2D(width , kernel_size =1)(x)

23 x = layers.LayerNormalization(axis=-1,center=True , scale=True)(x)

24 x = layers.Conv2D(

25 width , kernel_size =3, padding="same", activation=keras.

activations.swish

26 )(x)

27 x = layers.Conv2D(width , kernel_size =3, padding="same")(x)

28 x = layers.Add()([x, residual ])

29 return x

30 return apply

31

32 def DownBlock(width , block_depth):

33 def apply(x):

34 x, skips = x

35 for _ in range(block_depth):

36 x = ResidualBlock(width)(x)

37 skips.append(x)

38 x = layers.AveragePooling2D(pool_size =2)(x)

39 return x

40 return apply

41

42 def UpBlock(width , block_depth):

43 def apply(x):

44 x, skips = x

45 x = layers.UpSampling2D(size=2, interpolation="bilinear")(x)

46 for _ in range(block_depth):

47 x = layers.Concatenate ()([x, skips.pop()])

48 x = ResidualBlock(width)(x)

49 return x

50

51 return apply

Listing A.2: U-Net blocks implementation from models.py file.
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1 def get_network(image_size , input_frames , output_frames , widths , block_depth

):

2 noisy_images = keras.Input(shape=(image_size , image_size , input_frames+

output_frames))

3 noise_variances = keras.Input(shape=(1, 1, 1))

4

5 e = layers.Lambda(sinusoidal_embedding)(noise_variances)

6 e = layers.UpSampling2D(size=image_size , interpolation="nearest")(e)

7

8 x = layers.Conv2D(widths [0], kernel_size =1)(noisy_images)

9 x = layers.Concatenate ()([x, e])

10

11 skips = []

12 for width in widths [:-1]:

13 x = DownBlock(width , block_depth)([x, skips])

14

15 for _ in range(block_depth):

16 x = ResidualBlock(widths [-1])(x)

17

18 for width in reversed(widths [:-1]):

19 x = UpBlock(width , block_depth)([x, skips ])

20

21 x = layers.Conv2D(output_frames , kernel_size =1, kernel_initializer="

zeros")(x)

22

23 return keras.Model([ noisy_images , noise_variances], x, name="

residual_unet")

24

25 def get_post_network(image_size , input_frames , output_frames , widths ,

block_depth):

26 noisy_images = keras.Input(shape=(image_size , image_size , input_frames))

27

28 x = layers.Conv2D(widths [0], kernel_size =1)(noisy_images)

29

30 skips = []

31 for width in widths [:-1]:

32 x = DownBlock(width , block_depth)([x, skips])

33

34 for _ in range(block_depth):

35 x = ResidualBlock(widths [-1])(x)

36

37 for width in reversed(widths [:-1]):

38 x = UpBlock(width , block_depth)([x, skips ])

39

40 x = layers.Conv2D(output_frames , kernel_size =1, kernel_initializer="

zeros")(x)

41

42 return keras.Model([ noisy_images], x, name="residual_unet")

Listing A.3: U-Net implementation from models.py file.
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1 class DiffusionModel(keras.Model):

2 def __init__(self , image_size , input_frames , output_frames , widths ,

block_depth):

3 super().__init__ ()

4 self.normalizer = layers.Normalization ()

5 self.network = get_network(image_size , input_frames , output_frames ,

widths , block_depth)

6 self.ema_network = keras.models.clone_model(self.network)

7 self.input_frames = input_frames

8 self.output_frames = output_frames

9

10 def compile(self , ** kwargs):

11 super().compile (** kwargs)

12 self.noise_loss_tracker = keras.metrics.Mean(name="n_loss")

13 self.image_loss_tracker = keras.metrics.Mean(name="i_loss")

14

15 @property

16 def metrics(self):

17 return [self.image_loss_tracker , self.noise_loss_tracker]

18

19 def denormalize(self , images):

20 # convert the pixel values back to 0-1 range

21 images = self.normalizer.mean + images * self.normalizer.variance

**0.5

22 return tf.clip_by_value(images , 0.0, 1.0)

23

24 def diffusion_schedule(self , diffusion_times):

25 # diffusion times -> angles

26 start_angle = tf.acos(max_signal_rate)

27 end_angle = tf.acos(min_signal_rate)

28 diffusion_angles = start_angle + diffusion_times * (end_angle -

start_angle)

29 # angles -> signal and noise rates

30 signal_rates = tf.cos(diffusion_angles)

31 noise_rates = tf.sin(diffusion_angles)

32 # note that their squared sum is always: sin^2(x) + cos^2(x) = 1

33 return noise_rates , signal_rates

34

35 def denoise(self , noisy_images , noise_rates , signal_rates , training):

36 # the exponential moving average weights are used at evaluation

37 if training:

38 network = self.network

39 else:

40 network = self.ema_network

41 # predict noise component and calculate the image component using it

42 pred_noises = network ([ noisy_images , noise_rates **2], training=

training)

43 pred_images = (noisy_images [:,:,:,-self.output_frames :] -

noise_rates * pred_noises) / signal_rates

44 return pred_noises , pred_images

Listing A.4: DiffusionModel class implementation from models.py file (1):

initialization, compilation, metrics, denormalization, diffusion schedule and

denoising functions.
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1 def reverse_diffusion(self , initial_noise , diffusion_steps):

2 # reverse diffusion = sampling

3 num_images = initial_noise.shape [0]

4 step_size = 1.0 / diffusion_steps

5 past = initial_noise [:,:,:,:-self.output_frames]

6 #future = initial_noise [-1]

7 # important line:

8 # at the first sampling step , the "noisy image" is pure noise

9 # but its signal rate is assumed to be nonzero (min_signal_rate)

10 next_noisy_images = initial_noise

11 for step in range(diffusion_steps):

12 noisy_images = next_noisy_images

13 # separate the current noisy image to its components

14 diffusion_times = tf.ones((num_images , 1, 1, 1)) - step *

step_size

15 noise_rates , signal_rates = self.diffusion_schedule(

diffusion_times)

16 pred_noises , pred_images = self.denoise(

17 noisy_images , noise_rates , signal_rates , training=False

18 )

19 # network used in eval mode

20 # remix the predicted components using the next signal and noise

rates

21 next_diffusion_times = diffusion_times - step_size

22 next_noise_rates , next_signal_rates = self.diffusion_schedule(

23 next_diffusion_times

24 )

25 next_noisy_frames = (

26 next_signal_rates * pred_images + next_noise_rates *

pred_noises

27 )

28 #concatenate predicted single frame with past known frames

29 next_noisy_images = tf.concat ([past , next_noisy_frames], axis =

-1)

30 return pred_images

31

32 def generate2(self , images , diffusion_steps):

33 # noise -> images -> denormalized images

34 initial_noise = tf.random.normal(shape=( images.shape[0], images.

shape[1], images.shape[2], self.output_frames))

35 images[:,:,:,-self.output_frames :] = initial_noise

36 generated_images = self.reverse_diffusion(images , diffusion_steps)

37 generated_images = self.denormalize(tf.concat ([ images[:,:,:,:-self.

output_frames],generated_images],axis=-1))

38 return generated_images

Listing A.5: DiffusionModel class implementation from models.py file (2):

reverse diffusion and generate2 functions.
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1 def train_step(self , images):

2 # normalize images to have standard deviation of 1, like the noises

3 #normalize only real images

4 images = self.normalizer(images , training=True)

5 noises = tf.random.normal(shape=(batch_size , image_size , image_size ,

self.output_frames))

6 # sample uniform random diffusion times

7 diffusion_times = tf.random.uniform(

8 shape=(batch_size , 1, 1, 1), minval =0.0, maxval =1.0

9 )

10 noise_rates , signal_rates = self.diffusion_schedule(diffusion_times)

11 # mix the images with noises accordingly

12 target = images[:,:,:,-self.output_frames :]

13 noisy_images = signal_rates * target + noise_rates * noises

14 #concat the images with added noises with the originals

15 noise_two = tf.concat ([ images[:,:,:,:-self.output_frames],

noisy_images],axis=-1)

16 #print(noise_two.shape)

17 with tf.GradientTape () as tape:

18 # train the network to separate noisy images to their components

19 pred_noises , pred_images = self.denoise(

20 noise_two , noise_rates , signal_rates , training=True

21 )

22 noise_loss = self.loss(noises , pred_noises) # used for training

23 image_loss = self.loss(target , pred_images) # only used as

metric

24 # Training on noise_loss (default)

25 gradients = tape.gradient(noise_loss , self.network.trainable_weights

)

26 self.optimizer.apply_gradients(zip(gradients , self.network.

trainable_weights))

27 self.noise_loss_tracker.update_state(noise_loss)

28 self.image_loss_tracker.update_state(image_loss)

29 # track the exponential moving averages of weights

30 for weight , ema_weight in zip(self.network.weights , self.ema_network

.weights):

31 ema_weight.assign(ema * ema_weight + (1 - ema) * weight)

32 return {m.name: m.result () for m in self.metrics}

Listing A.6: DiffusionModel class implementation from models.py file (3):

train step function.
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1 def test_step(self , images):

2 # normalize images to have standard deviation of 1, like the noises

3 images = self.normalizer(images , training=False)

4 noises = tf.random.normal(shape=(batch_size , image_size , image_size ,

self.output_frames))

5 # sample uniform random diffusion times

6 diffusion_times = tf.random.uniform(

7 shape=( batch_size , 1, 1, 1), minval =0.0, maxval =1.0

8 )

9 noise_rates , signal_rates = self.diffusion_schedule(diffusion_times)

10 # mix the images with noises accordingly

11 target = images[:,:,:,-self.output_frames :]

12 noisy_images = signal_rates * target + noise_rates * noises

13 noise_two = tf.concat ([ images[:,:,:,:-self.output_frames],

noisy_images],axis=-1)

14 # use the network to separate noisy images to their components

15 pred_noises , pred_images = self.denoise(

16 noise_two , noise_rates , signal_rates , training=False

17 )

18 noise_loss = self.loss(noises , pred_noises)

19 image_loss = self.loss(target , pred_images)

20 self.image_loss_tracker.update_state(image_loss)

21 self.noise_loss_tracker.update_state(noise_loss)

22 return {m.name: m.result () for m in self.metrics}

23

24 def plotter(self ,epoch , logs):

25 sample = test_generator50.__getitem__ (1)

26 hist = np.copy(sample)

27 sample = model.normalizer(sample)

28 tmp = model.generate2(np.copy(sample) ,15)

29 hist = hist * maxRtesr

30 tmp = tmp * maxRtesr

31 mse = np.mean(np.sum((hist[:,:,:,:]-tmp[:,:,:,:])**2,axis =(1,2)),

axis =0)

32 mse = np.round(mse , 8)

33 print("\n mse values :")

34 print("\n" + str(mse) + "\n")

35 plt.figure(figsize =(6,6))

36 for i in range(tmp.shape [-1]):

37 plt.subplot(1, tmp.shape[-1], i + 1)

38 plt.imshow(tmp[0,:,:,i])

39 plt.axis("off")

40 plt.tight_layout ()

41 plt.show()

42 plt.close()

Listing A.7: DiffusionModel class implementation from models.py file (4):

test step and plotter functions.
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1 def experiment(generator = test_generator50 , n_iter =29):

2 history = np.zeros((n_iter ,3))

3 raw_data = np.zeros((n_iter ,batch_size ,96 ,96,6))

4

5 #define final mse array

6 mses = np.zeros ((3))

7 for i in range(n_iter):

8

9 #select a random batch in the test set

10 sample = generator.__getitem__(i)

11 # save a copy as ground truth

12 hist = np.copy(sample)

13 #normalize sample before generation

14 sample = model.normalizer(sample)

15 # compute generation with 15 diffusion steps

16 tmp = model.generate2(np.copy(sample) ,15)

17

18 # Denormalize prediction and g.t.

19 hist = hist * maxRtrain

20 tmp = tmp * maxRtrain

21

22 raw_data[i,:,:,:,:3] = hist[:,:,:,-3:]

23 raw_data[i,:,:,:,3:] = tmp[:,:,:,-3:]

24

25 # compute the metric , sum on last two axis , mean on first.

26 mse = np.mean(np.sum((hist[:,:,:,-3:]-tmp[:,:,:,-3:])**2,axis =(1,2))

,axis =0)

27 history[i] = mse

28 print(mse)

29

30 # add 3 relevant meteric values to array

31 mses += mse[-3:]

32 # return average of all mses

33 return mses / n_iter , history , raw_data

Listing A.8: Evaluation function for Single Diffusion generation.



Appendix B

Ablation study

This appendix provides an ablation study performed during the devel-

opment of the model to find the best configuration. They can be useful

as basic guideline for future experiments and model improvements. Experi-

ments include removal or addition of additional information, with ADDONS

referring to geopotential map and land-sea mask, change in the U-Net ar-

chitecture (e.g., removing the final layer), or changing the number of input

frames used for conditioning. All diffusion model experiments have been

evaluated on single diffusion, except when specified otherwise. eval specified

the portion of test set used for evaluation. All scores refer to MSE values.

Table B.1: Results on EU-20 for various configurations.

Model Score 1h Score 2h Score 3h Details

WF-Unet 2.67e-04 4.87e-04 6.34e-04 Trained by authors on

EU20.

Diffusion model, in-

put: 12 rain, output

frames: 3, batch: 2,

eval: 100%

3.59e-04 5.98e-04 7.77e-04 14 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Continued on next page
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Table B.1 – continued from previous page

Model Score 1h Score 2h Score 3h Details

Diffusion model, in-

put: 12 rain, output

frames: 3, batch 2,

ENSEMBLE: 15, eval

12.5%

2.56e-04 4.17e-04 5.44e-04 14 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Diffusion model, in-

put: 12 rain + AD-

DONS, output frames:

3, batch: 32, eval:

100%

3.23e-04 5.33e-04 6.84e-04 34 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Diffusion model, in-

put: 12 rain + AD-

DONS, output frames:

3, batch: 32, EN-

SEMBLE: 15, eval:

100%

2.59e-04 4.56e-04 5.86e-04 50 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Diffusion model, in-

put: 12 rain + AD-

DONS, output frames:

3, batch: 4, EN-

SEMBLE: 15, eval:

100%

2.28e-04 4.31e-04 5.71e-04 22 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Diffusion model,

input: 12 rain +

ADDONS + 4 WIND,

output frames: 3,

batch: 4, eval: 100%

3.02e-04 5.12e-04 6.80e-04 34(16) epochs, lr:

1e−4. AdamW (no

addons) with weight

decay 0.1 · lr. MAE

as loss. [64, 128, 256,

384] widths and 2

block depth.

Continued on next page
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Table B.1 – continued from previous page

Model Score 1h Score 2h Score 3h Details

Diffusion model,

input: 8 rain + AD-

DONS + 4 WIND,

output frames: 3,

batch: 4, eval: 100%

2.94e-04 5.01e-04 6.56e-04 34(16) epochs, lr: 1e−4

+ 1e−5 . AdamW (no

addons) with weight

decay 0.1 · lr. MAE

as loss. [64, 128,

256, 384] widths and 2

block depth.

Diffusion model,

input: 8 rain + AD-

DONS + 4 WIND,

output frames: 3,

batch: 4, EN-

SEMBLE: 15, eval:

100%

2.28e-04 4.28e-04 5.80e-04 34(16) epochs, lr: 1e−4

+ 1e−5 . AdamW (no

addons) with weight

decay 0.1 · lr. MAE

as loss. [64, 128,

256, 384] widths and 2

block depth.

Diffusion model,

input: 8 rain + AD-

DONS + 4 WIND,

output frames: 3,

batch: 4, UNET EN-

SEMBLE: 10, eval:

100%

2.51e-04 3.99e-04 5.17e-04 34(16) epochs, lr: 1e−4

+ 1e−5. 5 epochs Unet

100/16. AdamW (no

addons) with weight

decay 0.1 · lr. MAE

as loss. [64, 128,

256, 384] widths and 2

block depth.

Diffusion model, in-

put: 4 rain, output

frames: 4, batch: 2,

eval: 100%

3.40e-04 5.67e-04 7.24e-04 24 epochs, (12 lr:

1e−4 + 12 lr: 5e−5).

AdamW (no addons)

with weight decay

0.1 · lr. MAE as loss.

[64, 128, 256, 384]

widths and 2 block

depth.

Continued on next page
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Table B.1 – continued from previous page

Model Score 1h Score 2h Score 3h Details

Diffusion model, in-

put: 8 rain, output

frames: 3, batch: 2,

eval: 100%

3.04e-04 5.14e-04 6.74e-04 24 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Diffusion model, in-

put: 12 rain, output

frames: 3, batch: 2,

eval: 100%

3.28e-04 5.33e-04 6.88e-04 24 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Diffusion model, in-

put: 4 rain + 4 PRES-

SURE, output frames:

3, batch: 2, eval: 100%

3.10e-04 5.19e-04 6.71e-04 16 epochs, lr: 1e−4.

AdamW (no addons)

with weight decay 0.1 ·
lr. MAE as loss. [64,

128, 256, 384] widths

and 2 block depth.

Diffusion model, in-

put: 4 rain + 4 PRES-

SURE, output frames:

3, batch: 2, eval: 100%

3.32e-04 5.90e-04 7.26e-04 24 epochs (possible

overfit!), lr: 1e−4.

AdamW (no addons)

with weight decay

0.1 · lr. MAE as loss.

[64, 128, 256, 384]

widths and 2 block

depth.
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