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Chapter 1

Introduction

1.1 Background and Motivations

The rapid diffusion of wireless devices and the ever-increasing demand for high data
rates have driven the evolution of cellular communication systems. With an eye
on the upcoming 6G era, where demands for even better connectivity and novel
wireless applications are rising, cell-free massive multiple-input multiple-output
(CF-mMIMO) systems have emerged as a promising solution. Firstly, the advent
of massive MIMO technology has engendered significant improvements in wireless
communication systems, predominantly in cellular networks [1]. However, con-
ventional cellular deployments encounter several constraints regarding coverage,
capacity, and interference management. CF-mMIMO [2, 3] is a novel paradigm
that aims to surmount these limitations by harnessing plenty of geographically
distributed access points (APs) that jointly serve multiple user equipments (UEs)
within a given coverage area, thereby obviating the need for artificial cell bound-
aries [4–6]. This architecture offers several advantages over traditional cellular
networks. Primarily, the cooperation of a larger number of APs enhances spatial
diversity and augments the wireless channel quality. Moreover, surrounding UEs
by a large number of low-cost APs constitute a distributed antenna array, thus
providing near uniform, superior service quality within the coverage area. Owing
to its capability to suppress multi-user interference and ensure ubiquitous connec-
tivity, CF-mMIMO has been recognized as a pivotal technology for beyond 5G
(B5G) networks [7].

Nonetheless, the deployment of CF-mMIMO poses several challenges that must
be addressed to fully harness its potential benefits. Signal processing, along with
channel estimation, precoding, and resource allocation tasks, is typically performed
by the central processing unit (CPU). Nevertheless, the information exchange be-
tween the distributed APs entails a significant communication overhead and com-
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1.2. CF-MMIMO 2

putational complexity and necessitates efficient network management to achieve
the real-time performance enhancement offered by the CF-mMIMO concept. Since
the UEs are jointly served on the same resource blocks, the power allocation plays
an important role in suppressing multi-user interference and optimizing the over-
all network performance. Current cellular networks, indeed, suffer from inter-cell
interference, especially at the border of each cell, where a given user resides far
from the serving base station.

In this work, the downlink (DL) power allocation problem is addressed in an
unsupervised learning fashion. The reason behind the choice of learning-based
resource allocation, rather than optimization-based [5, 7, 8], is related to the high
computational complexity associated with iterative algorithms which may preclude
real-time performance. On the other hand, in the learning-based approach, the
main computational cost is related to the neural network training and training
labels generations if supervised learning is adopted as in [9].

In this work, we solely rely on the large-scale fading (LSF) coefficients as in-
put rather than the hard-to-obtain exact UEs locations [10]. The same network
topology as [9] is considered, with sum spectral efficiency (sum-SE) optimization
objective and two different precoding schemes: maximum ratio (MR) and regular-
ized zero-forcing (RZF). There are two main ways of implementing power control:
centralized, where the optimization is entirely performed by the CPU, and dis-
tributed, in which the APs use local environment information in order to optimize
the power control coefficients. In this work, both methods are proposed, however,
the distributed model allows for a more scalable solution when the number of APs
and UEs increases, albeit the global optimum is less likely to be found. In contrast
with [11], a different kind of loss function that takes into consideration the per-AP
DL power constraint and the sum-SE objective is adopted relying on multi-antenna
AP, thus achieving higher network-wide performance. Note that DL power control
is more complicated than uplink (UL), due to a higher number of parameters to
be optimized. Indeed, in DL each AP has to allocate the power to all the UEs
in the network, whereas in UL a single UE has only one power coefficient to be
optimized. It is worth mentioning that throughout the following sections, the pro-
posed methodologies will be explained, ensuring that they are presented in a way
that is accessible to individuals who may not have a deep background in the field
of machine learning

1.2 CF-mMIMO

In the last decades, the use of data services has grown exponentially as more and
more users and machines need to be network-linked. In the future, the existing
infrastructure may not be able to serve the increasing demands. The CF-mMIMO
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(a) Massive MIMO cell (b) Small cells (c) Cell-free

Figure 1.1: Two cellular networks (a), (b) in contrast to a cell-free setup [6].

concept is an emerging novel wireless communication technology that has brought
significant attention in the literature, as one of the possible solutions to overcome
the current deployment limitations. The main idea is to rebuild the existing in-
frastructure, delete the artificial cell boundaries, and make each UE surrounded
and jointly served by a higher number of low-cost geographically dislocated APs.
In this way, ubiquitous connectivity can be provided within a given coverage area.

1.2.1 Cellular and Cell-free Networks

In the ’80s, the first cellular networks were introduced with the primary purpose of
enabling wireless connectivity to a wide range of services over a large geographic
region. Current mobile networks are built as cellular networks, where each cell uses
a fraction of available resources. Each AP resides in the center of a cell and serves
UEs located inside of it, where the strongest SNR is sensed. In the 5G scenario,
the massive multiple-input multiple-output (MIMO) technology represents a key
feature, where a given AP is equipped with a high number of active low-gain
antennas each controlled by different transceiver chains. Note that in this kind of
system, each AP operates individually to serve the UEs within the cell. Massive
MIMO allows for more efficient use of spatial diversity, i.e. by exploiting the very
high beamforming gain of the antenna array, and the received SNR is proportional
to the number of antennas.

A comparison between a massive MIMO cell, small-cells, and cell-free network
is shown in Fig. 1.1. In Fig. 1.1a a massive MIMO cell is depicted, in which a
high number of antennas compose the AP serving the UEs within the coverage
area. However, the network may be affected by large path loss (PL) fluctuations
inside the cell, depending on the UE’s location relative to the AP. Fig. 1.1b
shows a small-cell setup, where eventually the same number of antennas as in Fig.
1.1a are geographically dislocated to create cell densification. In this scenario,
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Figure 1.2: Cell-free network illustration. Many geographically distributed APs
are connected to CPUs via fronthaul links and jointly serve all the UEs within the
coverage area [6].

each AP is equipped with a single antenna, and a UE is served only by one of
them. This architecture poses several challenges in terms of inter-cell interference,
UE mobility, and performance prediction, as well as security issues. A cell-free
network is proposed in Fig. 1.1c. Here, the same number of APs as in the small-
cell setup is adopted, but the APs are intended to jointly serve multiple UEs in the
coverage area. The term cell-free means that no artificial cell boundaries exist as
in conventional cellular networks, and the high number of distributed APs allows
for lower signal-to-noise ratio (SNR) variations compared to a massive MIMO
cell. Note that in traditional cellular systems, the problem of interference persists,
especially in the regions closer to the cell boundaries. By making use of a cell-free
setup, many of the interference issues can be solved.

1.2.2 CF-mMIMO Topology

The CF-mMIMO definition is not related to a site-specific deployment, except
that the topology should be distributed in space. For instance, Fig. 1.2 shows
a possible cell-free network topology. As can be seen, very large groups of APs
are connected to a certain central processing unit (CPU) via fronthaul links, and
CPUs are connected to a core network via backhaul links. Fronthaul links can be
wired or wireless, and are responsible for the cooperation of the APs, while the
backhaul links’ purpose is to receive and send internet data and other sources.
Regarding the fronthaul links, there can be different ways of implementing such
connections, i.e. star or sequential topology. In the former, each AP is connected to
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the CPU with a dedicated fronthaul link, while in a sequential topology a general
fronthaul link may be shared by multiple APs. Note that the star connections
could enable major performance, at the expense of a higher deployment cost due
to the number of cables if the connection is wired. The illustrated topology in
Fig. 1.2 is just a reference, and it refers to fronthaul links in which some APs
reach the proper CPU via neighbors, eventually in a sequential fashion, i.e. radio
stripes [12]. In [12], a cell-free architecture is composed of flexible radio stripes,
in which the deployment cost is cut down thanks to the sequential connection
topology regarding the AP-to-CPU links. Furthermore, sensors and other devices
could be embedded as smart additional features, while being almost invisible as
the stripes are attached to existing construction elements.

Power Control

In order to handle interference among the UEs in a CF-mMIMO network, power
allocation is a crucial aspect that has to be addressed. Specifically, the power con-
trol is performed once every LSF realization, which varies on a large time scale,
caused by moving objects like vehicles or other obstacles in the environment. De-
pending on the chosen scheme, the power allocation can be performed by the CPU
(centralized approach), or directly by the APs utilizing local channel information
(distributed scheme). These two methods will be further discussed in detail in this
thesis.

1.2.3 Benefits and Challenges of CF-mMIMO

This section describes an overview of the main challenges and benefits of a CF-
mMIMO system. One of the primary benefits of cell-free is improved coverage. By
using many small APs instead of a few large ones, the signal can be distributed
more evenly throughout the coverage area. This results in better signal strength
and fewer dead zones. Another advantage is reduced interference. In traditional
cellular systems, UEs in adjacent cells can interfere with each other, resulting in
reduced signal-to-interference-plus-noise ratio (SINR). With CF-mMIMO, since all
the resources are shared throughout the coverage region, the interference can be
dynamically adjusted by leveraging a proper power allocation strategy at the APs.
For instance [12], Fig. 1.3 shows the SE comparison between a cellular massive
MIMO and a CF-mMIMO using 9 APs in a 1000 m×1000 m area. On the left side,
a general UE can experience a strong interference at the cell boundaries, which
causes a low performance. In contrast, the cell-free network, on the right side,
provides almost uniform connectivity as the interference can be avoided thanks to
the cooperation between APs, and the performance is only limited by the path
loss, thus providing non-zero SE throughout all the possible UE locations.
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Figure 1.3: Data coverage. Left: cellular network. Right: CF-mMIMO network.
SE is achieved by UEs at different locations in an area covered by nine APs that
are deployed on a regular grid. Note that 8 bit/s/Hz was selected as the maximal
SE, corresponding to uncoded 256-QAM.

Two main benefits inherited by massive MIMO are channel hardening and
favorable propagation. Both conditions become more and more valid as the number
of antennas at the transmitter grows up to infinity. Channel hardening refers to
the effective channel of a given UE to become asymptotically deterministic, i.e.
the random channel realizations are close to the mean value. On the other hand, in
a multi-user environment, favorable propagation is experienced when the channels
of different UEs are asymptotically orthogonal, thus mitigating the interference
between UEs.

However, there are many challenges associated with the post-cellular network,
such as the increased complexity of the system, synchronization, limited capacity of
fronthaul and backhaul connections, and power allocation. Since all the resources
are shared in the coverage area, the latter plays an important role that must be
handled. In this thesis, we focus on a learning-based solution for the DL power
allocation problem. In particular, centralized and distributed power control will
be tackled using an unsupervised deep learning technique, as optimization-based
solutions for the problem may not allow for a real-time application due to higher
latency.

1.3 Thesis Outline

The thesis is organized as follows. Chapter 2 describes the system model, in-
cluding pilot assignment, channel estimation, DL data transmission, the sum-SE
maximization problem, and the principal metrics employed to evaluate the mod-
els’ performance. In Chapter 3 the proposed centralized and distributed deep
neural network (DNN) structures are presented, explaining how an unsupervised
learning approach can be exploited for the power allocation problem. Chapter 4
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summarizes the simulation results, obtained through different realizations of UEs,
where a comparison with conventional optimization-based algorithms and super-
vised learning solutions against the proposed unsupervised learning approach takes
place.





Chapter 2

System Model and Problem
Formulation

2.1 System Model

The wireless channel is a complex medium to model, due to its time variations
caused by the movement of the transmitter, receiver, and eventually obstacles in
between. The effects of multipath and fading are significant and may reduce the
system performance if left unaddressed. That is, even small movements of the
receiver, in the order of a fraction of wavelength (i.e. centimeters), could lead to
substantial degradation of the channel. Nevertheless, if we examine the channel
over a small time scale, it can be approximated as constant, acting as a linear
time-invariant (LTI) filter. Let us suppose a multiple-input single-output (MISO)
system, where the receiver is equipped with a single antenna, and the number of
antennas at the transmitter is denoted as Nt. The channel model is defined as
follows:

y = hx+ n (2.1)

where x = [x1, x2, . . . , xNt ]
T ∈ CNt×1 is the transmitted array of symbols, y ∈ C

denotes the received symbol, and h = [h1, . . . , hi, . . . , hNt ] ∈ C1×Nt is the channel
vector, where each element represents the channel between the transmit antenna i
and the receive antenna. n ∼ CN (0, σ2) represents the additive complex Gaussian
noise with zero mean and variance σ2.

In Fig. 2.1 is showcased the signal processing performed by the single-antenna
lth AP, i.e. APl, and kth UE, UEk, considering the maximum ratio (MR) precoding
scheme. It can be seen that in the DL case, Fig. 2.1a, the intended symbol sk is
firstly weighted by the conjugate of the estimated channel ĥ∗

kl between UEk and
APl, and then multiplied by the power allocation coefficient µkl. Subsequently,
the processed signal is combined with the signals intended for all the other UEs

9
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(a) Downlink. (b) Uplink.

Figure 2.1: Signal processing using MR precoding/combining at the lth AP (a)
and kth UE (b).

and transmitted. In the UL case, Fig. 2.1b, the UEk necessitates weighting the
desired signal with only a single power coefficient µk.

In this thesis, the same system model of [9] is adopted, which refers to a CF-
mMIMO system with K single-antenna UEs (i.e. Nr = 1) uniformly distributed in
a given service area and served by L APs, each equipped with Nt = N antennas, as
depicted in Fig. 2.4. A block fading channel divided into time-frequency coherence
blocks is considered. The structure of a generic coherence block is depicted in
Fig. 2.2, consisting of a number of subcarriers and time samples over which the
channel response can be approximated as constant and flat-fading. It comprises
τc symbols, of which τp are reserved for pilot assignments and channel estimation
purposes and τd for DL data transmission, i.e., τc = τp + τd. Both orthogonal and
non-orthogonal pilots are considered, i.e., τp = K and τp < K respectively. The
channel between the UEk and APl is denoted by hkl ∈ CN×1 and is modeled by
correlated Rayleigh fading as hkl ∼ CN (0,Rkl), where Rkl ∈ CN×N denotes the
spatial correlation matrix. Finally, the average channel gain βkl from a given APl

to UEk is determined by the average trace βkl =
1
N
tr(Rkl).
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Figure 2.2: Illustration of time-frequency resources divided into coherence blocks.

2.1.1 Coherence Block

If the receiver is moving with a radial velocity v, then the channel coherence time,
denoted as Tc, is typically defined as

Tc =
λ

2v
, (2.2)

where λ is the wavelength. Within Tc the channel can be modeled as time-invariant.
However, if the signal bandwidth is excessively large, it could exhibit frequency
fading at the receiver. To overcome this issue, a limited frequency bandwidth has
to be considered so that the channel is approximately constant. This quantity is
defined coherence bandwidth, denoted as Bc, and it is related to the delay spread
(DS), i.e.:

Bc =
1

DS
, (2.3)

where the DS can be determined by computing the difference between the arrival
times of the first and last signal paths.

2.1.2 TDD Protocol

The most used protocols for channel estimation are the time division duplex (TDD)
and the frequency division duplex (FDD) protocols. In this thesis we focus on the
TDD, where each coherence block contains τc = TcBc symbols and is divided into
three parts: there are τp symbols for the channel estimation phase, τd dedicated for
the DL data transmission and τu for UL data transmission. However, since only the
DL power allocation is considered in this work, we do not consider the UL payload
in the coherence block. Fig. 2.3 illustrates the TDD protocol packet. Note that
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Figure 2.3: TDD protocol packet.

thanks to the channel reciprocity property of the channel, the channel estimation
performed with the UL pilots can be utilized also for the DL data transmission.
In the literature, the number of samples for the UL pilot sequence varies between
5 and 20. However, in scenarios where there are a high number of active UEs in
the network, pilot contamination may arise, resulting in poor channel estimation.

2.1.3 Channel Estimation

The estimation of the wireless channels is commonly performed using UL pilots
in TDD-based communication systems. However, there is a tradeoff between the
number of samples dedicated to the pilot sequence, which influences the estimation
accuracy and the available payload space in a packet. This is due to the fact that
the packet duration cannot exceed the channel coherence time Tc. In this thesis,
for channel estimation purposes, each UE is assigned a random τp-length pilot from
an ensemble of τp orthogonal sequences. Denoting tk ∈ {1, . . . , τp} as the index

of the pilot assigned to the UEk, the signal y
(p)
tkl
∈ CN×1 obtained at APl after

correlating it with the pilot tk is

y
(p)
tkl

=
K∑
i=1
ti=tk

√
τppihil + ntkl, (2.4)

where pi is the transmit power of UE i and ntkl ∼ CN (0, σ2IN) is the additive
Gaussian noise vector at APl. With this information, the channel between the
UEk and the APl can be computed using the minimum mean square error (MMSE)
estimator at each AP as in [6]

ĥkl =
√
τppk Rkl

 K∑
i=1
ti=tk

τppiRil + σ2IN


−1

yp
tkl

∼ CN
(
0, τppkRklΨ

−1
kl Rkl

) (2.5)
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Figure 2.4: Illustration of the considered CFmMIMO network architecture.

whereΨkl = E
{
yp
tkl

(
yp
tkl

)H}
=
∑K

i=1,ti=tk
τppiRil+σ2IN represents the correlation

matrix of the received pilot signal.

2.1.4 Pilot Assignments

In order to access the network, each UE must be assigned a pilot sequence. Many
different pilot assignment schemes exist which can be applied to CF-mMIMO,
like the random pilot assignment, wherein each UE in the network is randomly
assigned to a pilot belonging to a finite set of available pilot sequences. Despite
being simple, this scheme could lead to bad performance, as there is the probability
that co-located UEs are assigned to the same pilot sequence, leading to pilot
contamination.

However, since the pilot assignment is not the main focus of this work, the low-
complexity algorithm proposed in [6] is employed. Assuming there are τp (τp ≤ K)
orthogonal pilots available, the first τp UEs are assigned orthogonal sequences,
while the remaining UEs are assigned to pilots based on the corresponding inter-
ference. For UEk with k = τp + 1, . . . , K, the algorithm proceeds in two steps.
First, the UE selects the AP with the strongest signal as the Master AP. The
determined AP index is computed as:

l∗ = argmax
l∈{1,...,L}

βkl.

Then, the Master AP compares the channel gains with all previously assigned
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(k − 1) UEs and selects the pilot sequence τ ⋆ with the lowest interference, i.e.,

τ ⋆ = argmin
t∈{1,...,τ}

τ∈T

k−1∑
i=1
ti=tk

βil∗ . (2.6)

This process continues sequentially for the rest of the UEs. This pilot assign-
ment strategy enables a greater focus on the power allocation problem and prevents
multiple co-located users from being assigned the same pilot sequence, which can
lead to ambiguity in the training set and different channel estimation accuracy for
similar channel gains.

2.1.5 Downlink Data Transmission

In a cell-free network, a given UE is served by all the available APs, resulting in a
received DL signal at UEk as follows

y
(dl)
k =

L∑
l=1

hH
kl

K∑
i=1

√
ρilwilsi + nk, (2.7)

where ρil is the DL power coefficient by APl to UEk using the normalized precoding
vector wil ∈ CN×1 such that ||wil|| = 1 within the channel coherence time. More-
over, si represents the zero-mean symbol transmitted for UE i and nk ∼ CN (0, σ2)
is the noise at UEk.

The following equation expresses the lower bound for the DL SE in a CF-
mMIMO system [5, Lem. 1], where the minimum achievable SE for the UEk is

SEk =
τd
τc

log2(1 + SINRk), (2.8)

where

SINRk =
(aT

kµk)
2∑K

i=1 µ
T
i Bkiµi − (aT

kµk)
2 + σ2

(2.9)

represents the SINR for UEk and

µk = [µk1 . . . µkL]
T ∈ RL×1, µkl =

√
ρkl (2.10)

ak = [ak1 . . . akL]
T ∈ RL×1, akl = E{hH

klwkl} (2.11)

Bki ∈ RL×L, blmki = ℜ
(
E
{
hH
klwilw

H
imhkm

})
. (2.12)

The arrays µk and ak are defined as the square root of the DL power coefficients
and the signal from AP1...L to UEk, respectively. The element blmki denotes the
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element (l,m) in matrix Bki, representing the mutual interference between UEk

and UEi. Note that the expected values from (2.11) and (2.12) are intended to
be averaged over several channel realizations, such that the channel model is not
biased by a particular setup.

Precoding Schemes

In this work, multi-antenna APs are taken into consideration. The use of multiple
antennas at the transmitter has the potential to exploit spatial diversity thanks to
precoding schemes. In this work, MR and regularized zero-forcing (RZF) precoding
schemes are implemented at each AP, defined as follows

w̄kl =


ĥkl for MR,(∑K

i=1 piĥilĥ
H
il + σ2IN

)−1

pkĥkl for RZF,
(2.13)

where ĥkl is the estimated channel between APl and UEk, which is computed
according to eq. (2.5). The precoding vector is defined as wkl = w̄kl/||w̄kl||, such
that the power budget constraint holds within each coherence block.

2.2 Problem Formulation

In this section, the DL power allocation problem is formulated. The objective is to
maximize the network SE by optimizing the power coefficients. To further evaluate
the performance, spectral and total energy efficiency are taken into consideration,
along with Jain’s fairness index.

2.2.1 Sum-SE Maximization

The goodness of the power allocation can be measured with the sum-SE met-
ric. Therefore, in this section, the Sum-SE maximization for the power allocation
problem is formulated. The objective is to find the DL power allocation coefficients

{µkl ∈ R : µ2
kl = ρkl : ∀k, l}

that maximize the Sum-SE while guaranteeing the per-AP power budget con-
straints. The maximization objective is expressed in terms of the variables {µkl}.
It is worth noting that no constraint for the sign of µkl is applied, as the vari-
ables always appear in quadratic forms. The Sum-SE maximization problem is
formulated as follows:
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maximize
{µkl:∀k,l}

K∑
k=1

log2(1 + SINRk)

subject to
K∑
k=1

µ2
kl ≤ P (dl)

max, l = 1, . . . , L, (2.14)

where P
(dl)
max is the maximum available power for each AP, and removing the con-

stant pre-log factor of the spectral efficiency (SE) in (2.8) does not influence the
maximization objective. The problem (2.14) is non-convex and finding the opti-
mal solution is highly complicated. In [9] a sub-optimal solution using a complex
heuristic iterative algorithm is obtained, called weighted minimum mean square
error (WMMSE), and solved with the closed-form alternative direction method of
multipliers (ADMM) [5, Alg. 1].

2.2.2 Main Performance Indicators

Total Energy Efficiency

Another important metric used to assess the power allocation solution is energy
efficiency, which is further formulated for a cell-free network. In this regard, the
power consumption model from [13] is adopted, which takes into account the power
related to the APs and fronthaul links as follows:

Ptotal =
L∑
l=1

Pl +
L∑
l=1

Pfh,l, (2.15)

where Pl accounts for the circuit power consumption at the APl, and Pfh,l is the
power of the fronthaul link between the APl and the CPU. To be more precise, we
can express these two quantities in the following equations. The power consumed
by the APl can be modeled as

Pl =
1

αm

K∑
k=1

µ2
klβkl +MPtc,l,

where 0 < αm ≤ 1 coefficient represents the power amplifier efficiency, and Ptc,l

summarizes the power required to supply the circuit components related to each
antenna of the APl. On the other hand, the power attributed to the connection
between the CPU and a given AP is expressed as

Pfh,l = P0,l +B · SE({µkl}) · Pt,l
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where B is the system’s bandwidth, whereas P0,l and Pt,l denote the traffic-
independent and the traffic-dependent power required to run the lth link, respec-
tively. The latter quantity is expressed in Watt per bit/s. Finally, the total energy
efficiency is defined as the ratio between the sum-throughput (bit/s) and the total
power consumption (Watt):

EE =
B ·
∑K

k=1 SEk(µk)

Ptotal

. (2.16)

Jain’s Fairness Index

The Jain’s fairness index for the DL power allocation problem can be formulated
as

J (SE) = J (SE1, . . . , SEK) =

(∑K
k=1 SEk

)2
K
∑K

k=1 SE
2
k

, (2.17)

where 1
K
≤ J (SE) ≤ 1 represents an index that quantifies the fairness among

all UEs. Jain’s fairness index achieves the unitary value when all the UEs are
allocated the same resource, which represents the best case in terms of fairness.





Chapter 3

Learning-Based Power Allocation

3.1 Unsupervised Learning Approach

This section aims to outline the essential characteristics of the unsupervised learn-
ing approach, which is adopted in this work for power allocation purposes. The
capacity to approximate almost any non-linear function mapping is one of the
most fascinating features of neural networks, along with the ability to handle huge
amounts of parameters. However, to achieve such capabilities, the DNN models
need extensive training before being deployed. It is important to emphasize that
the size of the training dataset, i.e. training set, is not constrained; in fact, having
more data for training is typically beneficial for neural network generalization. In
deep learning, indeed, the goal is to enable a model to predict unknown patterns.
Furthermore, to measure the quality of the training, the loss function metric is
employed. It maps the DNN output to a scalar value as followsLsup = J1(ypred, ytrue)

Lunsup = J2(ypred),
(3.1)

where Lsup and Lunsup represent the supervised and unsupervised loss function,
whereas ypred and ytrue are the DNN prediction and expected outcome, respectively.

There are two main ways of training a DNN: supervised and unsupervised
learning, whose differences are shown in Fig. 3.1. In the supervised learning
approach, each entry of the training set is associated with a label, ytrue, which
is required to further compute the loss function. For instance, mean squared
error (MSE) and mean absolute error (MAE) are two examples of supervised loss
functions, defined as

LMSE =
1

n

n∑
i=1

(
ypred,i − ytrue,i

)2
19
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(a) Supervised. (b) Unsupervised.

Figure 3.1: Different ways of training a neural network: supervised and unsuper-
vised learning techniques.

LMAE =
1

n

n∑
i=1

∣∣∣ypred,i − ytrue,i

∣∣∣,
where n is the dimension of the output layer. In both cases, when the loss function
approaches zero indicates that the model is effectively approximating the target
solution. However, the unsupervised learning counterpart implies some important
differences in the training phase. Firstly, the expected outcome is not required,
since the loss function only depends on the DNN prediction. This represents a
huge advantage as label generation is one of the main drawbacks of supervised
learning techniques, being time-consuming and resulting in additional complexity.
In this regard, one can arbitrarily define a custom loss function that the DNN
model aims to minimize. It is worth noting that, unlike the supervised learning
approach, the loss value is not constrained to be zero, and can eventually become
negative signed. In this work, the outlined advantages of unsupervised learning are
exploited, and the following sections will explore the application of this approach
in a CF-mMIMO network.

3.2 Centralized DNN

In a centralized approach, the CPU is responsible for managing the network-wide
resources. A fully-connected feed-forward DNN is indeed defined at the CPU,
where the inputs are the set of LSF coefficients {βkl : ∀(k, l)}, as depicted in
Fig. 3.2a, sensed by all the APs. The best square root of the transmit power
coefficients provided by the model {µ∗

kl : ∀(k, l)} are intended to serve all the UEs
in the network.
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3.2.1 Heuristic Pre-processing

The LSF coefficients are properly processed before being set as the DNN input.
We adopt the same heuristic scaling as [9] which is similar to [14]. The fractional
DL power allocation, according to the authors, results in improved performance
during the DNN training, and is formulated as follows:

ρ′kl =
√

P dl
max

(βkl)
v∑K

i=1(βil)v
∀(k, l), (3.2)

where v is a tunable parameter that attenuates the channel gains. The term
”fractional” refers to the fact that the heuristic scaling in eq. (3.2) assigns a
fraction of the available power at APl to each UE, according to the LSF coefficients.

3.2.2 DNN Structure

In Table 3.1 the DNN structure is summarized. The inputs are the scaled version
of all the channel gains, as shown in eq. (3.2), while the square roots of the power
allocation coefficients are the output of the DNN. Relu and linear activations are
used in the hidden and output layer(s) respectively. The number of layers, as
well as neurons per layer, have been chosen from [9] and then adapted via trial
and error methodology. The use of batch normalization layers keeps a limited
range of values, resulting in increased numerical stability, thus mitigating the oc-
currence of exploding or vanishing gradients during the training phase. A detailed
representation of the training process is shown in Fig. 3.3a, where the heuristic
pre-processing of the input and the loss function computation are highlighted.

3.3 Distributed DNN

To allow for a scalable solution, a fully-distributed DNN implementation is pro-
posed. In this scheme, as illustrated in Fig. 3.2 and depicted in more detail in Fig.
3.3b, each AP is equipped with a proper DNN, trained using solely local channel
information from all the UEs {βkl : ∀k}, easily measurable at the AP level. A
fully-connected feed-forward DNN is employed, whose structure is illustrated in
Table 3.2. It is worth noting that the distributed DNN model may not provide
an optimal solution to the problem, as it only takes local information as input for
each DNN. This is in contrast to a centralized scheme, where all the network-wide
information is known at the CPU.

With the aim of maximizing the training performance of the distributed DNN,
the raw LSF coefficients need to be properly scaled before being processed by the
model. In this case, rather than computing the ensemble at the CPU, each APl,∀l
performs the heuristic scaling given in (3.2), ∀k.
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Figure 3.2: Learning stage illustration for (a) centralized and (b) distributed
DNNs.

3.3.1 DNN Structure

The DNN structure related to a given APl is summarized in Table 3.2, it en-
compasses three hidden layers with batch normalization layers in between, for the
same reason as per the centralized DNN. The layout of the distributed DNN also
includes an input layer with K neurons and an output layer with the same di-
mension. Relu and Linear activation functions are employed for the hidden and
output layer(s) respectively.

3.4 Distributed DNN with Side Information

Aiming to improve the performance of the distributed DNN, we incorporate an
additional side information from all APs. The employment of a supplementary
feature vector confers higher performance than the classic distributed model, at
the expense of slight increase of computations by the UEs to share the additional
information.
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(a) Centralized DNN.

(b) Distributed DNN.

Figure 3.3: Structure of the DNN training for the DL power allocation problem.
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Table 3.1: Structure of the proposed centralized DNN.

Size Parameters Activation Function
Input KL - -

Layer 1 (Dense) 480 154080 Relu
Batch Norm 480 1920 -

Layer 2 (Dense) 640 307840 Relu
Batch Norm 640 2560 -

Layer 3 (Dense) 480 307680 Relu
Layer 4 (Dense) KL 153920 Linear

Table 3.2: Structure of the proposed Distributed DNN, related to
one AP.

Size Parameters Activation Function
Input K - -

Layer 1 (Dense) 40 840 Relu
Batch Norm 40 160 -

Layer 2 (Dense) 60 2460 Relu
Batch Norm 60 240 -

Layer 3 (Dense) 40 2440 Relu
Layer 4 (Dense) K 820 Linear

Table 3.3: Structure of the proposed Distributed DNN with Side In-
formation, related to one AP.

Size Parameters Activation Function
Input 2K - -

Layer 1 (Dense) 60 1260 Relu
Batch Norm 60 240 -

Layer 2 (Dense) 120 7320 Relu
Batch Norm 120 480 -

Layer 3 (Dense) 60 7260 Relu
Batch Norm 60 240 -

Layer 4 (Dense) 40 2440 Relu
Layer 5 (Dense) K 820 Linear
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3.4.1 DNN Structure

The architecture of the distributed DNN with side information is outlined in Tab
3.3. Owing to the additional feature vector, the input dimension is doubled with
respect to the distributed DNN, thus having 2K input neurons. Then, the di-
mension of the hidden layers enlarges to 128 in the second hidden layer and it
subsequently decreases until the output layer. As for the other proposed models,
batch normalization layers have been employed in between the hidden layers with
Relu activation functions for the hidden layers and Linear activation concerning
the output layer.

3.4.2 Side Information

In addition to the classic distributed DNN scheme, another feature vector (side in-
formation) is considered as input to each DNN. The main reason for introducing it
is to attain higher spectral efficiency by exploiting the knowledge of non-local chan-
nel statistics. Specifically, the distributed model only accounts for local channel
information, thereby precluding the knowledge of the inter-relations between the
LSF coefficients. Therefore, along with (3.2), the side information can be utilized
to produce an additional DNN input by integrating it in the equation below:

ρ′′kl =
√

P dl
max

(βkl)
v∑L

i=1(βki)v
∀k, (3.3)

where it expresses the ratio of the LSF coefficient from the APl to UEk, to the
LSF coefficients sensed from all APs to UEk. The side information can be extrap-
olated without the need to exchange data between APs via fronthaul links. Let us
assume moving the UE side the (3.3) denominator computation. By utilizing this
approach, each UE then broadcasts the relation between itself and every other AP
in the network using standard control signaling channels [9].

3.5 Custom Loss Functions

When a large number of parameters have to be optimized using unsupervised learn-
ing, Lagrange multipliers can be exploited to translate the sum-SE maximization
problem in a custom loss function [15]. The flexibility in defining custom loss func-
tions is one of the advantages of unsupervised learning. In this section, we propose
different types of loss functions each tailored to specific computation, and they all
share a common objective of maximizing the sum-rate. Of particular importance
is the fact that all designed loss functions incorporate a term dedicated to meeting
the per-AP power constraint.
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Sum-SE Loss Function

We define a custom loss function as follows

Lsum-SE = − 1

K

K∑
k=1

log2(1 + SINRk)︸ ︷︷ ︸
Objective

+C

L∑
l=1

relu

(
K∑
k=1

µ2
kl − P dl

max

)
︸ ︷︷ ︸

Constraints

, (3.4)

where it contains the opposite of the sum-rate and a term proportional to the DL
power budget constraints, using a constant C = 0.1 as a Lagrange multiplier. Note
that by minimizing the loss function defined in (3.4), we can go beyond the limits
of sub-optimal labels and improve the DNN’s performance as long as the per-AP
power budget constraint is met1.

Max-prod Loss Function

Another custom loss function based on maximizing the product of the SINR among
the UEs, namely max-prod, is defined as follows

Lmax-prod = − log2

K∏
k=1

SINRk + C
L∑
l=1

relu

(
K∑
k=1

µ2
kl − Pdl

max

)
︸ ︷︷ ︸

Constraints

, (3.5)

where the first term is derived from [11], and the second is added in order to ensure
that the power budget constraint is met.

Max-min Loss Function

Lastly, the max-min loss function is customized from [11]. The term max-min
refers to the maximization of the minimum SINR among the UEs. Let σ represent
the sigmoid function

σ(x) =
1

1 + e−x
,

1The SINRk computation requires the knowledge of ak ∀k andBki ∀(k, i) as in (2.9). However,
this information is required only during the training phase: once the models are fully trained
they solely rely on the LSF coefficients during inference.
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then, the custom max-min loss function is defined as follows

Lmax-min =−
K∑
k=1

σ

(
0.3

SINRk + 0.001

)
+ A · SINRmin

+ C

L∑
l=1

relu

(
K∑
k=1

µ2
kl − P dl

max

)
︸ ︷︷ ︸

Constraints

, (3.6)

where A and C are constant values and, again, the power budget constraint term
is added to act as a penalty in the case it is not met. The first two terms of the
max-min loss function are inherited from [11]. It is worth noting that the max-
min loss not only focuses on maximizing the minimum SINR. In fact, the sum of
sigmoid functions ensures UE fairness, by optimizing the SINR of the UEs with
better channel conditions as well.

3.6 LSF-based AP Selection

CF-mMIMO networks are characterized by a large number of fronthaul connec-
tions, compared to co-located mMIMO systems, to allow data transfer between
the CPU and the APs. Consequently, this section presents an LSF-based AP se-
lection algorithm from [13] that mainly focuses on seeking a balance between the
AP involvement while maintaining a comparable performance achievable by uti-
lizing all available APs. To this end, the strongest subset of APs that contribute
to spatial diversity gains, i.e. the closest, are selected. Due to the impact of path
loss, APs located at a significant distance from a specific UE contribute less to its
overall performance, therefore, the selection of APs is based on the largest LSF
coefficients. The algorithm is described in Alg. 1. It is worth noting that the selec-
tion is performed after the DNN inference. In this process, the power coefficients
of non-selected APs are set to zero, ensuring the APs’ deactivation. This step is
determined by the criterion that considers the δ% of the channel gain, as follows

|Lk|∑
l=1

βlk∑L
i=1 βik

≥ δ%, (3.7)

where βk = {β1k, . . . , βLk} is the set of LSF coefficients sorted in descending
order. The subset Lk, with |Lk| ≤ L, denotes the group of APs for the kth

UE that satisfies the condition stated in eq. (3.7), and δ% ∈ (0, 1] is the AP
selection parameter, indicating the desired percentage threshold. Note that, as δ%
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Algorithm 1: Largest-LSF-based AP selection algorithm for UEk.

Input: LSF coefficients βk = {β1k, . . . , βLk}, selection parameter δ%
Output: Selected subset of APs Lk, |Lk| ≤ L

1 Lk = ∅ // Set of active APs for the kth UE
2 S = 0 // Cumulative sum

3 βk ← Sort βk in descending order

4 for βlk in βk do

5 Calculate βlk∑L
i=1 βik

6 Update S = S + βlk∑L
i=1 βik

7 Lk ← Lk ∪ APi(l)

8 if S ≥ δ% then
9 Break

10 end

11 end

12 return Lk

diminishes, the selection criterion becomes more stringent, leading to fewer power
coefficients set to zero, which enables system optimization based on the desired
tradeoff between performance and energy efficiency.

3.7 Complexity Analysis

This section provides a computational complexity analysis related to the proposed
DNN-based power allocation, compared to existing solutions that make use of
optimization-based algorithms [5] and supervised learning-based frameworks, such
as [9]. The complex optimization-based algorithm WMMSE-ADMM [5] is char-
acterized by a computational complexity of O(L3K), as the L× L matrix inverse
in [5, Eq. (48)] has the major impact in terms of big-O, and it has to be performed
for each AP-UE pair in the network.

As stated in sec. 3.1, the unsupervised learning approach circumvents the com-
putational complexity associated with the WMMSE-ADMM algorithm, since the
generation of training labels is not required. It is worth emphasizing that the label
generation phase in supervised learning-based approaches mainly contributed to
the overall computational complexity. However, the supervised and unsupervised
learning methods share the complexity in training the neural networks. In partic-
ular, a DNN equipped with Γ layers, with γi being the number of neurons of the
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Table 3.4: Computational time comparison in milliseconds.

ADMM [5] Sup. [9] Uns. Distr. Uns. Distr-SI Uns. Centr.
MR 88,6 8,8 8,8 10 4,6
RZF 131,7 9,2 9,2 10,3 5,2

ith layer, the total amount of required multiplications and additions is γiγi−1 for
i = 1, . . . ,Γ. In addition, each layer has to compute

∑Γ
i=1 γi activation functions.

The DNN model training has to be performed only once. The distributed DNN
represents a more scalable architecture than the centralized one, as the input and
output layers do not depend on L. Hence, as the number of APs L increases,
the centralized DNN’s overall size may not constitute an implementable solution
because of the training complexity. Furthermore, in the inference stage, the cen-
tralized solution requires all the APs to transmit the relative LSF coefficients to
the CPU, which then predicts the power coefficients through the trained DNN and
sends them back to the APs via the fronthaul links. This process results in latency
in the communication between APs and the CPU. However, this phenomenon does
not arise in the distributed DNN solution, as each AP utilizes its local estimated
LSf coefficients to predict its own power coefficients.

Moreover, the computational time comparison between the WMMSE-ADMM,
supervised, and proposed unsupervised learning solutions is provided in Tab. 3.4.
It is obtained by averaging the inference stage over multiple iterations in an Intel
i7 Core processor. Each entry in Tab. 3.4 refers to the entire power allocation
process. It can be seen that the learning-based power allocation requires about
one order of magnitude less than the optimization-based one, resulting in about
10 ms. This substantial reduction in the inference time allows for real-time power
allocation updates, demonstrating the capability of the deep learning approach to
mitigate the computational time associated with traditional optimization-based
methods, such as the WMMSE-ADMM algorithm [5].





Chapter 4

Performance Evaluation

In this chapter, the performance of the proposed DNN models is evaluated, com-
paring them to benchmark solutions in terms of spectral efficiency and energy
efficiency. Additionally, the training performance of the custom DNN loss func-
tions is analyzed.

4.1 Simulation Setup

In this section, a comprehensive description of the simulation setup is provided,
which pertains to an urban microcell environment. Our study focuses on a CF-
mMIMO network operating within a 1000m × 1000m coverage area, whose pa-
rameters are illustrated in Tab. 4.1. The simulation setup comprises L = 16 APs,
equipped with N = 4 antennas, jointly serving a population of K = 20 uniformly
distributed UEs. Precisely, the APs are placed in a 4× 4 grid with an additional
random noise term. Fig. 4.2 illustrates a snapshot of the system. The perfor-
mance evaluation dataset encompasses 10.000 UE distributions, independent of
the training set. We consider both orthogonal and non-orthogonal pilots’ case
(τp = {10, 20}) over a 20MHz bandwidth channel with a −94 dBm receiver noise
power. The maximum DL available power for each AP is designated as P dl

max = 1
W, whereas each UE transmits with a power of pi = 100 mW during the channel
estimation phase. The path loss model βkl between the UEk and the APl matches
well with the 3GPP urban microcell standard at the carrier frequency of 2 GHz,
as [1, 5].

βkl = −30.5− 36.7 log10

(
dkl
1m

)
(4.1)

where dkl represents the distance between UEk and APl, and the path loss exponent
is α = 3.67.

31
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Table 4.1: Table of the Simulation Parameters

Parameter Value
Area of interest (wrap around) 1000m× 1000m

Carrier frequency 2GHz
Bandwidth 20MHz

Number of APs L = 16
Number of UEs K = 20

Number of antennas per AP N = 4
Pathloss exponent α = 3.76

Per-AP maximum DL transmit power P dl
max = 1W

UL transmit power pi = 100mW
UL/DL noise power −94 dBm

Coherence block length τc = 200
Pilot sequence length τp = 10

Figure 4.1: Flowchart description of the proposed unsupervised learning frame-
work.
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The centralized and distributed DNN models are trained with the methodolo-
gies depicted in Fig. 3.3a and 3.3b, respectively, utilizing the Tensorflow frame-
work and an Nvidia RTX A6000 Graphing Processing Unit (GPU). Regarding the
dataset, 50.000 network setups are considered each generated with varying UE
locations, given a fixed APs topology. The dataset is partitioned into 90% for the
training set and 10% for the validation set. The Adam optimizer facilitates gradi-
ent descent, and the learning rate is progressively adjusted from an initial value of
0.001. Early stopping is adopted to circumvent overfitting during training, and the
number of epochs and batch size are determined via a trial-and-error methodology.

4.2 Code Instructions

The flowchart in Fig. 4.1 illustrates the step-by-step process for executing the pro-
posed unsupervised learning framework in Python language. Particular emphasis
is attributed to the description of the key stages involved in the process, from data
preparation to model evaluation.

To generate the dataset for feeding the DNNmodels, the generate_dataset.py
file has to be run. It stores the entire dataset of channel gains, signals, and in-
terference of the network for the regularized zero-forcing (RZF) and maximum ra-
tio (MR) precoding schemes, i.e.: dataset__betas_MR.npy, dataset__a_MR.npy,
and dataset__B_MR.npy.

After the dataset generation, the desired DNN model has to be selected and
trained between training_[model].py, where [model] can be either centr, distr,
or distr-si, depending on the chosen DNN. Each code outputs a file with the
extension .h5 containing the trained weights of the DNN, and training/validation
loss functions inside the loss/[model] folder. Subsequently, the DNN testing
can be performed by running load_model_[model].py, which takes as input the
trained DNN weights and the dataset and outputs the spectral efficiency of the
current solution. Indeed, load_model_[model].py performs the DNN inference
and calculates the cumulative density function (CDF) of the SE per user and total
SE averaged over plenty of user distributions. Finally, the results are grouped and
loaded by the plots.py file, which generates the figures used in this work and
in [16].

4.3 Simulation Results

4.3.1 Orthogonal vs Non-orthogonal Pilots

This subsection aims to assess the performance of the centralized and distributed
DNN models previously described in section 3. The sum-SE maximization objec-
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Figure 4.2: A realization of the cell-free network simulation, with uniformly dis-
tributed UEs in the squared area.

tive is considered, and the CDF of the spectral efficiency per UE is shown in Fig.
4.3, under plenty of UE locations. In particular, Fig. 4.3a and Fig. 4.3b con-
sider the CDF of spectral efficiency per UE according to MR and RZF precoding
schemes, respectively. As a benchmark, the proposed unsupervised DNN models
are compared to the optimization-based WMMSE-ADMM [5] algorithm utilized
in [9] to generate the training labels. Let us focus on the UEs that experience bad
channel conditions, that is, lower values of spectral efficiency. Conversely, a slight
performance improvement in the orthogonal pilots’ case can be noticed, regardless
of the precoding scheme being MR or RZF. Indeed, pilot contamination happens
when utilizing non-orthogonal pilots, leading to poor channel estimation for the
most unfortunate UEs due to the added interference. Given UEs with good chan-
nel conditions, i.e. high SINR, the channel estimation accuracy is higher. In this
case, it is not crucial to have more pilot symbols (i.e. orthogonal pilot’s case), and
having more space for data in the coherence block allows for better throughput
when non-orthogonal pilots are used. Overall, our proposed DNNs exhibit similar
capabilities in approximating the power coefficients when utilizing either orthogo-
nal or non-orthogonal pilots. As a result, the subsequent sections will focus on a
more realistic scenario with non-orthogonal pilots.

4.3.2 Custom Loss Functions Comparison

The unsupervised learning approach has proven to be significantly more versatile
and practical compared to its supervised counterpart. Hence, in this subsection,
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Figure 4.3: Empirical CDF of the DL spectral efficiency per UE, orthogonal
and non-orthogonal pilots with Lsum-SE loss function, utilizing different precod-
ing schemes.

the benefits of unsupervised learning are exploited by leveraging its flexibility to
approximate the power allocation coefficients using custom-designed loss functions.

Performance of the DNN models

Fig. 4.4 illustrates the spectral efficiency per UE for the centralized DNN, where
Fig. 4.4a and Fig. 4.4b have been obtained using MR and RZF precoding, respec-
tively. For the sake of comparison, we show the effectiveness of the Lmax-min (3.6)
and Lmax-prod (3.5), along with the Lsum-SE (3.4) loss function. It is evident that the
centralized DNN based on the Lsum-SE loss function is the best configuration for the
RZF precoding, outperforming the supervised learning-based solution. However,
for MR precoding in Fig. 4.4a, Lmax-prod focuses on proportional fairness, which
strikes a good balance between max-min fairness and sum-SE maximization. On
the other hand, Lmax-min yields enhanced fairness among the users with inferior
channel conditions, albeit at the expense of sacrificing a portion of the spectral
efficiency for the most fortunate UEs.

In fact, as Fig. 4.5a depicts the CDF of the minimum SINR for MR precoding,
it is noticeable how the Lmax-min loss function provides the best UE fairness, which
is quantified in Table 4.2 with the Jain’s fairness index. It is worth recalling that
the unitary value is achieved when all the UEs experience the same SE, which
represents the best case in terms of fairness. According to Table 4.2, Lmax-min

loss function provides the best fairness with a value of 0.95. Regarding Fig. 4.5b,
which refers to the CDF of the minimum SINR for the RZF precoding case, the
model that showcases the highest performance is the one with Lsum-SE custom loss
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Figure 4.4: CDF of the DL spectral efficiency per UE regarding the centralized
DNN, evaluated with different custom loss functions.
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Figure 4.5: CDF of the minimum SINR evaluated for different custom loss func-
tions, equal power allocation, and supervised learning counterpart.
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Table 4.2: Jain’s fairness index table.

Sum-SE Max-Min Max-Prod Equal P. Sup.
MR 0,88 0,95 0,89 0,87 0,86
RZF 0,96 0,96 0,92 0,89 0,95
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Figure 4.6: Training loss function for centralized and distributed DNN.

function, with a UE fairness of 0.96. Therefore, the following subsections will
consider only the loss function with better results, that is Lsum-SE.

Training Loss

The training loss function curve for the centralized and distributed DNNs is shown
in Fig. 4.6. Fig. 4.6a showcases the centralized DNN’s train and validation loss in
the case of MR and RZF precoding. It can be seen that the train and validation
curves decrease and are close to each other, while the learning stage is interrupted
through the use of early stopping, aimed to avoid overfitting. Moreover, the pres-
ence of the spikes is attributed to the power constraint term in expression (3.4)
being temporarily violated. This is due to the fact that the centralized model,
aiming to improve the overall performance, attempts to increase the transmitting
power at the APs, resulting in a penalty in the Lsum-SE loss function. On the
other hand, the distributed DNN loss function in Fig. 4.6b shows a similar trend:
the loss decreases with increasing epochs and the absence of the spikes can be
attributed to the fact that the smaller DNN model only controls one AP, requiring
fewer epochs to train and providing smoother learning.
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Figure 4.7: Empirical CDF of spectral efficiency per UE, comparison between the
proposed DNN models using the Lsum-SE loss function with RZF precoding.

4.3.3 DNN Models Comparison

This subsection evaluates the performance of the proposed DNN models, described
in section 3, by considering the CDF of the spectral efficiency per UE. In particu-
lar, the centralized, distributed, and distributed with side information DNNs are
considered with RZF precoding, as illustrated in Fig. 4.7. Furthermore, as a
benchmark, equal power allocation and the ADMM results are depicted as well,
since the latter demonstrates a near-optimal solution for the problem. As stated
in the literature [17,18], learning-based solutions have more potential for improve-
ment when precoding schemes aimed to suppress interference are utilized, such as
the RZF precoding. In fact, the latter precoding scheme allows the centralized
DNN to fully exploit the network-wide LSF coefficients, thus reaching the closest
result to the ADMM and providing around 10% of improvement compared to the
90%-likely spectral efficiency of the distributed DNN. Moreover, the distributed
model with side information outperforms the traditional distributed DNN, lever-
aging the additional non-local information about the environment. Nonetheless,
it does not attain the same level of approximation as the centralized solution.

4.3.4 Total Spectral Efficiency Comparison

This subsection investigates the performance of the proposed unsupervised DNN
models under the total spectral efficiency metric. Indeed, Fig. 4.8a depicts the
total SE of the CF-mMIMO network, obtained through many UE configurations.
In particular, Fig. 4.8a shows the total spectral efficiency using MR and RZF
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Figure 4.8: CDF of the total SE per UE under RZF precoding.

precoding schemes, respectively. As equation (2.14) is formulated to maximize
the total spectral efficiency, its impact on the performance of the DNN models is
evident. Notably, Fig. 4.8a demonstrates that the proposed unsupervised DNN
models significantly outperform the heuristic power allocation solution [14] more
than 20%, as well as the equal power distribution. In addition, even the supervised
counterpart is being outperformed by our distributed and centralized DNN models,
with a relative improvement of 5 % and 10 %, respectively. The quasi-optimal
power allocation solution is provided by the ADMM algorithm [5], where a major
gap can be noticed in the figure.

Furthermore, to prove the robustness of the unsupervised learning approach, we
feed the DNN with a perturbated version of the dataset, considering a log-normal
shadowing effect characterized by a standard deviation of 1 dB and truncated at
3 dB. The introduction of a small perturbation in the LSF input simulates the
presence of obstacles that can be encountered in a real environment. Specifically,
in Fig. 4.8b, the CDF of total spectral efficiency is depicted. It can be seen that the
perturbation has a negligible effect on the distributed DNN, while degrading the
performance of about 1.3 % in the case of the centralized DNN. In fact, the input
vector contains all the LSF coefficients of the cell-free network. As a consequence,
any variation in the LSF coefficients directly impacts the inter-relations among the
AP-UE pairs.

4.3.5 AP Selection and Total Energy Efficiency

To further improve the unsupervised DNN models’ performance from an energy
efficiency point of view, an LSF-based AP selection is employed after the DNN
power coefficients prediction. Fig. 4.9a illustrates the CDF of the total SE, re-
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Figure 4.9: Effect of the AP selection on (a) total SE and (b) total EE, considering
the distributed DNN with MR precoding.

Table 4.3: AP selection: tradeoff between performance and Energy
Efficiency.

Threshold δ% APs Serving [%]
90%-likely

SE degradation[%]
95 % 29,5 % 1,7 %
90 % 19,2 % 4 %
80 % 12,6 % 8,9 %

ferring to the distributed DNN with MR precoding and Lsum-SE loss function. To
illustrate the impact of the AP selection, we showcase the difference between the
supervised DNN solution and the one provided by the distributed unsupervised
DNN model with the AP selection algorithm. It can be noticed a slight spectral
efficiency performance degradation in Fig. 4.9a as the δ% parameter decreases.
This is due to the fact that after the distributed DNN’s power allocation infer-
ence, many more power coefficients are set to zero according to the AP selection
process. However, the performance degradation is balanced with the system’s en-
ergy efficiency. Indeed, Fig. 4.9b shows how the AP selection algorithm influences
the network energy efficiency by improving it.

In particular, by selecting the APs contributing to the 95% of largest LSF
coefficients (i.e. δ% = 0.95), the total spectral efficiency performance in Fig. 4.9a
is almost identical to the case where the AP selection is not used. However, by
deactivating many power coefficients, the total energy efficiency of our proposed
DNN model significantly outperforms the supervised one, as can be seen in Fig.
4.9b. To quantify the tradeoff between the total spectral efficiency performance
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and total energy efficiency, Tab. 4.3 indicates the average percentage of the active
power coefficients and spectral efficiency degradation with different values of δ%.
For instance, if δ% = 0.95, a UE is served by only 30% of APs on average, leading
to a degradation of only 1, 7% compared to the use of all the APs for a given
UE. It is worth noting that, in most cases, the DNN inference strongly meets the
per-AP power budget constraint, with an abundance of power coefficients having
near-zero values. This implies that the AP selection algorithm plays an additional
role, as a subset of the closest APs is clustered to serve each UE, thus enabling
the user-centric approach.





Conclusions

In this thesis, the challenging problem of the DL power allocation in a CF-mMIMO
network has been tackled, harnessing the potential of deep learning, particularly
unsupervised learning. Firstly, the sum-SE maximization objective is formulated,
as the main metric utilized to assess the DNN models’ performance. Then, cen-
tralized and distributed implementations in a CF-mMIMO have been proposed
in an unsupervised learning fashion. The centralized scheme leverages a single
DNN, residing at the CPU, that processes all the LSF coefficients. In contrast,
the distributed approach relies on local channel statistics, with each AP equipped
with its own DNN. Unlike supervised methods, the adopted unsupervised approach
does not require the label generation phase, thereby circumventing the associated
computational complexity. The additional degree of freedom has been exploited
to define the three different custom loss functions, tailored for each optimiza-
tion objective while guaranteeing the per-AP power budget constraint. After the
dataset generation, which involves multi-antenna APs with MR and RZF precoding
schemes, the unsupervised DNN models have been trained. Simulation results, in
terms of CDF of the SE per UE and total SE, have demonstrated that the proposed
unsupervised learning framework outperforms state-of-the-art optimization-based
and supervised learning solutions, providing real-time performance. Finally, the
use of the largest LSF-based AP selection algorithm allowed for energy efficiency
and UE fairness improvement. Indeed, the AP selection algorithm makes sure
that each UE is being served by the APs with the highest LSF coefficients, i.e. the
closest APs.

Although the current work has yielded promising results, there remains room
for improvement. Reconfigurable intelligent surfaces (RISs) are innovative surfaces
featuring adaptable elements that actively control electromagnetic signals, leading
to improved wireless connectivity. Future works may consider the RIS integration
in a CF-mMIMO network to further increase the overall throughput or, eventually,
reduce the number of APs in the system. To this end, the proposed unsupervised
learning framework can be exploited to optimize the communication in a RIS-aided
CF-mMIMO system.
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[6] Ö. T. Demir, E. Björnson, L. Sanguinetti et al., “Foundations of user-centric
cell-free massive MIMO,” Foundations and Trends® in Signal Processing,
vol. 14, no. 3-4, pp. 162–472, 2021.

[7] H. Q. Ngo, A. Ashikhmin, H. Yang, E. G. Larsson, and T. L. Marzetta,
“Cell-free massive MIMO versus small cells,” IEEE Transactions on Wireless
Communications, vol. 16, no. 3, pp. 1834–1850, 2017.

[8] E. Nayebi, A. Ashikhmin, T. L. Marzetta, H. Yang, and B. D. Rao, “Pre-
coding and power optimization in cell-free massive MIMO systems,” IEEE
Transactions on Wireless Communications, vol. 16, no. 7, pp. 4445–4459,
2017.

49



BIBLIOGRAPHY 50
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