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#### Abstract

Contemporary research in physics focuses on unraveling the mysteries of quantum gravity, which has posed challenges due to the absence of empirical evidence. The question of whether gravity exhibits quantum behavior has ignited a debate. Traditional tests and cosmological observations have failed to provide definitive proof, prompting a shift towards laboratory investigations. The Quantum Gravity induced Entanglement of Masses (QGEM) proposal proposes a novel approach to detect the quantum nature of gravitational interactions through entanglement between test masses in matter-wave interferometers. This study demonstrates that observable entanglement can be generated between masses in a superposition state by using the quantum phase induced by gravitational interactions. By analyzing the linearized quantized version of Einstein's theory of gravity, the importance of off-diagonal terms in the coherent state basis of gravitational field modes for entanglement generation is identified. The proposal assumes that gravitational interaction is mediated by a quantum mechanical gravitational field. However, before the implementation of interferometry with nanoparticles becomes feasible, several experimental challenges must be addressed. These include the creation of spatial quantum superpositions, ensuring long coherence times, and mitigating external disturbances. The primary goal of this master's thesis is to investigate Quantum Electrodynamics (QED) decoherence in matter-wave interferometry with nanoparticles. This channel of decoherence is inevitable and must be considered even when dealing with neutral nanocrystals. Starting from the QED Lagrangian, we will derive the evolution of the density matrix and study the dipole-dipole interaction in both short and long wavelength limits. The derived formulas will then be applied to impose constraints on the crystal and environmental parameters within the QGEM protocol.
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## Introduction

In the last century, theoretical physicists have developed two fundamental theories of our universe: the first one is General Relativity (GR), created by Albert Einstein in 1915 [1]. General Relativity is a theory of space and time, which for the first time in the history of science were treated as dynamical entities subjected to their own equations of motion. In particular, the Einstein's field equation $R_{\mu \nu}+\frac{1}{2} g_{\mu \nu} R=\frac{8 \pi G_{N}}{c^{4}} T_{\mu \nu}$ describes how space and time are bent in presence of a source, just like the Maxwell equations describe how the electromagnetic field changes in presence of electric charges and currents. In the gravitational case, the sources are represented by matter and energy, which curve the spacetime fabric around them.

The main lesson that scientists have learned from the General Theory of Relativity is that space and time are not absolute concepts physically isolated from the rest of the world: instead, the notions of length and time duration can change in different points of the universe, depending on the local content of matter and energy. In summary, GR treats space and time as a single and dynamical entity, while matter has well defined properties (like energy, position, momentum,...) and is considered to have only local effects on the spacetime structure.

The other theory is Quantum Mechanics (QM), which was first developed mainly in the '30s of the twentieth century by many different scientists, like Heisenberg, Bohr, De Broglie, Born, Dirac and others [2, 3]. Quantum mechanics describes the behavior of particles at the microscopic scale. It is a mathematical framework that allows us to understand and predict the properties and interactions of particles such as electrons, photons, and atoms. One of the key principles of quantum mechanics is wave-particle duality, which states that particles can exhibit both wave-like and particle-like behavior. This means that particles can exist in multiple states or positions simultaneously, known as superposition. The behavior of particles is described by wave functions, which are mathematical representations that capture the probabilities of different outcomes when measurements are made.

Quantum mechanics also introduces the concept of uncertainty, expressed through Heisenberg's uncertainty principle. This principle states that certain pairs of physical properties, such as position and momentum, cannot be precisely measured simultane-
ously. There is an inherent limit to the precision with which these properties can be known. Another intriguing aspect of quantum mechanics is entanglement. When particles become entangled, their states become correlated in such a way that the state of one particle is instantly connected to the state of another, regardless of the distance between them. Therefore, QM treats matter as not having sharped defined properties for the observables because of the superposition principle and the Heisenberg uncertainty principle, while entanglement tells us that physical systems can also have intrinsic non-local properties. Moreover, in such framework, space and time are treated separately and are absolute: they are not dynamical entities that in some way are influenced by their matter content and can be completely separate to all the other systems of the universe.

From this very brief analysis, it is clear how QM and GR are fundamentally different from each other. They both bring something completely new to our knowledge of the world if compared to classical mechanics, but their respective lessons are distinct at the foundations. In fact, GR tells us something completely new about space and time: they are a single and dynamical entity, besides being observer dependent. In more formal terms, GR is a background independent theory, where coordinates does not have any physical meaning; the only physically meaningful elements in the universe are fields, which can be described as to evolve not in terms of coordinates, but one in relation to each other and spacetime is a dynamical field itself [4].

Regarding matter, GR does not tell us anything particularly new: the only extra contribute on the concept of energy and matter comes from the famous mass-shell relation $E^{2}=m^{2} c^{4}+p^{2} c^{2}$, but it does not tell us anything ontologically different with respect to classical mechanics. In principle, for GR we could know the evolution of the entire universe given the initial conditions, particle by particle, and each piece of matter would have well defined physical properties with their own ontological value.

On the other hand, QM gives us something completely unexpected about matter: we cannot know at the same time all the value for all the physical observables of some system, but only their probability. It does not make sense to talk about trajectories anymore and the concept of reality itself struggles to explain all the quantum phenomena: particles can be created or destroyed [5] and non-local effects arise [6]. The ontology of the theory is not clear anymore, we don't know if the wavefunction represents a real physical variable of the system or simply encodes the observer's ignorance about the world [7].

Regarding space and time, instead, QM does not give us extra information compared to classical mechanics: space and time are absolute entities inside which matter evolves according to their own equations of motion, which are completely separate from the dynamics of space and time. Quantum Field Theory (QFT) is a useful framework through which one can relate the concept of quantum particles with spacetime symmetries [5], but QFT is still a background dependent theory. In particular, the concept of particle strictly depends on the Poincaré symmetries of Minkowski spacetime and as soon as one tries to generalyze such concept to curved spacetimes through new definition of creation
and destruction operators it is impossible to define unambiguously what a particle actually is [8].

It should be clear at this point where is the main struggle of contemporary theoretical physics: we have two fundamental theories of the universe, both revolutionary in their own respective fields but deeply disconnected at the foundations. The need for a unification is self evident. Such a unification is important both from a theoretical and conceptual point of view for the reasons just exposed and from a more practical point of view: in fact, in theoretical physics there is the concrete need sometimes to analyze situations where both QM and GR are needed, such as Black Holes [9] and high energy density regions of the universe [10].

Starting from the '70s, many different theories have been proposed that try to unify QM and GR. One important theory is Loop Quantum Gravity (LQG) [4], which is based on the canonical quantization of general relativity. According to LQG, spacetime is quantized and described by interconnected loops, representing the fundamental building blocks of space. The goal is to obtain a quantum description of gravity at a fundamental level. Another prominent theory is String Theory[11], which postulates that elementary particles are not point-like but are instead tiny vibrating strings. These strings exist in a higher-dimensional spacetime, and the different vibrational patterns give rise to various particles and their interactions. String Theory attempts to reconcile gravity with the other fundamental forces in a unified framework. Causal Set Theory [12] proposes that spacetime is fundamentally discrete and constructed from discrete causal relations. It suggests that the geometry of spacetime arises from the relationships between events, and it aims to provide a discrete and causal foundation for quantum gravity. Emergent Gravity [13] is an alternative approach that suggests gravity may emerge as an effective description of a more fundamental theory. It explores the idea that spacetime and gravity could arise from the collective behavior of quantum degrees of freedom, potentially shedding light on the quantum nature of gravity. These are just a few examples of the diverse theories and approaches to quantum gravity that have been proposed.

Besides all the beautiful theoretical developments made by some of the proposal listed above, none of them has for the moment succeeded in giving concrete predictions on new physical phenomena that can be actually observed. Either the predictions are not clear or they are simply impossible to verify in real experiment, at least in a not so far future. This means that the physics community is still very far from communicating to the world an actual revolutionary discovery on our universe. We cannot claim yet that particles are made of strings, that spacetime is discrete at the fundamental level or that we know what happens inside a black hole. But behind all these (purely) theoretical predictions and speculations lies the most fundamental questions of all in quantum gravity: is gravity actually quantum? Can gravity truly be quantized? How do we know if a field is
quantum? How can we prove this basic yet fundamental assumption of all the quantum theories of gravity proposed so far?


Figure 1: Schematic representation of the QGEM proposal

In 2017 two very similar proposal [14, 15] were officially presented. In these works, the main goal was to create the theoretical and experimental foundations for a tabletop experiment that could prove the quantum nature of the gravitational field. The key scheme is the following: two massive particles are posed in spatial superposition, one next to each the other and it is supposed that they can interact exclusively via gravitational interaction. After a sufficient interaction time during which both the masses are kept in spatial superposition, they are brought back together (for example by a reversed SternGerlach apparatus) and measurement are made on each of them. What should be the final result? How is the final quantum state modified after the interaction?

Observe figure 1: we can notice how the right brunch $R_{1}$ of the system- 1 is very close to the left $L_{2}$ brunch of system-2; this means that the interaction between these two brunches is the stronger one compared to all the other brunch's pair. Now, what happens when a massive particle feels a gravitational field? General relativity tells us that gravity basically slows the time down as it is perceived some point far from the source. The stronger the gravitational field, the bigger will be the effect on the clocks around the massive object. This means in our case that, if we compute the quantum time evolution of the system- 1 when the massive particle is in the right brunch $R_{1}$, the time will pass slower compared to the brunch $L_{1}$, because of the presence of the other massive object in $L_{2}$. Therefore, the quantum time evolution dictated by the Hamiltonian $H_{0}$ of the system- 1 will be different in $L_{1}$ and $R_{1}$. What is the consequence of such effect? In
terms of equations, as will be shown in Section (2.3.2), the state of the composite system of the two massive particles will be:

$$
\begin{array}{r}
\left|\Psi_{0}\right\rangle=\frac{1}{2}\left(\left|L_{1}\right\rangle+\left|R_{1}\right\rangle\right) \otimes\left(\left|L_{2}\right\rangle+\left|R_{2}\right\rangle\right) \longrightarrow  \tag{1}\\
\longrightarrow|\Psi(\tau)\rangle=\frac{e^{\frac{i}{\hbar} H_{0} \tau}}{2}\left(\left|L_{1}\right\rangle\left|L_{2}\right\rangle+\left|R_{1}\right\rangle\left|R_{2}\right\rangle+\left|L_{1}\right\rangle\left|R_{2}\right\rangle+e^{\frac{i}{\hbar} H_{0}\left(\tau^{\prime}-\tau\right)}\left|R_{1}\right\rangle\left|L_{2}\right\rangle\right),
\end{array}
$$

where $\tau$ represents the total time in which the particles are kept in superposition as perceived in absence of gravitational field (we suppose that the interactions of the brunches outside of $\left|R_{1}\right\rangle\left|L_{2}\right\rangle$ are negligible given the spatial distance) and $\tau^{\prime}$ is the same time as perceived by the brunches $\left|R_{1}\right\rangle\left|L_{2}\right\rangle$ in which there is gravitational interaction. It is easy to recognize that the final state is an entangled state: its $\left|R_{1}\right\rangle\left|L_{2}\right\rangle$ component has in fact a different phase from the others, which means that at this point is not possible anymore to separate the states of the two subsystems 1 and 2 .

This is a key feature of the proposals [14] and [15]: quantum interaction generates entanglement. The most important part of this very last statement is the very first word, quantum. In this case, Quantum Information Theory comes to help us: in fact, one of its fundamental principle is the so-called LOCC principle, which states that entanglement cannot be either generated or increased by classical communication channels. Only quantum channels of communication, i.e. quantum interactions, are able to create entanglement between two quantum systems. This leads to the most important contribution of such proposal: Quantum Gravity induces Entanglement of Masses. That is also the reason why this proposal is often called in the scientific community as QGEM experiment.

The importance of the QGEM proposal is self-evident: in fact, such an experiment should be able to gives us an answer on whether gravity is quantum or not. It is worth mentioning that, after the first publication on this work, a few other paper were published in which the interpretation of the results of the QGEM experiment were either criticized or discussed $[16,17]$ : what are the quantum degrees of freedom of gravity that are involved on the experiment? What aspect of gravity is actually witnessed? Is a model for linearized gravity enough to state that gravity is quantum? These and other questions are still at the center of some debates in the scientific community and it is beyond the purpose of this thesis trying to answer and discuss them. Nonetheless it is worth mentioning them in order to show how from the QGEM proposal can arise important contributions on more foundational aspects related to the quantization of gravity.

Until now, we have outlined the importance of the QGEM experiment and mentioned its main consequences. Let us now discuss about the main goal of this thesis.

In particular, already from the description of the QGEM setup given above, it is clear the importance of keeping the two massive particles in spatial superposition, in order to let them interact via gravitational interaction and measuring the entanglement phase that appears in Eq.(1). But in a real life experiment, it can happen that the massive particles interacts through other forces with the environment: for example, it can happen that inside the experimental box there are air molecules $[18,19]$ that scatter off the massive superposed particle or neutrinos can pass through the lab and interact with the experimental setup [20]. What are the effects of such random noise events on the experiment?

The general theory of quantum interaction between a quantum system and a large environment is called decoherence [18, 19]. Roughly speaking, decoherence studies how an open systems loses its coherence properties through the interaction with other external systems, i.e. how the quantum interference terms inside the wavefunction are lost. We will discuss about decoherence more in detail in Section 1.2. Therefore, decoherence leads to a change in the quantum state of the quantum system. In particular, as we will see below, the off-diagonal elements of the density matrix are suppressed in time by a factor $e^{-\Gamma t}$ and it is clear that for a sufficient long time $t \rightarrow+\infty$ they will be sent to 0 . Remember that the off-diagonal terms of the density matrix encodes the quantum properties of the system: in fact, they contain the quantum interference term that distinguish a classical system from a quantum one. In this terms are also present entanglement information about the system, as it is already clear from Eq.(1), where the off-diagonal term $\left|R_{1}\right\rangle\left|L_{2}\right\rangle$ is multiplied a phase $e^{\frac{i}{\hbar} H_{0}\left(\tau^{\prime}-\tau\right)}$, which contains all the information about the gravitational interaction.

It is therefore very important to keep trace of all the possible interaction of the superposed object with the environment. In this work we will analyze one particular type of source of decoherence: QED interactions. In fact, these types of interaction are inevitably present in a QGEM setup: the massive object posed in spatial superposition is a nano-crystal [14] and such material can either possesses a permanent dipole [21] or and induced one, because of its dielectric properties. In particular, in this last case, the crystal's dipole can be induced by an external electromagnetic field, which can be itself generated by an environmental dipole, such the one possessed by an air molecule [22]. Besides from dipole-dipole interactions, in the setup there can be also ion-dipole or Coulombian forces, which is very important to control during the realization of the experiment.

This master thesis is organized as follows: in Chapter 1 it will be presented a more detailed introduction on decoherence phenomena, together with the analysis of the Scattering Model for decoherence (section 1.3) and the Born-Markov Master Equation in section 1.4. In Chapter 2 it will be analyzed the general model for the generation of entanglement through gravitational interaction (sections 2.1 and 2.2), while an explicit and
more detailed presentation of the QGEM proposal will be given in section 2.3. The final and most important chapter of this work is Chapter 3, in which the QED decoherence effects are studied in detail. In particular, in sections 3.1 and 3.2 the general formalism useful for treating the QED-induced decoherence will be introduced and discussed. In section 3.3 the formalism will be applied to the case of a dipole-dipole potential, in which an application of the results to the QGEM setup is made. This section represents the main result of this work. Finally, in sections 3.4 and 3.5 the decoherence model used will be applied to other interactions and sources of QED-induced decoherence, such as the Coulomb potential and the radiation emitted by an accelerated particle.

## Chapter 1

## Decoherence

In this chapter we are going to analyze the key phenomenon analyzed in this work: decoherence. Quantum decoherence refers to the phenomenon in which a quantum system loses its coherence and exhibits classical-like behavior due to interactions with its environment. When a quantum system interacts with its surroundings, such as through collisions or electromagnetic radiation, it becomes entangled with the environment, leading to a loss of phase relationships and the decay of quantum superpositions. As a result, the system behaves in a classical manner, with definite and predictable properties. Decoherence is a significant challenge in quantum computation, quantum information processing, and maintaining the stability of quantum states. Various techniques and approaches, such as error correction codes and quantum error correction, are employed to mitigate the effects of decoherence and preserve quantum coherence.

We will start with a brief introduction about entanglement 1.1 and a general conceptual framework for decoherence 1.2, in order to get an intuitive idea about this phenomenon. In section 1.3 we will analyze the first of the two models for the decoherence used in this work, the so-called Scattering Model, while in section 1.4 we will derive the Born-Markov master equation for decoherence, the most fundamental model used in the literature $[18,19]$.

### 1.1 Entanglement

Let's for the moment shift our focus to quantum entanglement, which plays a pivotal role in the phenomenon known as decoherence. Firstly, let's establish a definition of entanglement. Imagine we have a quantum system $S$, characterized by a state vector $|\Psi\rangle$, consisting of two subsystems, $S_{1}$ and $S_{2}$. The state vector $|\Psi\rangle$ of S is considered entangled concerning $S_{1}$ and $S_{2}$ when it cannot be expressed as a tensor product of the state vectors of these two subsystems. In other words, there are no state vectors $\left|\Psi_{1}\right\rangle$ of $S_{1}$ and $\left|\Psi_{2}\right\rangle$ of $S_{2}$ that satisfy the equation $|\Psi\rangle=\left|\Psi_{1}\right\rangle \otimes\left|\Psi_{2}\right\rangle$.

More in detail, we can associate to the total system $S$ an Hilbert space $\mathcal{H}$ constituted by all the vector states $|\Psi\rangle$ associated to the total composite system. This space can be decomposed in the tensorial product of the Hilbert spaces of the two subsystems $S_{1}$ and $S_{2}$, i.e. it can be written as $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$. In particular, let us define a basis on $\mathcal{H}_{1}$ as $\left\{|i\rangle_{1}\right\}$ and a basis on $\mathcal{H}_{2}$ as $\left\{|j\rangle_{2}\right\}$. This allows us to write a generic vector in $\mathcal{H}$ as:

$$
\begin{equation*}
|\Psi\rangle=\sum_{i, j} c_{i j}|i\rangle_{1} \otimes|j\rangle_{2} \equiv \sum_{i, j} c_{i j}|i\rangle_{1}|j\rangle_{2}, \tag{1.1}
\end{equation*}
$$

where in the very last line the tensorial product symbol " $\otimes$ " has been omitted, which is the notation that will be used from now on.
This expression can be rearranged by defining new vectors on $\mathcal{H}_{2}$; in particular, using the fact that $\left\{|j\rangle_{2}\right\}$ is a basis, we define $|\tilde{i}\rangle_{2} \equiv \sum_{j} c_{i j}|j\rangle_{2}$. In this way, $|\Psi\rangle$ becomes:

$$
\begin{equation*}
|\Psi\rangle=\sum_{i}|i\rangle_{1}|\tilde{i}\rangle_{2} . \tag{1.2}
\end{equation*}
$$

Let us now define the matrix element for the system $S$ as $\hat{\rho} \equiv|\Psi\rangle\langle\Psi|$. From this operator, we can obtain the matrix element of the subsystem $S_{1}$ by simply tracing out the subsystem $S_{2}$ :

$$
\begin{equation*}
\hat{\rho}_{1}=\operatorname{Tr}_{2}[|\Psi\rangle\langle\Psi|]=\operatorname{Tr}_{2}\left[\sum _ { i , k } | i \rangle _ { 1 } | \tilde { i } \rangle _ { 2 } \langle k | _ { 1 } \langle \tilde { k } | _ { 2 } ] = \sum _ { i , k } | i \rangle _ { 1 } \left\langle\left.k\right|_{1} \sum_{\beta}\langle\beta \mid \tilde{i}\rangle_{2}\langle\tilde{k} \mid \beta\rangle_{2},\right.\right. \tag{1.3}
\end{equation*}
$$

where $\left\{|\beta\rangle_{2}\right\}$ is another generic basis of $\mathcal{H}_{2}$.
One of the properties of the matrix element associated to a system is that it is hermitian, i.e. $\hat{\rho}_{1}^{\dagger}=\hat{\rho}_{1}$. This means that $\hat{\rho}_{1}$ admits an orthonormal basis in which it is diagonalized. If, in our case, this orthonormal basis is exactly $\left\{|i\rangle_{1}\right\}$, this means that $\hat{\rho}_{1}$ can be decomposed as:

$$
\begin{equation*}
\hat{\rho}_{1}=\sum_{i} \lambda_{i}|i\rangle_{1}\left\langle\left. k\right|_{1} .\right. \tag{1.4}
\end{equation*}
$$

Comparing 1.3 and 1.4 , we obtain the following condition:

$$
\begin{equation*}
\sum_{\beta}\langle\beta \mid \tilde{i}\rangle_{2}\langle\tilde{k} \mid \beta\rangle_{2}=\sum_{\beta}\langle\tilde{k} \mid \beta\rangle_{2}\langle\beta \mid \tilde{i}\rangle_{2}=\langle\tilde{k} \mid \tilde{i}\rangle_{2}=\delta_{i, k} \lambda_{i} . \tag{1.5}
\end{equation*}
$$

This relation allows us to redefine the vectors $|\tilde{i}\rangle_{2}$ as $\left|i^{\prime}\right\rangle_{2} \equiv \frac{1}{\sqrt{\lambda_{i}}}|\tilde{i}\rangle_{2}$. In this way, we can rewrite 1.2 as:

$$
\begin{equation*}
|\Psi\rangle=\sum_{i} \sqrt{\lambda_{i}}|i\rangle_{1}\left|i^{\prime}\right\rangle_{2}, \tag{1.6}
\end{equation*}
$$

which is the so called Schmidt decomposition.
One of the main properties of this decomposition is that it is the one with the smallest number of terms. This means that the state $|\Psi\rangle$ is separable iff $\lambda_{i}=\delta_{i, k}$, i.e. if the number $N$ of non-null eigenvalues of $\hat{\rho}_{1}$ is $N=1$. In the opposite case, if $N>1$, then the state is said to be entangled.

### 1.2 Decoherence

After the introduction of the concept of entanglement, we can start to talk about decoherence.
Quantum decoherence is a fundamental phenomenon in quantum mechanics that describes the loss of coherence and the weakening of interference effects between quantum states due to the interaction of the system with its surrounding environment.

In quantum mechanics, the states of systems are described by wave functions that can exist in a superposition of different states. This means that a system can be in a "quantum superposition" state, where it can simultaneously be in multiple distinct states until a measurement is performed, collapsing it into a specific state. During this phase, the system undergoes interactions with particles and external forces present in its environment.

Quantum decoherence occurs when these interactions with the environment cause a loss of correlation and coherence between the quantum states of the system. This results in a reduction or disappearance of interference effects, leading the system to behave more and more like a classical system. In other words, decoherence drives the transition of the quantum system towards a state of "statistical mixtures" rather than a state of superposition.

The process of decoherence can be caused by various factors, such as the system's interaction with environmental particles (such as photons, atoms, or molecules), radioactive decay, thermal effects, and other scattering processes. These interactions cause a reduction in entanglement between the particles of the system, leading to a rapid loss of quantum coherence.

In order to talk about decoherence it is useful to start from the Von Neumann Scheme for Ideal Quantum Measurement. Let's study more in detail the act of measurement of a system $S$ through an apparatus $A$. This scheme treats the apparatus as a quantum object too, independently of the fact that it is considered to be a macroscopic object or not. This means that, in this case, the act of observation is purely quantum mechanical, not classical. This is the main difference between this scheme and the Copenaghen interpretation, where the apparatus of observation (and the observer too) is treated classically.
This means that we can associate an Hilbert space to both $S$ and $A$, i.e. $\mathcal{H}_{S}$ and $\mathcal{H}_{A}$ respectively. In general, we can treat the composite system " $S+A$ " as an isolated
quantum system, with Hilbert space $\mathcal{H}=\mathcal{H}_{S} \otimes \mathcal{H}_{A}$. The act of measurement is then seen as an interaction between the two quantum subsystems $S$ and $A$, so $S$ cannot be considered as an isolated quantum system. This interaction is supposed to be ideal, which means that the action of the apparatus $A$ on $S$ does not modify the quantum state $|s\rangle$ of the system, i.e. the act of measurement does not disturb drastically the system. What actually happens is the opposite, i.e. the interaction between $S$ and $A$ changes the state of $A$. Let us consider, for example, our system $S$ to be a particle in superposition $|s\rangle=\frac{1}{\sqrt{2}}\left(\left|x_{1}\right\rangle+\left|x_{2}\right\rangle\right)$ of positions (e.g. either left or right). In this case, let us consider the apparatus to have a pointer that indicates if the particle has been registered to pass either left or right. Before the measurement, the pointer is in a neutral position, which we will call $\mid$ ready $\rangle$. After the interaction with the particle, the pointer will be either left or right and the quantum state associate to $A$ will be either $|L\rangle$ or $|R\rangle$.
Let us consider now the composite system $S+A$. Before the measurement, the state will be given by $|s\rangle|r e a d y\rangle$, which is a separable state. After the interaction, we cannot determine the quantum state of the apparatus, which depends on the result of the measurement. The final result will thus give:

$$
\begin{equation*}
|s\rangle|r e a d y\rangle \longrightarrow \frac{1}{\sqrt{2}}\left(\left|x_{1}\right\rangle|L\rangle+\left|x_{2}\right\rangle|R\rangle\right) . \tag{1.7}
\end{equation*}
$$

This means that the final state of $S+A$ is an entangled state, is not separable anymore. The entanglement has been induced dynamically, through the interaction between the particle and the apparatus.
But what is the main consequence of this entanglement? The main point of the concept of entanglement is that the two entangled systems are not independent anymore; in particular, the information of one of the subsystems is now shared with the other one and strongly depends on it. The information of one system is "spread" all over the other systems that it interacted with. This means that, in order to extrapolate information from a system is not sufficient anymore to perform measurements on the system alone, but in order to gain a complete knowledge of it we have to consider also the other systems that it is entangled with.

Let's understand better this concept from a mathematical point of view. In order to do that, we will now consider the famous Double Slit Experiment, where a quantum particle has to go through a wall with two holes in it. We will first consider the case where the detection of the particle happens far from the holes, i.e. on a screen positioned far from the wall. It is known that it will be registered an interference figure on the screen: in fact, the particle is now in a spatial superposition $|\Psi\rangle=\left|x_{1}\right\rangle+\left|x_{2}\right\rangle, x_{1}$ and $x_{2}$ being the positions of the two holes. This means that the probability to find the particle on the screen is described by the modulus squared of its wave function $\Psi(x)=\langle x \mid \Psi\rangle$ :

$$
\begin{equation*}
|\Psi(x)|^{2}=\left|\Psi_{1}(x)\right|^{2}+\left|\Psi_{2}(x)\right|^{2}+2 \cdot \operatorname{Re}\left\{\Psi_{1}(x) \Psi_{2}^{*}(x)\right\} . \tag{1.8}
\end{equation*}
$$

It is exactly the last term that encodes the quantum properties of the particle, i.e. the interference term. In the absence of this term we come back to a classical case, where we randomly shot a classical particle through a wall, without knowing exactly what holes it passed; we can only know its probability to pass each wall, given by $\left|\Psi_{i}(x)\right|^{2}$. From classical probability theory, we thus know that the particle will pass either the first or the second hole, meaning that we simply have to sum the single probabilities:

$$
\begin{equation*}
|\Psi(x)|^{2}=\left|\Psi_{1}(x)\right|^{2}+\left|\Psi_{2}(x)\right|^{2} . \tag{1.9}
\end{equation*}
$$

So, without the interference term, we just have a classical mixture and we lost the quantum behaviour of the system.
Let's analyze the same setup but with a different type of measurement. In fact, we will now consider the presence of an apparatus immediately after the two holes, in order to know which of the two possible paths the particle takes before it is registered on the screen. It is already know that, in this case, we will not register an interference pattern anymore.
Let us thus consider this case with using the Von Neumann's scheme. If the states associated to the apparatus are $|L\rangle$ and $|R\rangle$ as before, after the particle's passage of the wall the state of the composite system $S+A$ will be given by $|\Psi\rangle_{\text {tot }}=\left|x_{1}\right\rangle|L\rangle+\left|x_{2}\right\rangle|R\rangle$. Thus, its matrix density will be given by:

$$
\begin{equation*}
\hat{\rho}=\left|x_{1}\right\rangle\left\langle x_{1}\right| \otimes|L\rangle\langle L|+\left|x_{2}\right\rangle\left\langle x_{2}\right| \otimes|R\rangle\langle R|+\left|x_{1}\right\rangle\left\langle x_{2}\right| \otimes|L\rangle\langle R|+\left|x_{2}\right\rangle\left\langle x_{1}\right| \otimes|R\rangle\langle L| . \tag{1.10}
\end{equation*}
$$

Tracing out the apparatus's basis, we obtain the matrix element for the particle:

$$
\begin{equation*}
\rho_{\text {part }}(x) \equiv\langle x| \hat{\rho}_{\text {part }}|x\rangle=\left|\Psi_{1}(x)\right|^{2}+\left|\Psi_{2}(x)\right|^{2}+2 \cdot \operatorname{Re}\left\{\Psi_{1}(x) \Psi_{2}^{*}(x) \cdot\langle L \mid R\rangle\right\} . \tag{1.11}
\end{equation*}
$$

From this equation it is clear that the interference term, which encodes the quantum properties of our system, depends on the scalar product of the apparatus's states $\langle L \mid R\rangle$. What is the meaning of this result? Equation 1.11 is telling us that, if the states $|L\rangle$ and $|R\rangle$ are completely orthogonal, there is no interference term anymore; otherwise, if for example $|L\rangle$ and $|R\rangle$ are the same state (i.e. if $\langle L \mid R\rangle=1$ ), the full quantum behaviour of the particle is preserved. That is because, when two states are mutually orthogonal, they do not share any type of properties of the apparatus, they are completely distinguishable states. This means that, after the system-apparatus interaction, the two states $|L\rangle$ and $|R\rangle$ carry two completely different types of information about the particle. This means that all the knowable properties of the system are completely spread in the apparatus, i.e. each component of the apparatus carries a different knowledge of the system.

In the case where $|L\rangle$ and $|R\rangle$ are instead indistinguishable, they share the same type of information about the particle. In this case, each component of the apparatus gains
the same type of knowledge about the system. This behaviour does not cause any loss of coherence in the system, because now its state is completely independent on the apparatus's state, i.e. they are completely separable.
It is clear now how the distinguishability of the apparatus's states, i.e. their scalar product $\langle L \mid R\rangle=1$, encodes the decoherence effect to which the system is subjected. Another important characteristic of this scalar product is that it allows a continuous transition from a quantum mechanical behaviour to a classical one. In particular, if $\langle L \mid R\rangle \in(0,1)$, it is possible to have cases where we can acquire knowledge on the system without destroying completely its quantum interference patterns.

### 1.3 Scattering Model

We are going now to analyze the first model of decoherence of this elaborate [18]. In this model we are going to consider the effect that a generic environment has on a quantum system, using standard quantum scattering theory.
The first hypothesis that we make is that, before any interaction, the system and the environment are completely separable. This means that, if $\hat{\rho}_{S}(t)$ is the matrix element associated to our quantum system and $\hat{\rho}_{\mathcal{E}}(t)$ is the one associated to the environment, the density matrix of the composite system $S+\mathcal{E}$ is given by:

$$
\begin{equation*}
\hat{\rho}(0)=\hat{\rho}_{S}(0) \otimes \hat{\rho}_{\mathcal{E}}(0), \tag{1.12}
\end{equation*}
$$

where we have set $t=0$ as the starting time of interaction.
The situation that we are going to analyze is the following: imagine having a quantum particle (i.e. our system $S$ ) at some point $\vec{x}$ in space; we can associate to it a quantum state $|\vec{x}\rangle$ encoding information about the particle's position in space. This system is embedded in an environment composed of a large (i.e. $N \gg 1$ ) number of particles that interact with $S$ through a generic type of interaction. This very simple model represents many physical situation that happen in a laboratory, like for example an atom (our $S$ ) surrounded by a thermal bath of photons (our $\mathcal{E}$ ). We can associate to each one of our environmental particles a quantum vector $|\chi\rangle$ representing a generic state, like its energy, momentum, position, etc.
Let us focus on just one of the environmental particles that scatters of $S$. For the Von Neumann scheme, we will have the following situation before and after the interaction:

$$
\begin{equation*}
|\vec{x}\rangle\left|\chi_{i}\right\rangle \longrightarrow|\vec{x}\rangle|\chi(\vec{x})\rangle, \tag{1.13}
\end{equation*}
$$

where $\left|\chi_{i}\right\rangle$ represents the initial state of the environmental particle and $|\chi(\vec{x})\rangle$ its state after the scattering. In considering the Von Neumann scheme we are implicitly assuming that the environment does not influence the system's state. This means that this model is suitable in physical situations where, for example, $S$ is much heavier than the
environmental particles or where the environmental particles are not energetic enough. We can thus represent this interaction process as the action of the $\hat{S}$ matrix on the initial state, i.e. $|\vec{x}\rangle\left|\chi_{i}\right\rangle \longrightarrow \hat{S}|\vec{x}\rangle\left|\chi_{i}\right\rangle$. Because of the ideal measurement assumption of the Von Neumann scheme, the scattering matrix $\hat{S}$ does not act on the system's state $|\vec{x}\rangle$. We can rewrite the action of the $\hat{S}$ matrix in the following way:

$$
\begin{equation*}
\hat{S}|\vec{x}\rangle\left|\chi_{i}\right\rangle=\hat{S}|\vec{x}\rangle e^{-\frac{i}{\hbar} \hat{\vec{q}} \vec{x}} e^{\frac{i}{\hbar} \hat{q} \cdot \vec{x}}\left|\chi_{i}\right\rangle=\hat{S} e^{-\frac{i}{\hbar}(\hat{q}+\hat{\vec{p}}) \cdot \vec{x}}|\overrightarrow{0}\rangle e^{\frac{i}{\hbar} \hat{\vec{q}} \cdot \vec{x}}\left|\chi_{i}\right\rangle, \tag{1.14}
\end{equation*}
$$

where $\hat{\vec{q}}$ is the momentum operator of the environment, $\hat{\vec{p}}$ is the one related to the system $S$ and $\hat{\vec{P}}=\hat{\vec{q}}+\hat{\vec{p}}$ is the momentum of the composite system $S+\mathcal{E}$. We can now make another assumption: we can consider the scattering interaction to be invariant under spatial translations of the composite system generated by $\hat{\vec{P}}$, i.e. $[\hat{\vec{P}}, \hat{S}]=0$. In this way, Eq.(1.14) becomes:

$$
\begin{equation*}
\hat{S}|\vec{x}\rangle\left|\chi_{i}\right\rangle=e^{-\frac{i}{\hbar}(\hat{q}+\hat{\vec{p}}) \cdot \vec{x}}|\overrightarrow{0}\rangle \hat{S}^{\frac{i}{\hbar} \hat{\bar{q}} \cdot \vec{x}}\left|\chi_{i}\right\rangle=e^{-\frac{i}{\hbar} \hat{\vec{p}} \cdot \vec{x}}|\overrightarrow{0}\rangle e^{-\frac{i}{\hbar} \hat{\vec{q}} \cdot \vec{x}} \hat{S} e^{\frac{i}{\hbar} \hat{\bar{q}} \cdot \vec{x}}\left|\chi_{i}\right\rangle=|\vec{x}\rangle \hat{S}_{\vec{x}}\left|\chi_{i}\right\rangle, \tag{1.15}
\end{equation*}
$$

where in the very last line we have defined the spatial shifted scattering operator $\hat{S}_{\vec{x}} \equiv e^{-\frac{i}{\hbar} \hat{\tilde{q}} \vec{x}} \hat{S} e^{\frac{i}{\hbar} \hat{\vec{q}} \cdot \vec{x}}$. This means that the relation between the initial and the final environmental particle's state is $\hat{S}_{\vec{x}}\left|\chi_{i}\right\rangle=|\chi(\vec{x})\rangle$.
Let us now expand the matrix element of the $S+\mathcal{E}$ system in terms of the $S$ basis $\{|\vec{x}\rangle\}$ and the environment one $\{|\chi\rangle\}$ :

$$
\begin{equation*}
\hat{\rho}(0)=\int d \vec{x} d \vec{x}^{\prime} \rho\left(\vec{x}, \vec{x}^{\prime}, 0\right) \cdot|\vec{x}\rangle\left\langle\vec{x}^{\prime}\right| \otimes\left|\chi_{i}\right\rangle\left\langle\chi_{i}\right| . \tag{1.16}
\end{equation*}
$$

Equation 1.16 represents the density matrix at $t=0$. After the interaction, it becomes:

$$
\begin{equation*}
\hat{\rho}=\int d \vec{x} d \vec{x}^{\prime} \rho\left(\vec{x}, \vec{x}^{\prime}, 0\right) \cdot|\vec{x}\rangle\left\langle\vec{x}^{\prime}\right| \otimes|\chi(\vec{x})\rangle\left\langle\chi\left(\vec{x}^{\prime}\right)\right| . \tag{1.17}
\end{equation*}
$$

Tracing out the $\{|\chi\rangle\}$ basis, we can obtain the density matrix for our system $S$ :

$$
\begin{array}{r}
\hat{\rho}_{S}=\int d \vec{x} d \vec{x}^{\prime} \rho\left(\vec{x}, \vec{x}^{\prime}, 0\right) \cdot|\vec{x}\rangle\left\langle\vec{x}^{\prime}\right| \int d \vec{x}^{\prime \prime}\left\langle\chi\left(\vec{x}^{\prime \prime}\right)\right|\left(|\chi(\vec{x})\rangle\left\langle\chi\left(\vec{x}^{\prime}\right)\right|\right)\left|\chi\left(\vec{x}^{\prime \prime}\right)\right\rangle  \tag{1.18}\\
=\int d \vec{x} d \vec{x}^{\prime} \rho\left(\vec{x}, \vec{x}^{\prime}, 0\right) \cdot|\vec{x}\rangle\left\langle\vec{x}^{\prime}\right|\left\langle\chi\left(\vec{x}^{\prime}\right) \mid \chi(\vec{x})\right\rangle .
\end{array}
$$

From this equation, it is clear how any modifications in the density matrix of the system is fully encoded in the scalar product $\left\langle\chi\left(\vec{x}^{\prime}\right) \mid \chi(\vec{x})\right\rangle$. Let's thus try to compute explicitly this scalar product:

$$
\begin{equation*}
\left\langle\chi\left(\vec{x}^{\prime}\right) \mid \chi(\vec{x})\right\rangle=\left\langle\chi_{i}\right| \hat{S}_{\vec{x}}^{\dagger}, \hat{S}_{\vec{x}}\left|\chi_{i}\right\rangle=\operatorname{Tr}_{\mathcal{E}}\left[\hat{\rho}_{\mathcal{E}}(0) \hat{S}_{\vec{x}}, \hat{S}_{\vec{x}}\right] . \tag{1.19}
\end{equation*}
$$

We can now consider the environment to be a quantum ensemble:

$$
\begin{equation*}
\hat{\rho}_{\mathcal{E}}(0)=\int d \vec{q} \mu(\vec{q})|\vec{q}\rangle\langle\vec{q}| \tag{1.20}
\end{equation*}
$$

where $\mu(\vec{q})$ represents the particle distribution in momentum space and the $|\vec{q}\rangle$ states form a complete basis $\mathbb{I}=\frac{(2 \pi h)^{3}}{V} \int d \vec{q}|\vec{q}\rangle\langle\vec{q}|$ normalized over the physical volume $V$. Plugging now Eq.(1.20) in Eq.(1.19) we obtain:

$$
\begin{array}{r}
\int d \vec{q} \mu(\vec{q})\langle\vec{q}| \hat{S}_{\vec{x}}^{\dagger}, \hat{S}_{\vec{x}}|\vec{q}\rangle=\int d \vec{q} \mu(\vec{q})\langle\vec{q}| e^{-\frac{i}{\hbar} \hat{\vec{q}} \cdot \vec{x}^{\prime}} \hat{S}^{\dagger} e^{-\frac{i}{\hbar} \hat{\tilde{q}} \cdot\left(\vec{x}-\vec{x}^{\prime}\right)} \hat{S}^{\frac{i}{\hbar} \hat{\hat{q}} \vec{x}}|\vec{q}\rangle \\
=\int d \vec{q} \mu(\vec{q}) e^{\frac{i}{\hbar} \vec{q} \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\langle\vec{q}|\left(\mathbb{I}-i \hat{T}^{\dagger}\right) e^{-\frac{i}{\hbar} \hat{\vec{q}}\left(\vec{x}-\vec{x}^{\prime}\right)}(\mathbb{I}+i \hat{T})|\vec{q}\rangle  \tag{1.21}\\
=\int d \vec{q} \mu(\vec{q})\left[1-\langle\vec{q}| \hat{T} \hat{T}^{\dagger}|\vec{q}\rangle+e^{\frac{i}{\hbar} \vec{q} \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\langle\vec{q}| \hat{T}^{\dagger} e^{-\frac{i}{\hbar} \hat{\vec{q}}\left(\vec{x}-\vec{x}^{\prime}\right)} \hat{T}|\vec{q}\rangle\right],
\end{array}
$$

where we have used the expansion of the scattering matrix in terms of the $T$ matrix $\hat{S}=\mathbb{I}+i \hat{T}$ and the fact that, from the unitarity of $\hat{S}$ (i.e. $\hat{S}^{\dagger} \hat{S}=\mathbb{I}$ ), the following relation for $\hat{T}$ holds: $\hat{T} \hat{T}^{\dagger}+i\left(\hat{T}-\hat{T}^{\dagger}\right)=0$.
We can now rearrange Eq.(1.21) by inserting $\mathbb{I}=\frac{(2 \pi \hbar)^{3}}{V} \int d \vec{q}^{\prime}\left|\vec{q}^{\prime}\right\rangle\left\langle\vec{q}^{\prime}\right|$ inside the last two terms, i.e.:

$$
\begin{align*}
& \int d \vec{q} \mu(\vec{q})\left[1-\frac{(2 \pi \hbar)^{3}}{V} \int d \vec{q}^{\prime}\left(\langle\vec{q}| \hat{T}\left|\vec{q}^{\prime}\right\rangle\left\langle\vec{q}^{\prime}\right| \hat{T}^{\dagger}|\vec{q}\rangle\right.\right. \\
& \left.\left.+e^{\frac{i}{\hbar} \vec{q} \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\langle\vec{q}| \hat{T}^{\dagger} e^{-\frac{i}{\hbar} \hat{\tilde{q}} \vec{x}}\left|\vec{q}^{\prime}\right\rangle\left\langle\vec{q}^{\prime}\right| e^{\frac{i}{\hbar} \hat{\vec{q}} \cdot \vec{x}^{\prime}} \hat{T}|\vec{q}\rangle\right)\right]  \tag{1.22}\\
& \left.=\left.\int d \vec{q} \mu(\vec{q})\left[1-\frac{(2 \pi \hbar)^{3}}{V} \int d \vec{q}^{\prime}|\langle\vec{q}| \hat{T}| \vec{q}^{\prime}\right\rangle\right|^{2} \cdot\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-\vec{q}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)\right],
\end{align*}
$$

where in the very last line we have used the trivial relation $e^{-\frac{i}{\hbar} \hat{\vec{q}} \cdot \vec{x}}\left|\vec{q}^{\prime}\right\rangle=e^{-\frac{i}{\hbar} \vec{q}^{\prime} \cdot \vec{x}}\left|\vec{q}^{\prime}\right\rangle$. Using the fact that $\int d \vec{q} \mu(\vec{q})=1$ for a normalized momentum distribution density, we have that the difference between the density matrix before and after the scattering process is:

$$
\begin{array}{r}
\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)\left\langle\chi\left(\vec{x}^{\prime}\right) \mid \chi(\vec{x})\right\rangle-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)= \\
\left.=-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right) \int d \vec{q} \mu(\vec{q}) \frac{(2 \pi \hbar)^{3}}{V} \int d \vec{q}^{\prime}|\langle\vec{q}| \hat{T}| \vec{q}^{\prime}\right\rangle\left.\right|^{2} \cdot\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-\vec{q}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right), \tag{1.23}
\end{array}
$$

Let us now expand the $\langle\vec{q}| \hat{T}\left|\vec{q}^{\prime}\right\rangle$ term. It is usually expressed as:

$$
\begin{equation*}
\langle\vec{q}| \hat{T}\left|\vec{q}^{\prime}\right\rangle=\frac{i}{2 \pi \hbar m} \delta\left(E-E^{\prime}\right) f\left(\vec{q}, \vec{q}^{\prime}\right) \tag{1.24}
\end{equation*}
$$

where $f\left(\vec{q}, \vec{q}^{\prime}\right)$ is related to the differential cross section, i.e. $\left|f\left(\vec{q}, \vec{q}^{\prime}\right)\right|^{2}=\frac{d \sigma}{d \Omega}$, while $E$ and $E^{\prime}$ indicate the environmental particle's energy before and after the scattering process (this means also that $\delta\left(E-E^{\prime}\right)$ takes into account the energy conservation during the process).
If we now consider the $\left.|\langle\vec{q}| \hat{T}| \vec{q}^{\prime}\right\rangle\left.\right|^{2}$ term, we have to face the problem of defining the action of a squared of a Dirac's delta $\delta^{2}\left(E-E^{\prime}\right)$. This can be done by considering the Fourier expansion of the Dirac's delta:

$$
\begin{equation*}
\delta^{2}\left(E-E^{\prime}\right)=\delta\left(E-E^{\prime}\right) \lim _{T \rightarrow+\infty} \frac{1}{2 \pi \hbar} \int_{-T / 2}^{T / 2} d t e^{\frac{i}{\hbar}\left(E-E^{\prime}\right) t}=\delta\left(E-E^{\prime}\right) \lim _{T \rightarrow+\infty} \frac{T}{2 \pi \hbar} \tag{1.25}
\end{equation*}
$$

where in the very last line we have set $E=E^{\prime}$ inside the exponential phase because of the presence of the other Dirac's delta outside the integral. If now the time $T$ appearing in 1.25 is much bigger then the time elapsed during the scattering process, we can simply write $\delta^{2}\left(E-E^{\prime}\right)=\delta\left(E-E^{\prime}\right) \frac{T}{2 \pi \hbar}=\delta\left(q-q^{\prime}\right) \frac{d q}{d E} \frac{T}{2 \pi \hbar}=\delta\left(q-q^{\prime}\right) \frac{m}{q} \frac{T}{2 \pi \hbar}$, with $q \equiv|\vec{q}|$ and $E=\frac{q^{2}}{2 m}$.
Thus, substituting this expression for $\delta^{2}\left(E-E^{\prime}\right)$ inside $\left.|\langle\vec{q}| \hat{T}| \vec{q}^{\prime}\right\rangle\left.\right|^{2}$, Eq.(1.23) becomes:

$$
\begin{align*}
\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)\left\langle\chi\left(\vec{x}^{\prime}\right) \mid \chi(\vec{x})\right\rangle-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)=-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right) \int d \vec{q} \mu(\vec{q}) \frac{(2 \pi \hbar)^{3}}{V} \times \\
\times \int d \Omega^{\prime} d q q^{2}\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-\vec{q}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right) \frac{\left|f\left(\vec{q}, \vec{q}^{\prime}\right)\right|^{2}}{m^{2}(2 \pi \hbar)^{2}} \delta\left(q-q^{\prime}\right) \frac{m}{q} \frac{T}{2 \pi \hbar}=  \tag{1.26}\\
=-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right) \frac{T}{V} \int d \vec{q} \mu(\vec{q}) \frac{q}{m} \int d \Omega^{\prime}\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)\left|f\left(\vec{q}, q \vec{n}^{\prime}\right)\right|^{2} .
\end{align*}
$$

where now, because of $\delta\left(q-q^{\prime}\right),\left|\vec{q}^{\prime}\right|=|\vec{q}|$ and $\vec{n}^{\prime}$ is a unitary vector that specifies the direction of the environmental particle after the interaction. This means that we are considering a physical situation in which the scattered environmental particle has initial momentum $\vec{q}=q \vec{n}$ and final one like $\vec{q}^{\prime}=q \vec{n}^{\prime}$, i.e. same modulus but different direction.
We can also generalize the $\frac{q}{m}$ term inside 1.26 with a generic velocity function $\frac{q}{m} \rightarrow v(q)$ (e.g. for a massive classical particle we have $v(q)=\frac{q}{m}$, while for a photon we will have $v(q)=c)$. This allows us to apply formula 1.26 to many different physical situations. It is possible to go even further if we make the assumption that the environment is composed of particles that are isotropically distributed:

$$
\begin{equation*}
\mu(\vec{q})=\frac{1}{4 \pi} \frac{V}{N} \rho(q) d q d \Omega \tag{1.27}
\end{equation*}
$$

where $\int d q \rho(q)=\frac{N}{V}$, in order to have $\int d \vec{q} \mu(\vec{q})=1$.
Eq.(1.26) will thus become:

$$
\begin{array}{r}
\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)\left\langle\chi\left(\vec{x}^{\prime}\right) \mid \chi(\vec{x})\right\rangle-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)= \\
-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right) \frac{T}{N} \int d q \rho(q) v(q) \int \frac{d \Omega d \Omega^{\prime}}{4 \pi}\left(1-e^{\frac{i}{h}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)\left|f\left(\vec{q}, q \vec{n}^{\prime}\right)\right|^{2} . \tag{1.28}
\end{array}
$$

This formula represents the decoherence caused by only one scattering event. If we want to generalize it to the case with an environment of $N$ particles, we have to multiply everything for $N$ in order to take into account of the decoherence effect due to all the particles in the environment.
Finally, we can consider the differential form of Eq.(1.28) by dividing it for $T$ and taking the infinitesimal limit $T \rightarrow 0$ :

$$
\begin{equation*}
\frac{\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)\left\langle\chi\left(\vec{x}^{\prime}\right) \mid \chi(\vec{x})\right\rangle-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right)}{T} \longrightarrow \frac{d \rho_{S}\left(\vec{x}, \vec{x}^{\prime}, t\right)}{d t} \tag{1.29}
\end{equation*}
$$

which, from Eq.(1.28), leads to:

$$
\begin{array}{r}
\frac{d \rho_{S}\left(\vec{x}, \vec{x}^{\prime}, t\right)}{d t}=-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, t\right) \int d q \rho(q) v(q)  \tag{1.30}\\
\times \int \frac{d \Omega d \Omega^{\prime}}{4 \pi}\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)\left|f\left(\vec{q}, q \vec{n}^{\prime}\right)\right|^{2} .
\end{array}
$$

Eq.(1.30) is the final equation for the decoherence rate of the Scattering Model. It will be used often in the next chapters. In particular, Eq.(1.30) has the following structure:

$$
\begin{equation*}
\frac{d \rho_{S}\left(\vec{x}, \vec{x}^{\prime}, t\right)}{d t}=-\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, t\right) F\left(\vec{x}-\vec{x}^{\prime}\right), \tag{1.31}
\end{equation*}
$$

which can be solved integrating in the time variable $t$ :

$$
\begin{equation*}
\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, t\right)=\rho_{S}\left(\vec{x}, \vec{x}^{\prime}, 0\right) e^{-F\left(\vec{x}-\vec{x}^{\prime}\right) t} \tag{1.32}
\end{equation*}
$$

This formula shows the role played by the function $F\left(\vec{x}-\vec{x}^{\prime}\right)$ : it suppresses the off diagonal density matrix elements. In fact, for the elements on the diagonal, we have that $\vec{x}=\vec{x}^{\prime}$; this means that the element $\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)$ inside the integral of Eq.(1.30) is 0, resulting in:

$$
\begin{equation*}
\frac{d \rho_{S}(\vec{x}, \vec{x}, t)}{d t}=0 \longrightarrow \rho_{S}(\vec{x}, \vec{x}, t)=\text { const. } \tag{1.33}
\end{equation*}
$$

This last equation shows that the diagonal elements of $\rho_{S}$ are not influenced by the environmental interaction, they remain constant over time evolution.
Instead, the non diagonal elements are suppressed because of $F\left(\vec{x}-\vec{x}^{\prime}\right)$ and, in the limit $t \rightarrow+\infty$, they are completely suppressed, i.e. they become asymptotically 0 . This means
that asymptotically the density matrix $\rho_{S}$ will have a diagonal form, representing thus a mixture. This is a consequence that we have already discussed in the past section, where we have explained that, after the interaction, the information of the system is spread all over the environment.

### 1.3.1 Short-wavelength limit

We have seen in the previous section that it is possible to find a decoherence rate for the density matrix elements of a generic quantum system $S$, which is given by:

$$
\begin{equation*}
F\left(\vec{x}-\vec{x}^{\prime}\right)=\int d q \rho(q) v(q) \int \frac{d \Omega d \Omega^{\prime}}{4 \pi}\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)\left|f\left(\vec{q}, q \vec{n}^{\prime}\right)\right|^{2} . \tag{1.34}
\end{equation*}
$$

Presented in this form, Eq.(1.34) does not have any practical purposes. In particular, the second integral in the RHS can be very hard to compute, especially for the presence of the $\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)$ factor. It is thus useful to start making some approximation which can be applied to many different physical situations.

In this subsection, we will explore the so-called Short-wavelength limit, while in the next one we will study the other extremal behaviour of Eq.(1.34), i.e. the so-called long-wavelength limit.

Let us start by analyzing the phase's argument in RHS:

$$
\begin{equation*}
\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)=\frac{i}{\hbar} q\left(\vec{n}-\vec{n}^{\prime}\right) \cdot \Delta \vec{x} \tag{1.35}
\end{equation*}
$$

where $\Delta \vec{x}$ can represent the spatial superposition size of the system $S$. In particular, we are interested in the product $\frac{q}{\hbar}|\Delta \vec{x}| \equiv \frac{q}{\hbar} \Delta x$.

We define the Short-wavelength limit through the following condition:

$$
\begin{equation*}
\lambda_{\text {part }} \ll \Delta x \tag{1.36}
\end{equation*}
$$

i.e. when the wavelength associated to the scattered environmental particle is much smaller than the superposition size of the quantum object $S$. The QGEM experiment exemplifies a scenario where this limit is upheld: in fact, as we will see in the next chapters, the QGEM setup allows the temperature to be of the order of $T \sim 1 K$. If we now suppose that the environmental particles are in thermal equilibrium, their average energy will be $\bar{E}=k_{B} T$. This means that, considering these particles to have a mass $m \sim 10^{-27} \mathrm{~kg}$ (as, for example, an Helium molecule), their resulting average momentum will be $\bar{p}=\sqrt{2 m k_{B} T} \sim 10^{-25} \mathrm{~kg} \frac{\mathrm{~m}}{\mathrm{~s}}$. The average wavelength associated to an environmental particle will be thus given by:

$$
\begin{equation*}
\lambda_{\text {part }}=\frac{2 \pi \hbar}{\bar{p}}=\frac{2 \pi \hbar}{\sqrt{2 m k_{B} T}} \sim 4.7 \times 10^{-9} \mathrm{~m} \tag{1.37}
\end{equation*}
$$

Considering now that in the QGEM setup the superposition size of the crystal is of the order of $\Delta x \sim 10^{-5} \mathrm{~m}$, we have satisfied the short-wavelength limit condition, i.e. $\lambda_{\text {part }} \ll \Delta x$.

In this limit, we have that the phase given by Eq.(1.35) results to be much bigger than 1, i.e. $\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right) \gg 1$. That is because $\lambda \sim \frac{\hbar}{q}$ and, if $\lambda \ll \Delta x$, then $\frac{q}{\hbar} \gg \Delta x$. This means that the exponential $e^{\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}$, when integrated over the all possible $q$ 's (see Eq.(1.34)), oscillates very rapidly. Therefore, its contribution to the integral in Eq.(1.34) will be negligible compared to the one given by the 1 factor inside $\left(1-e^{\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)}\right)$.

This leads to the following form for the decoherence rate:

$$
\begin{equation*}
F_{\text {short }}\left(\vec{x}-\vec{x}^{\prime}\right) \equiv \Gamma=\int d q \rho(q) v(q) \int \frac{d \Omega d \Omega^{\prime}}{4 \pi}\left|f\left(\vec{q}, q \vec{n}^{\prime}\right)\right|^{2} . \tag{1.38}
\end{equation*}
$$

Now, it is known in Quantum Scattering Theory, the function $\left|f\left(\vec{q}, q \vec{n}^{\prime}\right)\right|^{2}$ represents exactly the differential cross section $\frac{d \sigma}{d \Omega}$. Thus, when it is integrated over all the possible scattering angles $d \Omega$ and $d \Omega^{\prime}$, it will give back the total cross section $\sigma_{\text {tot }}(p)$. The final result is:

$$
\begin{equation*}
\Gamma=\int d q \rho(q) v(q) \sigma_{t o t}(q) \tag{1.39}
\end{equation*}
$$

It is interesting to notice that Eq.(1.39) represents exactly the so-called interaction rate, a well known variable in Quantum scattering theory which gives the number of interactions (or decay) per second (its units are $[\Gamma]=\frac{1}{s}=H z$ ). In fact, considering that $\rho(q)$ inside Eq.(1.39) is a probability distribution, $\Gamma$ can be also rewritten as:

$$
\begin{equation*}
\Gamma=\left\langle v \sigma_{t o t}\right\rangle_{\rho}, \tag{1.40}
\end{equation*}
$$

which is the usual form in which the interaction rate is presented is scattering theory. This analysis thus shows the strong connection between the concepts of decoherence (or entanglement) and interactions. Such a connection will be analyzed in the next chapters (see 2).

### 1.3.2 Long-wavelength limit

Let us now study the opposite limit case of Eq.(1.34). In particular, we will consider the case where the wavelength associated to the environmental particle is much bigger than the superposition size, i.e. $\lambda_{\text {part }} \gg \Delta x$. This means that, because $\lambda_{\text {part }} \sim \frac{\hbar}{q}$, we have that $\frac{i}{\hbar}\left(\vec{q}-q \vec{n}^{\prime}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right) \ll 1$.

In this way, we can expand the exponential that appears in the RHS of Eq.(1.34) to obtain:

$$
\begin{equation*}
\frac{i}{\hbar} q\left(\hat{n}^{\prime}-\hat{n}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)+\frac{1}{2 \hbar^{2}} q^{2}\left[\left(\hat{n}^{\prime}-\hat{n}\right) \cdot\left(\vec{x}-\vec{x}^{\prime}\right)\right]^{2} \tag{1.41}
\end{equation*}
$$

The first term gives an integral of an odd function, due to the fact that $\hat{n}^{\prime}-\hat{n}$ is antisymmetric in the exchange of $\hat{n}$ and $\hat{n}^{\prime}$, while $\frac{d \sigma}{d \Omega}\left(\hat{n}, \hat{n}^{\prime}\right)$ is symmetric, giving a total odd function.
The second term gives instead a non-null contribution. Moreover, it can be further simplified: in fact, we can assume that the particular direction $\vec{x}-\vec{x}^{\prime}=\left|\vec{x}-\vec{x}^{\prime}\right| \hat{i}=\Delta x \hat{i}$ of the scattering center (i.e. of the crystal) does not depend on the direction $\hat{i}$.
We can thus average this term over all possible directions $\hat{i}$, obtaining:

$$
\begin{align*}
& (\Delta x)^{2} \frac{1}{3} \sum_{i=x, y, z}\left[\hat{i} \cdot\left(\hat{n}^{\prime}-\hat{n}\right)\right]^{2}=\frac{1}{3}(\Delta x)^{2}\left|\hat{n}^{\prime}-\hat{n}\right|^{2}  \tag{1.42}\\
& \quad=\frac{2}{3}(\Delta x)^{2}\left|1-\hat{n}^{\prime} \cdot \hat{n}\right|=\frac{2}{3}(\Delta x)^{2}(1-\cos (\theta)) .
\end{align*}
$$

where $\theta$ is the scattering angle.
This means that, in the expression for $\Gamma$, the angular integral will become:

$$
\begin{equation*}
\int d \Omega \frac{d \sigma}{d \Omega}\left(\hat{n}, \hat{n}^{\prime}\right) \frac{2}{3}(1-\cos (\theta))=\frac{2 \pi}{3} \int d(\cos (\theta))(1-\cos (\theta)) \frac{d \sigma}{d \Omega}\left(\hat{n}, \hat{n}^{\prime}\right) \equiv \sigma_{e f f}, \tag{1.43}
\end{equation*}
$$

where we have integrated over the azimutal angle $\int_{0}^{2 \pi} d \phi=2 \pi$ and we have defined the effective cross section $\sigma_{e f f}$.

This leads to the final form of the decoherence rate in the long-wavelength limit:

$$
\begin{equation*}
F_{\text {long }}\left(\vec{x}-\vec{x}^{\prime}\right) \equiv \Delta x^{2} \Lambda=\Delta x^{2} \int d q \rho(q) v(q) \frac{q^{2}}{\hbar^{2}} \sigma_{e f f}(q) \tag{1.44}
\end{equation*}
$$

### 1.3.3 Comparing short and long-wavelength limit

Let us now compare the two limit behaviours of the decoherence rate, given by Eq.(1.39) and Eq.(1.44). It is important to distinguish two different physical situations: one in which the physical limit is the short-wavelength limit, i.e. when the particle has a wavelength $\lambda_{\text {part }}$ such that $\lambda_{\text {part }} \ll \Delta x$, and the other where $\lambda_{\text {part }} \gg \Delta x$.

Let us start from the first case, i.e. with $\lambda_{\text {part }} \ll \Delta x$. In this context, it is obvious that Eq.(1.39) gives the exact expression for the decoherence rate. What is the role of Eq.(1.44) in this case? Is there any information that we can extrapolate from this equation?

Comparing Eq.(1.39) and Eq.(1.44) we notice that we can obtain the long-wavelength limit expression by substituting $\sigma_{t o t} \longrightarrow \sigma_{e f f}$ inside the short-wavelength limit formula
and by multiplying it by the term $\Delta x^{2} \frac{q^{2}}{\hbar^{2}}$. In particular, we can notice that $\sigma_{e f f}$ will be numerically of the same order of $\sigma_{t o t}$, given that the only difference between the two is a purely geometrical factor $(1-\cos (\theta))$ inside Eq.(1.43). Therefore, the main difference between the two expressions is entirely encoded inside the term $\Delta x^{2} \frac{q^{2}}{\hbar^{2}}$.

Now, when the physical situation is the short-wavelength limit, this term will be $\Delta x^{2} \frac{q^{2}}{\hbar^{2}} \gg 1$, given that $\lambda_{\text {part }} \sim \frac{\hbar}{q} \ll \Delta x$. This means that, when we have physically a short wavelength for the environmental particle compared to the superposition size, the following inequality holds:

$$
\begin{equation*}
\frac{F_{\text {short }}\left(\vec{x}-\vec{x}^{\prime}\right)}{F_{\text {long }}\left(\vec{x}-\vec{x}^{\prime}\right)} \equiv \frac{\Gamma}{\Delta x^{2} \Lambda} \sim \frac{1}{\Delta x^{2} \frac{q^{2}}{\hbar^{2}}} \ll 1, \tag{1.45}
\end{equation*}
$$

which leads to:

$$
\begin{equation*}
F_{\text {short }}\left(\vec{x}-\vec{x}^{\prime}\right) \ll F_{\text {long }}\left(\vec{x}-\vec{x}^{\prime}\right) . \tag{1.46}
\end{equation*}
$$

This means that, in the short-wavelength limit, Eq.(1.44) will thus be an upper bound to the decoherence rate. Therefore, if we use Eq.(1.44) to compute the decoherence rate when $\lambda_{\text {part }} \ll \Delta x$, we will obtain a superior limit which will be never exceeded by the physical decoherence rate given by Eq.(1.39).

Finally, considering the case where the physical situation is $\lambda_{\text {part }} \gg \Delta x$, we have that:

$$
\begin{equation*}
\frac{F_{\text {short }}\left(\vec{x}-\vec{x}^{\prime}\right)}{F_{\text {long }}\left(\vec{x}-\vec{x}^{\prime}\right)} \sim \frac{1}{\Delta x^{2} \frac{q^{2}}{\hbar^{2}}} \gg 1, \tag{1.47}
\end{equation*}
$$

because now we have that $\Delta x^{2} \frac{q^{2}}{\hbar^{2}} \ll 1$. This leads to:

$$
\begin{equation*}
F_{\text {long }}\left(\vec{x}-\vec{x}^{\prime}\right) \ll F_{\text {short }}\left(\vec{x}-\vec{x}^{\prime}\right), \tag{1.48}
\end{equation*}
$$

which means that when the short-wavelength limit is the physical limit, Eq.(1.39) will be an upper bound for the physical decoherence rate given by Eq.(1.44).

### 1.4 Born-Markov Master Equation

Let us now analyze another method used to compute the decoherence effects on an open system. In this method, the approach to the problem is slightly different from what we have seen in the previous chapter. In fact, roughly speaking, in the Scattering Model the dynamics of the system $S$ was determined by starting from the composite system $S+\mathcal{E}$, which is a closed system and for this reason its density matrix $\hat{\rho}_{S+\mathcal{E}}(t)$ is subjected to a unitary evolution:

$$
\begin{equation*}
\hat{\rho}_{S+\mathcal{E}}(t)=\hat{U}(t) \hat{\rho}_{S+\mathcal{E}}(0) \hat{U}^{\dagger}(t) . \tag{1.49}
\end{equation*}
$$

In order to compute the effects of the environment on the system, we can thus simply tracing out the environment:

$$
\begin{equation*}
\hat{\rho}_{S}(t)=\operatorname{Tr}_{\mathcal{E}}\left[\hat{\rho}_{S+\mathcal{E}}(t)\right]=\operatorname{Tr}_{\mathcal{E}}\left[\hat{U}(t) \hat{\rho}_{S+\mathcal{E}}(0) \hat{U}^{\dagger}(t)\right] . \tag{1.50}
\end{equation*}
$$

In this chapter, instead, we will consider a different approach to the problem. In particular, we will focus on the generic form that the time evolution for the system $S$ can have:

$$
\begin{equation*}
\hat{\rho}_{S}(t)=\hat{V}(t) \hat{\rho}_{S}(0) \tag{1.51}
\end{equation*}
$$

where $\hat{V}(t)$ is a generic non-unitary evolution operator. Of course, the non-unitarity of $\hat{V}(t)$ is a consequence of the fact that the system $S$ is not isolated but is constantly influenced by the interaction with the environment. In particular, we will see how we are able to compute explicitly $\hat{V}(t)$ starting from a few physically reasonable approximations. In particular, with these approximations, we will be able to express the time evolution of $\hat{\rho}_{S}(t)$ in terms of a first order and local differential equation:

$$
\begin{equation*}
\frac{d \hat{\rho}_{S}(t)}{d t}=\hat{\mathcal{L}}\left[\hat{\rho}_{S}(t)\right]=-\frac{i}{\hbar}\left[\hat{H}_{S}^{\prime}, \hat{\rho}_{S}(t)\right]+\hat{\mathcal{D}} \hat{\rho}_{S}(t), \tag{1.52}
\end{equation*}
$$

where the first term in the last equality represents the ordinary unitary evolution of the system, while the non-unitary part is taken care by $\hat{\mathcal{D}} \hat{\rho}_{S}(t)$, which represents the effects of the decoherence on the system $S$. It is also important to specify that, in the unitary part, $\hat{H}_{S}^{\prime}$ is not the unperturbed free Hamiltonian of the system $S$ (which will be indicated by $\hat{H}_{S}$ ) but it is instead the perturbed Hamiltonian modified by the mere presence of the environment $\mathcal{E}$, i.e. it takes into account a general type of Lamb-shift effect on, for example, the energy levels of the system $S$. This does not mean that $\hat{H}_{S}^{\prime}$ takes into account the decoherence effects, which are taken care only by the non-unitary part $\hat{\mathcal{D}} \hat{\rho}_{S}(t)$ in the time evolution of $\hat{\rho}_{S}(t)$.
Let us now discuss the approximations the we will make in the derivation for the BornMarkov Master Equation:

- Born approximation: The environment is much larger than the system and the coupling between $S$ and $\mathcal{E}$ is weak enough that it is possible at all times to write the composite $S+\mathcal{E}$ system as a tensorial product:

$$
\begin{equation*}
\hat{\rho}_{S+\mathcal{E}}(t) \approx \hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}}, \tag{1.53}
\end{equation*}
$$

where $\hat{\rho}_{\mathcal{E}}$ is approximately constant at all times.

- Markov approximation: Memory effects in the environment are negligible, i.e. any effect that the system has on the environment decays rapidly compared to the evolution of the environment $\mathcal{E}$ itself.

Considering these approximation to hold, another assumption that we will use in the derivation of the Master Equation is to consider the Hamiltonian interaction $\hat{H}_{\text {int }}$ to be separable in terms of system-operators $\hat{S}_{\alpha}$ and environment-operators $\hat{E}_{\alpha}$ :

$$
\begin{equation*}
\hat{H}_{i n t}=\sum_{\alpha} \hat{S}_{\alpha} \otimes \hat{E}_{\alpha} \tag{1.54}
\end{equation*}
$$

It is time now to derive the Born-Markov Master Equation. The derivation will be obtained by considering all the observable to be expressed in the Interaction picture. In particular, let us start to express the explicit form of the Hamiltonian $\hat{H}$ of the composite system $S+\mathcal{E}$ :

$$
\begin{equation*}
\hat{H}=\hat{H}_{S}+\hat{H}_{\mathcal{E}}+\hat{H}_{i n t} . \tag{1.55}
\end{equation*}
$$

It is clear that $\hat{H}_{0}=\hat{H}_{S}+\hat{H}_{\mathcal{E}}$ is the total free Hamiltonian of the composite system, while $\hat{H}_{\text {int }}$ represents the interaction Hamiltonian, which will be treated perturbatively. Thus, with a total Hamiltonian of this form, the interaction Hamiltonian $\hat{H}_{\text {int }}$ will evolve as:

$$
\begin{equation*}
\hat{H}_{\text {int }}(t)=e^{\frac{i}{\hbar} \hat{H}_{0} t} \hat{H}_{\text {int }} e^{-\frac{i}{\hbar} \hat{H}_{0} t}, \tag{1.56}
\end{equation*}
$$

while the density matrix operator will transform in the following way:

$$
\begin{equation*}
\hat{\rho}_{\text {int }}^{(I)}(t)=e^{\frac{i}{\hbar} \hat{H}_{0} t} e^{-\frac{i}{\hbar} \hat{H} t} \hat{\rho} e^{\frac{i}{\hbar} \hat{H} t} e^{-\frac{i}{\hbar} \hat{H}_{0} t}=e^{\frac{i}{\hbar} \hat{H}_{0} t} \hat{\rho} e^{-\frac{i}{\hbar} \hat{H}_{0} t}, \tag{1.57}
\end{equation*}
$$

where the label $(I)$ specifies in what picture we are considering the time evolution. In the interaction picture it is also possible to define a Liouville equation:

$$
\begin{equation*}
\frac{d \hat{\rho}^{(I)}(t)}{d t}=-\frac{i}{\hbar}\left[\hat{H}_{\text {int }}(t), \hat{\rho}^{(I)}(t)\right], \tag{1.58}
\end{equation*}
$$

in complete analogy with the Heisenberg picture.
Eq.(1.58) is the starting point of our derivation of the Master Equation. In fact, we can solve it by integrating one time over $t$ :

$$
\begin{equation*}
\hat{\rho}^{(I)}(t)=\hat{\rho}(0)-\frac{i}{\hbar} \int_{0}^{t} d t^{\prime}\left[\hat{H}_{\text {int }}\left(t^{\prime}\right), \hat{\rho}^{(I)}\left(t^{\prime}\right)\right] . \tag{1.59}
\end{equation*}
$$

We can thus plug this equation back in Eq.(1.58), obtaining:

$$
\begin{align*}
& \frac{d \hat{\rho}^{(I)}(t)}{d t}=-\frac{i}{\hbar}\left[\hat{H}_{\text {int }}(t), \hat{\rho}(0)-\frac{i}{\hbar} \int_{0}^{t} d t^{\prime}\left[\hat{H}_{\text {int }}\left(t^{\prime}\right), \hat{\rho}^{(I)}\left(t^{\prime}\right)\right]\right]  \tag{1.60}\\
=- & \frac{i}{\hbar}\left[\hat{H}_{\text {int }}(t), \hat{\rho}(0)\right]-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime}\left[\hat{H}_{\text {int }}\left(t^{\prime}\right),\left[\hat{H}_{\text {int }}\left(t^{\prime}\right), \hat{\rho}^{(I)}\left(t^{\prime}\right)\right]\right] .
\end{align*}
$$

It is easy to show that, also in the interaction picture, in order to obtain the density matrix $\hat{\rho}_{S}^{(I)}(t)$ of the system $S$ it is sufficient to trace out the environmental degrees of freedom, i.e. $\hat{\rho}_{S}^{(I)}(t)=\operatorname{Tr}_{\mathcal{E}}\left[\hat{\rho}^{(I)}(t)\right]$. Thus, tracing out Eq.(1.60), we obtain:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t}=-\frac{i}{\hbar} \operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{H}_{\text {int }}(t), \hat{\rho}(0)\right]\right\}  \tag{1.61}\\
-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{H}_{\text {int }}\left(t^{\prime}\right),\left[\hat{H}_{\text {int }}\left(t^{\prime}\right), \hat{\rho}^{(I)}\left(t^{\prime}\right)\right]\right]\right\} .
\end{array}
$$

Now it is always possible to set the first term of this equation to 0 by simply defining a suitable initial condition for $\hat{\rho}(0)$, i.e. $\operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{H}_{\text {int }}(t), \hat{\rho}(0)\right]\right\} \equiv 0$.
At this point, we did not make any approximation, neither on the composite system $S+\mathcal{E}$ or on the interaction between the system and the environment. The first assumption that we will make is the Born Approximation explained above. We can understand why we need such an approximation by looking at the structure of Eq.(1.61): in particular, we can notice how the time evolution $\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t}$ of the system's density matrix is for the moment a function of the total density matrix $\hat{\rho}^{(I)}(t)$, as it is clear from the last term in the RHS of Eq.(1.61). This is not a convenient expression, because we would like to write the time evolution $\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t}$ only in terms of $\hat{\rho}_{S}^{(I)}(t)$ itself, in order to obtain a differential equation of the type of Eq.(1.52).
However, it is possible to have such result by imposing the Born Approximation $\hat{\rho}^{(I)}(t) \approx$ $\hat{\rho}_{S}^{(I)}(t) \otimes \hat{\rho}_{\mathcal{E}}$. Plugging this approximation inside Eq.(1.61), we obtain:

$$
\begin{equation*}
\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t}=-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{H}_{\text {int }}\left(t^{\prime}\right),\left[\hat{H}_{\text {int }}\left(t^{\prime}\right), \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \otimes \hat{\rho}_{\mathcal{E}}\right]\right]\right\} . \tag{1.62}
\end{equation*}
$$

In this expression, the RHS now contains $\hat{\rho}_{S}^{(I)}\left(t^{\prime}\right)$ explicitly, as desired. However, the missing property of this equation, in order to have a first order and local differential equation (see Eq.(1.52)), is having the RHS to be a function of $\hat{\rho}_{S}^{(I)}(t)$ only, and not a dependence from all times $t^{\prime} \in[0, t]$, as in Eq.(1.62). Thus, let us see how can we obtain such a result.
Using the explicit form for $\hat{H}_{\text {int }}$ as in Eq.(1.54), we have that:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t}=-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\alpha, \beta} \operatorname{Tr}_{\mathcal{E}}\left\{\left[\hat{S}_{\alpha}(t) \otimes \hat{E}_{\alpha}(t),\left[\hat{S}_{\beta}\left(t^{\prime}\right) \otimes \hat{E}_{\beta}\left(t^{\prime}\right), \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \otimes \hat{\rho}_{\mathcal{E}}\right]\right]\right\} \\
=-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\alpha, \beta} \operatorname{Tr}_{\mathcal{E}}\left\{\hat{S}_{\alpha}(t) \hat{S}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \otimes \hat{E}_{\alpha}(t) \hat{E}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{\mathcal{E}}\right. \\
\left.-\hat{S}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\alpha}(t) \otimes \hat{E}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{\mathcal{E}} \hat{E}_{\alpha}(t)\right\} \\
-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\alpha, \beta} \operatorname{Tr}_{\mathcal{E}}\left\{-\hat{S}_{\alpha}(t) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\beta}\left(t^{\prime}\right) \otimes \hat{E}_{\alpha}(t) \hat{\rho}_{\mathcal{E}} \hat{E}_{\beta}\left(t^{\prime}\right)\right. \\
\left.+\hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\beta}\left(t^{\prime}\right) \hat{S}_{\alpha}(t) \otimes \hat{\rho}_{\mathcal{E}} \hat{E}_{\beta}\left(t^{\prime}\right) \hat{E}_{\alpha}(t)\right\} \\
=-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\alpha, \beta}\left[\hat{S}_{\alpha}(t) \hat{S}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}(t) \hat{E}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{\mathcal{E}}\right\}\right.  \tag{1.63}\\
\left.-\hat{S}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\alpha}(t) \operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{\mathcal{E}} \hat{E}_{\alpha}(t)\right\}\right] \\
-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\alpha, \beta}\left[-\hat{S}_{\alpha}(t) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\beta}\left(t^{\prime}\right) \operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}(t) \hat{\rho}_{\mathcal{E}} \hat{E}_{\beta}\left(t^{\prime}\right)\right\}\right. \\
\left.+\hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\beta}\left(t^{\prime}\right) \hat{S}_{\alpha}(t) \operatorname{Tr}_{\mathcal{E}}\left\{\hat{\rho}_{\mathcal{E}} \hat{E}_{\beta}\left(t^{\prime}\right) \hat{E}_{\alpha}(t)\right\}\right] \\
=-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\alpha, \beta}\left\langle\hat{E}_{\alpha}(t) \hat{E}_{\beta}\left(t^{\prime}\right)\right\rangle_{\hat{\rho}_{\mathcal{E}}}\left[\hat{S}_{\alpha}(t) \hat{S}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right)-\hat{S}_{\beta}\left(t^{\prime}\right) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\alpha}(t)\right] \\
-\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\alpha, \beta}\left\langle\hat{E}_{\beta}\left(t^{\prime}\right) \hat{E}_{\alpha}(t)\right\rangle_{\hat{\rho}_{\mathcal{E}}}\left[-\hat{S}_{\alpha}(t) \hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\beta}\left(t^{\prime}\right)+\hat{\rho}_{S}^{(I)}\left(t^{\prime}\right) \hat{S}_{\beta}\left(t^{\prime}\right) \hat{S}_{\alpha}(t)\right]
\end{array}
$$

where in the very last line we have used the cyclic property of the trace:

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}(t) \hat{\rho}_{\mathcal{E}} \hat{E}_{\beta}\left(t^{\prime}\right)\right\}=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\beta}\left(t^{\prime}\right) \hat{E}_{\alpha}(t) \hat{\rho}_{\mathcal{E}}\right\} \tag{1.64}
\end{equation*}
$$

and defined the so-called Environment Self-correlation Functions:

$$
\begin{equation*}
\mathcal{C}_{\alpha \beta}\left(t, t^{\prime}\right) \equiv\left\langle\hat{E}_{\alpha}(t) \hat{E}_{\beta}\left(t^{\prime}\right)\right\rangle_{\hat{\rho}_{\mathcal{E}}}=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}(t) \hat{E}_{\beta}(t) \hat{\rho}_{\mathcal{E}}\right\} . \tag{1.65}
\end{equation*}
$$

It is now useful to consider the fact that $\hat{\rho}_{\mathcal{E}}$ is time independent, as required by the Born approximation already applied above. In particular, we can consider $\hat{\rho}_{\mathcal{E}}$ to be a stationary state, i.e. $\left[\hat{H}_{\mathcal{E}}, \hat{\rho}_{\mathcal{E}}\right]=0$. This implies also that $\left[e^{ \pm \frac{i}{\hbar} \hat{H}_{\mathcal{E}} t}, \hat{\rho}_{\mathcal{E}}\right]=0$, which leads to:

$$
\begin{array}{r}
\mathcal{C}_{\alpha \beta}\left(t, t^{\prime}\right) \equiv \operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}(t) \hat{E}_{\beta}(t) \hat{\rho}_{\mathcal{E}}\right\}=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}(t) e^{\frac{i}{\hbar} \hat{H}_{\mathcal{E}} t} \hat{E}_{\beta} e^{-\frac{i}{\hbar} \hat{H}_{\mathcal{E}}} \hat{\rho}_{\mathcal{E}}\right\}= \\
\operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}(t) e^{\frac{i}{\hbar} \hat{H}_{\mathcal{E}} t} \hat{E}_{\beta} \hat{\rho}_{\mathcal{E}} e^{-\frac{i}{\hbar} \hat{H}_{\mathcal{E}} t}\right\}=\operatorname{Tr}_{\mathcal{E}}\left\{e^{-\frac{i}{\hbar} \hat{H}_{\mathcal{E}} t} \hat{E}_{\alpha}(t) e^{\frac{i}{\hbar} \hat{H}_{\mathcal{E}} t} \hat{E}_{\beta} \hat{\rho}_{\mathcal{E}}\right\}  \tag{1.66}\\
=\operatorname{Tr}_{\mathcal{E}}\left\{\hat{E}_{\alpha}\left(t-t^{\prime}\right) \hat{E}_{\beta} \hat{\rho}_{\mathcal{E}}\right\} \equiv \mathcal{C}_{\alpha \beta}\left(t-t^{\prime}\right) .
\end{array}
$$

It is now clear what is the physical interpretation of the environment self-correlation functions $\mathcal{C}_{\alpha \beta}\left(t, t^{\prime}\right)=\mathcal{C}_{\alpha \beta}\left(t-t^{\prime}\right) \equiv\left\langle\hat{E}_{\alpha}\left(t-t^{\prime}\right) \hat{E}_{\beta}\right\rangle_{\hat{\rho}_{\varepsilon}}$ : in fact, they indicate the degree of correlation between the measurement of a specific observable $\hat{E}_{\beta}$ at one time and the measurement of the same observable $\hat{E}_{\alpha}\left(t-t^{\prime}\right)$ carried out at a later time $\tau \equiv t-t^{\prime}$. Essentially, these functions quantify how much information the environment retains over time regarding its interaction with the system.

This allows us to finally use the Markov approximation: in fact, it assumes that the environment's self-correlation functions decay rapidly compared to the timescale determined by the system's evolution. The Markov approximation simplifies equation (1.63) by assuming that the environment quickly forgets any internal self-correlations established during its interaction with the system. This means that the environment does not keep track of its history, and any quantum correlations between parts of the environment decay on a timescale $\tau_{\text {corr }}$ much shorter than the characteristic timescale over which the system's density operator changes noticeably. This assumption is valid when the environment is weakly coupled to the system and at a sufficiently high temperature.

In classical probability theory, a stochastic process is considered Markovian if the probability of an event is independent of all earlier events. This implies that each step in the process is independent of previous steps, and the system retains no memory of its past.

The consequences of the Markov approximation for obtaining a time-local master equation in differential form are as follows: the environment self-correlation functions sharply peak around $\left(t-t^{\prime}\right)=0$ and decay much faster than the timescale determined by the rate of change of the system's density operator. This allows us to replace the retarded-time density operator with the current-time density operator in the master equation. The Markov assumption further simplifies the master equation by extending the integration limit to $-\infty$ for $t$ greater than or equal to $\tau_{c o r r}$, as the self-correlation functions vanish beyond that timescale.

This means that Eq.(1.63) becomes:

$$
\begin{align*}
\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t} & =-\frac{1}{\hbar^{2}} \int_{0}^{+\infty} d \tau \sum_{\alpha, \beta} \mathcal{C}_{\alpha \beta}(\tau)\left[\hat{S}_{\alpha}(t) \hat{S}_{\beta}(t-\tau) \hat{\rho}_{S}^{(I)}(t)-\hat{S}_{\beta}(t-\tau) \hat{\rho}_{S}^{(I)}(t) \hat{S}_{\alpha}(t)\right] \\
& -\frac{1}{\hbar^{2}} \int_{0}^{+\infty} d \tau \sum_{\alpha, \beta} \mathcal{C}_{\beta \alpha}(-\tau)\left[-\hat{S}_{\alpha}(t) \hat{\rho}_{S}^{(I)}(t) \hat{S}_{\beta}(t-\tau)+\hat{\rho}_{S}^{(I)}(t) \hat{S}_{\beta}(t-\tau) \hat{S}_{\alpha}(t)\right] \tag{1.67}
\end{align*}
$$

which is the Born-Markov Master Equation in the interaction picture.
We can finally transform Eq.(1.67) back to the Schrodinger picture. In fact, using the relation between $\hat{\rho}_{S}^{(I)}(t)$ and $\hat{\rho}_{S}(t)$ :

$$
\begin{equation*}
\hat{\rho}_{S}^{(I)}(t)=e^{\frac{i}{\hbar} \hat{H}_{S} t} \hat{\rho}_{S}(t) e^{-\frac{i}{\hbar} \hat{H}_{S} t} \tag{1.68}
\end{equation*}
$$

we have that:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t}=\frac{i}{\hbar} \hat{H}_{S} e^{\frac{i}{\hbar} \hat{H}_{S} t} \hat{\rho}_{S}(t) e^{-\frac{i}{\hbar} \hat{H}_{S} t}+e^{\frac{i}{\hbar} \hat{H}_{S} t} \hat{\rho}_{S}(t) e^{-\frac{i}{\hbar} \hat{H}_{S} t}\left(-\frac{i}{\hbar}\right) \hat{H}_{S} \\
+e^{\frac{i}{\hbar} \hat{H}_{S} t} \frac{d \hat{\rho}_{S}(t)}{d t} e^{-\frac{i}{\hbar} \hat{H}_{S} t}=\frac{i}{\hbar} \hat{H}_{S} \hat{\rho}_{S}^{(I)}(t)-\frac{i}{\hbar} \hat{\rho}_{S}^{(I)}(t) \hat{H}_{S}+e^{\frac{i}{\hbar} \hat{H}_{S} t} \frac{d \hat{\rho}_{S}(t)}{d t} e^{-\frac{i}{\hbar} \hat{H}_{S} t}  \tag{1.69}\\
=\frac{i}{\hbar}\left[\hat{H}_{S}, \hat{\rho}_{S}^{(I)}(t)\right]+e^{\frac{i}{\hbar} \hat{H}_{S} t} \frac{d \hat{\rho}_{S}(t)}{d t} e^{-\frac{i}{\hbar} \hat{H}_{S} t}=\frac{d \hat{\rho}_{S}^{(I)}(t)}{d t} .
\end{array}
$$

Inverting Eq.(1.69) we find that:

$$
\begin{align*}
\frac{d \hat{\rho}_{S}(t)}{d t}= & -\frac{i}{\hbar} e^{-\frac{i}{\hbar} \hat{H}_{S} t}\left[\hat{H}_{S}, \hat{\rho}_{S}^{(I)}(t)\right] e^{\frac{i}{\hbar} \hat{H}_{S} t}+e^{-\frac{i}{\hbar} \hat{H}_{S} t} \frac{d \hat{\rho}_{S}^{(I)}(t)}{d t} e^{\frac{i}{\hbar} \hat{H}_{S} t} \\
= & -\frac{i}{\hbar}\left[\hat{H}_{S}, e^{-\frac{i}{\hbar} \hat{H}_{S} t} \hat{\rho}_{S}^{(I)}(t) e^{\frac{i}{\hbar} \hat{H}_{S} t}\right]+e^{-\frac{i}{\hbar} \hat{H}_{S} t} \frac{\hat{\rho}_{S}^{(I)}(t)}{d t} e^{\frac{i}{\hbar} \hat{H}_{S} t}  \tag{1.70}\\
& =-\frac{i}{\hbar}\left[\hat{H}_{S}, \hat{\rho}_{S}(t)\right]+e^{-\frac{i}{\hbar} \hat{H}_{S t} t} \frac{d \hat{\rho}_{S}^{(I)}(t)}{d t} e^{\frac{i}{\hbar} \hat{H}_{S} t}=\frac{d \hat{\rho}_{S}(t)}{d t} .
\end{align*}
$$

The next step is to plug Eq.(1.67) into Eq.(1.70). In order to do that, let us first transform the following term into the Schrodinger picture:

$$
\begin{array}{r}
e^{-\frac{i}{\hbar} \hat{H}_{S} t} \hat{S}_{\alpha}(t) \hat{S}_{\beta}(t-\tau) \hat{\rho}_{S}^{(I)}(t) e^{\frac{i}{\hbar} \hat{H}_{S} t}= \\
=e^{-\frac{i}{\hbar} \hat{H}_{S} t} \hat{S}_{\alpha}(t) e^{\frac{i}{\hbar} \hat{H}_{S} t} e^{-\frac{i}{\hbar} \hat{H}_{S} t} \hat{S}_{\beta}(t-\tau) e^{\frac{i}{\hbar} \hat{H}_{S} t} e^{-\frac{i}{\hbar} \hat{H}_{S} t} \hat{\rho}_{S}^{(I)}(t) e^{\frac{i}{\hbar} \hat{H}_{S} t}=\hat{S}_{\alpha} \hat{S}_{\beta}(-\tau) \hat{\rho}_{S}(t) . \tag{1.71}
\end{array}
$$

The same computation can be easily done with the other terms that appear in the squared brackets in the of the RHS of Eq.(1.67). In the end, one obtains:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}(t)}{d t}=-\frac{i}{\hbar}\left[\hat{H}_{S}, \hat{\rho}_{S}(t)\right]-\frac{1}{\hbar^{2}} \int_{0}^{+\infty} d \tau \sum_{\alpha, \beta} \mathcal{C}_{\alpha \beta}(\tau)\left[\hat{S}_{\alpha}, \hat{S}_{\beta}(-\tau) \hat{\rho}_{S}(t)\right] \\
-\frac{1}{\hbar^{2}} \int_{0}^{+\infty} d \tau \sum_{\alpha, \beta} \mathcal{C}_{\beta \alpha}(-\tau)\left[\hat{\rho}_{S}(t) \hat{S}_{\beta}(-\tau), \hat{S}_{\alpha}\right] \tag{1.72}
\end{array}
$$

Finally, defining the following time-independent quantities:

$$
\left\{\begin{array}{l}
\hat{B}_{\alpha}=\int_{0}^{+\infty} d \tau \sum_{\beta} \mathcal{C}_{\alpha \beta}(\tau) \hat{S}_{\beta}(\tau)  \tag{1.73}\\
\hat{C}_{\alpha}=\int_{0}^{+\infty} d \tau \sum_{\beta} \mathcal{C}_{\beta \alpha}(-\tau) \hat{S}_{\beta}(\tau)
\end{array}\right.
$$

we find the final form for the Born-Markov Master Equation:

$$
\begin{equation*}
\frac{d \hat{\rho}_{S}(t)}{d t}=-\frac{i}{\hbar}\left[\hat{H}_{S}, \hat{\rho}_{S}(t)\right]-\frac{1}{\hbar^{2}} \sum_{\alpha}\left\{\left[\hat{S}_{\alpha}, \hat{B}_{\alpha} \hat{\rho}_{S}(t)\right]+\left[\hat{\rho}_{S}(t) \hat{C}_{\alpha}, \hat{S}_{\alpha}\right]\right\} . \tag{1.74}
\end{equation*}
$$

## Chapter 2

## Gravity-induced Entanglement and QGEM setup

New physics studies aim to understand quantum gravity, but the lack of empirical evidence has sparked a debate about whether gravity is a quantum entity. Traditional tests and cosmological observations have not provided conclusive evidence, leading to a shift towards laboratory probes. The Quantum Gravity induced Entanglement of Masses (QGEM) proposal [14, 23, 15, 24] suggests using entanglement between test masses in matter-wave interferometers as a way to detect the quantum nature of gravitational interactions. The study shows that observable entanglement can be generated between masses in superposition through the quantum phase induced by gravitational interaction. By analyzing the linearized quantized version of Einstein's theory of gravity, the study identifies the importance of off-diagonal terms in the coherent state basis of gravitational field modes for generating entanglement. The proposal assumes that gravitational interaction is mediated by a quantum mechanical gravitational field.

In this chapter, we will delve into the fundamental properties underlying the QGEM proposal and analyze its key features. In particular, in section 2.1 we are going to study the the mechanics that lies behind the interaction between two massive quantum objects in superposition. In section 2.2 the discussion is applied for the specific case of gravity, where a model for linearized quantum gravity will be used. Finally in section 2.3.2 we are going to study the QGEM proposal, its main step, assumptions and its setup.

### 2.1 Mechanism for quantum interactions to entangle matter

Let us begin by analyzing a very simple model that could represent a generic physical situation in which two or more matter systems interact [23]. We know from Quantum Field Theory that to each matter particle/system it is possible to associate a continuous
field. This field comes out asymptotically from a collection of Harmonic Oscillators, in which the length of the links of the lattice is set to vanish smoothly.
To begin with, let's thus consider two Harmonic Oscillators $A$ and $B$. Each of them has its own Hamiltonian, respectively $\hat{H}_{A}$ and $\hat{H}_{B}$ :

$$
\left\{\begin{array}{l}
\hat{H}_{A}=\frac{\hat{p}_{A}^{2}}{2 m}+\frac{1}{2} m \omega^{2} \hat{x}_{A}^{2}  \tag{2.1}\\
\hat{H}_{B}=\frac{\hat{p}_{B}^{2}}{2 m}+\frac{1}{2} m \omega^{2} \hat{x}_{B}^{2}
\end{array} .\right.
$$



Figure 2.1: Schematic representation of two quantum harmonic oscillators located at distance $d$ from one another.

We have considered them to have the same mass $m$ and the same frequency $\omega$. The only distinction between them is that they are spatially separated: their respective centers are located at distance $d$, as show in figure 2.1.
Using standard Quantum Mechanics, it is possible to introduce the so-called creation and annihilation operators, $\left\{\hat{a}, \hat{a}^{\dagger}\right\}$ for the system $A$ and $\left\{\hat{b}, \hat{b}^{\dagger}\right\}$ for the system $B$ :

$$
\left\{\begin{array}{l}
\hat{a}=\sqrt{\frac{m \omega}{2 \hbar}} \hat{x}_{A}-\frac{i}{\sqrt{2 \hbar m \omega}} \hat{p}_{A}  \tag{2.2}\\
\hat{a}^{\dagger}=\sqrt{\frac{m \omega}{2 \hbar}} \hat{x}_{A}+\frac{i}{\sqrt{2 \hbar m \omega}} \hat{p}_{A}
\end{array},\right.
$$

with analogue relations for $B$. In particular, the two Hamiltonians in terms of these operators become:

$$
\left\{\begin{array}{l}
\hat{H}_{A}=\hbar \omega \hat{a}^{\dagger} \hat{a}  \tag{2.3}\\
\hat{H}_{B}=\hbar \omega \hat{b}^{\dagger} \hat{b}
\end{array} .\right.
$$

Each of them admit a set of eigenvectors, that we will call $\left\{|n\rangle_{A}\right\}$ for $A$ and $\left\{|N\rangle_{B}\right\}$ for $B$. Their eigenvalues are given by $E_{n}^{(A)}=\hbar \omega n$ and $E_{N}^{(B)}=\hbar \omega n$ respectively, with $n, N \in \mathbb{N}$. In a QFT framework, these two sets of natural numbers represent the number of particles related to each quantum field.
It is now time to consider the composite system $A+B$. It will have a total free Hamiltonian $\hat{H}_{0}=\hat{H}_{A}+\hat{H}_{B}$. Let us suppose now that there is an interaction between $A$ and
$B$, driven by $\lambda \hat{H}_{\text {int }}$, where $\lambda$ is a small (i.e. $\lambda \ll 1$ ) coupling constant that will allow us to treat the interaction perturbatively. The total Hamiltonian will thus be given by:

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\lambda \hat{H}_{\text {int }}=\hat{H}_{A}+\hat{H}_{B}+\lambda \hat{H}_{\text {int }} . \tag{2.4}
\end{equation*}
$$

If the interaction is turned off, the free total Hamiltonian $\hat{H}_{0}$ will have the spectrum simply given by vectors that are tensorial products of the old separable basis, i.e. $\left\{\left|\Psi_{m}^{(0)}\right\rangle=|n\rangle_{A}|N\rangle_{B}\right\}$, with $m=n+N$. In particular, the eigenvalues are given by:

$$
\begin{equation*}
\hat{H}_{0}\left|\Psi_{m}^{(0)}\right\rangle=\hbar \omega(n+N)\left|\Psi_{m}^{(0)}\right\rangle . \tag{2.5}
\end{equation*}
$$

In the presence of interactions, the results are slightly different. In this situation, it is useful to use the basic concepts of Quantum Perturbation Theory. Let us thus study the eigenvalue problem for the total Hamiltonian $\hat{H}$ :

$$
\begin{equation*}
\hat{H}|\Psi\rangle=E|\Psi\rangle \tag{2.6}
\end{equation*}
$$

We can thus expand the following variables in powers of $\lambda$ :

$$
\left\{\begin{array}{l}
\hat{H}=\hat{H}_{0}+\lambda \hat{H}_{\text {int }}  \tag{2.7}\\
|\Psi\rangle=\left|\Psi_{0}\right\rangle+\lambda\left|\Psi_{1}\right\rangle+\ldots \\
E=E_{0}^{t o t}+\lambda E_{1}+\ldots
\end{array}\right.
$$

In this way, at the first order in $\lambda$ Eq.(2.6) becomes:

$$
\begin{align*}
& \left(\hat{H}_{0}+\lambda \hat{H}_{\text {int }}\right)\left(\left|\Psi_{0}\right\rangle+\lambda\left|\Psi_{1}\right\rangle+\ldots\right)=\left(E_{0}^{\text {tot }}+\lambda E_{1}+\ldots\right)\left(\left|\Psi_{0}\right\rangle+\lambda\left|\Psi_{1}\right\rangle+\ldots\right) \\
& \quad=\hat{H}_{0}\left|\Psi_{0}\right\rangle+\lambda \hat{H}_{0}\left|\Psi_{1}\right\rangle+\lambda \hat{H}_{\text {int }}\left|\Psi_{0}\right\rangle=E_{0}^{t o t}\left|\Psi_{0}\right\rangle+\lambda E_{0}^{t o t}\left|\Psi_{1}\right\rangle+\lambda E_{1}\left|\Psi_{0}\right\rangle . \tag{2.8}
\end{align*}
$$

First of all, the first terms in the RHS and LHS of the very last line cancel each other out, because of $\hat{H}_{0}\left|\Psi_{0}\right\rangle=E_{0}^{\text {tot }}\left|\Psi_{0}\right\rangle$. Knowing this, we can multiply Eq.(2.8) by $\left\langle\Psi_{m}^{(0)}\right|$, which is another eigenvector of the unperturbed Hamiltonian $\hat{H}_{0}$ such that $\hat{H}_{0}\left|\Psi_{m}^{(0)}\right\rangle=E_{m}\left|\Psi_{m}^{(0)}\right\rangle$ and $\left\langle\Psi_{m}^{(0)} \mid \Psi_{0}\right\rangle=0$. In this way, we obtain:

$$
\begin{equation*}
E_{m}\left\langle\Psi_{m}^{(0)} \mid \Psi_{1}\right\rangle+\left\langle\Psi_{m}^{(0)}\right| \hat{H}_{\text {int }}\left|\Psi_{0}\right\rangle=E_{0}^{\text {tot }}\left\langle\Psi_{m}^{(0)} \mid \Psi_{1}\right\rangle, \tag{2.9}
\end{equation*}
$$

which leads to:

$$
\begin{equation*}
\left\langle\Psi_{m}^{(0)} \mid \Psi_{1}\right\rangle=\frac{\left\langle\Psi_{m}^{(0)}\right| \hat{H}_{\text {int }}\left|\Psi_{0}\right\rangle}{E_{0}^{t o t}-E_{m}} . \tag{2.10}
\end{equation*}
$$

In this way, we can write down the expansion for the perturbed quantum state $|\Psi\rangle$ :

$$
\begin{array}{r}
|\Psi\rangle=\left|\Psi_{0}\right\rangle+\lambda\left|\Psi_{1}\right\rangle+\ldots \simeq\left|\Psi_{0}\right\rangle+\lambda \sum_{m}\left\langle\Psi_{m}^{(0)} \mid \Psi_{1}\right\rangle\left|\Psi_{m}^{(0)}\right\rangle \\
=\left|\Psi_{0}\right\rangle+\lambda \sum_{m} \frac{\left\langle\Psi_{m}^{(0)}\right| \hat{H}_{i n t}\left|\Psi_{0}\right\rangle}{E_{0}^{t o t}-E_{m}}\left|\Psi_{m}^{(0)}\right\rangle \tag{2.11}
\end{array}
$$

Let us now suppose that the initial state $\left|\Psi_{0}\right\rangle$ is separable, e.g. $\left|\Psi_{0}\right\rangle=|n\rangle_{A}|N\rangle_{B}$. This means that, before the interaction, the two systems $A$ and $B$ were completely separable. We want to understand what is the situation after the interaction, i.e. if the two systems get entangled or if they keep to be separate. In order to do that, we can study Eq.(2.11), which is the energy eigenstate after the interaction induced by $\hat{H}_{\text {int }}$. In particular, considering $\left\{\left|\Psi_{m}^{(0)}\right\rangle=|n\rangle_{A}|N\rangle_{B}\right\}$ with $m=n+N$ as before, Eq.(2.11) takes the form:

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{\mathcal{N}}} \sum_{n, N} C_{n N}|n\rangle_{A}|N\rangle_{B}, \tag{2.12}
\end{equation*}
$$

where $C_{00}=1$ corresponds to the initial unperturbed state $\left|\Psi_{0}\right\rangle, \mathcal{N}=\sum_{n, N}\left|C_{n N}\right|^{2}$ and $C_{n N}=\lambda \frac{\langle n|\langle N| \hat{H}_{i n t}|0\rangle|0\rangle}{E_{0}^{t o t}-E_{m}}$ for $n, N>0$. Moreover, if the initial state is the vacuum for both $A$ and $B$, we have that $E_{0}^{\text {tot }}=2 E_{0}$, with $E_{0}$ being the vacuum energy of the single system $A$ or $B$, while $E_{m}$ becomes $E_{m}=E_{n}+E_{N}$ if $\left\{\left|\Psi_{m}^{(0)}\right\rangle=|n\rangle_{A}|N\rangle_{B}\right\}$. In this way, the $C_{n N}$ coefficients are:

$$
C_{n N}=\left\{\begin{array}{ll}
\lambda \frac{\langle n|\langle N| \hat{H}_{n+t}|0\rangle|0\rangle}{2 E_{0}-E_{n}-E_{N}} & \text { for } n, N>0  \tag{2.13}\\
1 & \text { for } n, N=0
\end{array} .\right.
$$

We can thus now compute the entanglement of the state Eq.(2.12). In order to do that, we choose one of the two systems, e.g. $A$, and compute its density matrix $\hat{\rho}_{A}$ by simply tracing out the $B$ basis $\{|N\rangle\}$ from the total density matrix $\hat{\rho}=|\Psi\rangle\langle\Psi|$ :

$$
\begin{equation*}
\hat{\rho}=\frac{1}{\mathcal{N}} \sum_{n, N, n^{\prime}, N^{\prime}} C_{n N} C_{n^{\prime} N^{\prime}}^{*}|n\rangle\left\langle n^{\prime}\right| \otimes|N\rangle\left\langle N^{\prime}\right| \longrightarrow \hat{\rho}_{A}=\frac{1}{\mathcal{N}} \sum_{n, N, n^{\prime}} C_{n N} C_{n^{\prime} N}^{*}|n\rangle\left\langle n^{\prime}\right| \tag{2.14}
\end{equation*}
$$

In this way, it is possible to compute the Concurrence of the state $\hat{\rho}_{A}$, which is defined as:

$$
\begin{equation*}
C \equiv \sqrt{2\left(1-\operatorname{Tr}\left[\hat{\rho}_{A}^{2}\right]\right)} \tag{2.15}
\end{equation*}
$$

where now the trace is computed over the $A$ basis $\{|n\rangle\}$. In particular, using Eq.(2.14), we have that:

$$
\begin{equation*}
C=\sqrt{2\left(1-\sum_{n, n^{\prime}, N, N^{\prime}} C_{n N} C_{n^{\prime} N}^{*} C_{n^{\prime} N^{\prime}} C_{n N^{\prime}}^{*} / \mathcal{N}^{2}\right)} \tag{2.16}
\end{equation*}
$$

It is known that the Concurrence $C$ represents a separable state when $C=0$, while $C=\sqrt{2}$ represents a maximally entangled state. This means that, in our case, if the only non-null coefficient $C_{n N}$ is $C_{00}=1$, the summation in Eq.(2.16) gives 1, resulting in a value for the Concurrence $C$ of $C=0$. This is a trivial case, because it corresponds to a final state $|\Psi\rangle=\left|\Psi_{0}\right\rangle$, which is separable by construction.
Another situation in which is possible to obtain $C=0$ is, more in general, when $\sum_{n, n^{\prime}, N, N^{\prime}} C_{n N} C_{n^{\prime} N}^{*} C_{n^{\prime} N^{\prime}} C_{n N^{\prime}}^{*}=\mathcal{N}^{2}=\sum_{n, N}\left|C_{n N}\right|^{2}$. It is indeed possible to have such a case when:

$$
\begin{equation*}
C_{n N}=\delta_{0 N} \quad \text { and } \quad C_{n N}=\delta_{n 0} . \tag{2.17}
\end{equation*}
$$

In fact, in this case we have that:

$$
\begin{array}{r}
\sum_{n, n^{\prime}, N, N^{\prime}} C_{n N} C_{n^{\prime} N}^{*} C_{n^{\prime} N^{\prime}} C_{n N^{\prime}}^{*}=\sum_{n, n^{\prime}, N} C_{n N} C_{n^{\prime} N}^{*} \sum_{N^{\prime}} C_{n^{\prime} N^{\prime}} C_{n N^{\prime}}^{*} \\
=\sum_{n, n^{\prime}, N} C_{n N} C_{n^{\prime} N}^{*} \delta_{n^{\prime} 0} \delta_{n 0}=\sum_{n, N} C_{n N} C_{0 N}^{*}  \tag{2.18}\\
\equiv \sum_{n, N} C_{n N} C_{n N}^{*}=\sum_{n, N}\left|C_{n N}\right|^{2}=\mathcal{N}^{2}
\end{array}
$$

where at the beginning of the very last line we have used the fact that the only non-null terms are now $C_{n N}=C_{0 N}$. We have thus proved that in this situation, the concurrence is $C=0$ and no entanglement is created by the interaction.
The only case in which $C>0$ is when $\exists$ at least one element $C_{n N} \neq 0$ for $n, N>0$. Thus, in this situation, the interaction generates entanglement between the two systems $A$ and $B$.
Therefore, the only significant coefficients for the creation of entanglement are the ones with $n, N>0$. This means that, from Eq.(2.13), it is possible to generate entanglement only when transitions where both the systems $A$ and $B$ are in an excited state are allowed. If the only energy transitions allowed are the ones in which at least one of the two systems remains in the vacuum state $|0\rangle_{A}$ (or $|0\rangle_{B}$ ), the only non-null coefficients are either $C_{n 0}$ or $C_{0 N}$ and entanglement in not generated, as we have proved above.
We have thus just proved that it is possible to entangle two generic matter systems if there is an interaction between them. In particular, entanglement is already created at the first order in perturbation theory.

### 2.2 The case for gravitational interaction

In this section, we will consider the setup of two quantum harmonic oscillators (introduced in the previous section 2.1) in the presence of the gravitational field [23]. In particular, we will work in the regime of small perturbations $\left|h_{\mu \nu}\right| \ll 1$ about the Minkowski background $\eta_{\mu \nu}$. The metric is given by: $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu}$ (where $\mu, \nu=0,1,2,3$ and we are using $(-,+,+,+)$ signature throughout). We will promote the fluctuations into the quantum operators:

$$
\begin{equation*}
\hat{h}_{\mu \nu}=A \int d^{3} \vec{k} \sqrt{\frac{\hbar}{(2 \pi)^{3} \omega_{k}}}\left(\hat{P}_{\mu \nu}^{\dagger}(k) e^{-i \vec{k} \cdot \vec{r}}+\text { H.c }\right) \tag{2.19}
\end{equation*}
$$

where $\vec{k}$ is the three-vector. The prefactor is denoted by $A=\sqrt{\frac{16 \pi G}{c^{2}}}$, where $G$ is the Newton's constant, and $\hat{P}_{\mu \nu}$ and $\hat{P}_{\mu \nu}^{\dagger}$ denote the graviton annihilation and creation operator, respectively. We will discuss in detail the properties of the graviton and the relevant degrees of freedom below.

Around the Minkowski background, the graviton coupling to the stress-energy tensor $\hat{T}_{\mu \nu}$ is given by the following operator-valued interaction term:

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}=-\frac{1}{2} \int d^{3} \vec{r} \hat{h}_{\mu \nu}(\vec{r}) \hat{T}_{\mu \nu}(\vec{r}), \tag{2.20}
\end{equation*}
$$

where $\vec{r}$ denotes the three-vector.
Let us now consider two particles of mass $m$ (which will form the two oscillating systems). The two particles are generating the following current in the static limit:

$$
\begin{equation*}
\hat{T}_{00}(\vec{r}) \equiv m c^{2}\left(\delta\left(\vec{r}-\hat{\vec{r}}_{A}\right)+\delta\left(\vec{r}-\hat{\vec{r}}_{B}\right)\right) \tag{2.21}
\end{equation*}
$$

where $\hat{\vec{r}}_{A}=\left(\hat{\vec{x}}_{A}, 0,0\right), \hat{\vec{r}}_{B}=\left(\hat{\vec{x}}_{B}, 0,0\right)$ denote the positions of the two matter systems. The Fourier transform of the current is given by:

$$
\begin{equation*}
\hat{T}_{00}(\vec{k})=m c^{2} \sqrt{\frac{1}{(2 \pi)^{3}}}\left(e^{i \vec{k} \cdot \hat{r}_{A}}+e^{i \vec{k} \cdot \hat{r}_{B}}\right) . \tag{2.22}
\end{equation*}
$$

After employing canonical quantization of the graviton within a weak field regime, we can decompose $\hat{h}^{\mu \nu}=\hat{\gamma}^{\mu \nu}-\frac{1}{2} \eta^{\mu \nu} \hat{\gamma}$ around a Minkowski background, adhering to the convention $\gamma \equiv \eta^{\mu \nu} \gamma_{\mu \nu}$. In this context, the two distinct modes, namely the spin-2 component, $\gamma_{\mu \nu}$, and the spin- 0 component, $\gamma$, can be treated independently as variables. These components are treated as self-adjoint operators and can be decomposed as follows:

$$
\begin{equation*}
\hat{\gamma}^{\mu \nu}=A \int d^{3} \vec{k} \sqrt{\frac{\hbar}{(2 \pi)^{3} 2 \omega_{k}}}\left(\hat{P}^{\dagger \mu \nu}(\vec{k}) e^{-i \vec{k} \cdot \vec{r}}+\text { H.c }\right), \tag{2.23}
\end{equation*}
$$

$$
\begin{equation*}
\hat{\gamma}=2 A \int d^{3} \vec{k} \sqrt{\frac{\hbar}{(2 \pi)^{3} 2 \omega_{k}}}\left(\hat{P}^{\dagger}(\vec{k}) e^{-i \vec{k} \cdot \vec{r}}+\text { H.c }\right), \tag{2.24}
\end{equation*}
$$

where:

$$
\left\{\begin{array}{l}
{\left[\hat{P}^{\mu \nu}(\vec{k}), \hat{P}^{\dagger \lambda \rho}\left(\vec{k}^{\prime}\right)\right]=\left[\eta^{\mu \lambda} \eta^{\nu \rho}+\eta^{\mu \rho} \eta^{\nu \lambda}\right] \delta\left(\vec{k}-\vec{k}^{\prime}\right)}  \tag{2.25}\\
{\left[\hat{P}(\vec{k}), \hat{P}^{\dagger}\left(\vec{k}^{\prime}\right)=-\delta\left(\vec{k}-\vec{k}^{\prime}\right)\right]}
\end{array}\right.
$$

The expression for the graviton Hamiltonian is now given by:

$$
\begin{equation*}
\hat{H}_{g}=\int d^{3} \vec{k} \hbar \omega_{k}\left(\hat{P}^{\dagger \mu \nu}(\vec{k}) \hat{P}_{\mu \nu}(\vec{k})-\frac{1}{2} \hat{P}^{\dagger}(\vec{k}) \hat{P}(\vec{k})\right) \tag{2.26}
\end{equation*}
$$

Our objective is to calculate the change in energy, denoted as $\Delta \hat{H}_{g}$, which represents the shift in the graviton vacuum energy due to its interaction with matter. In the static limit, where the motion of the two harmonic oscillators is neglected, the interaction Hamiltonian takes on a simplified form:

$$
\begin{equation*}
\hat{H}_{\text {int }}=\frac{1}{2} \int d^{3} \vec{r}\left[\hat{\gamma}_{00}(\vec{r})+\frac{1}{2} \hat{\gamma}(\vec{r})\right] \hat{T}_{00}(\vec{r}) \tag{2.27}
\end{equation*}
$$

By utilizing perturbation theory, we can determine the energy shift of the graviton vacuum. The first-order term vanishes, while the second-order term in perturbation theory yields:

$$
\begin{equation*}
\Delta \hat{H}_{g} \equiv \int d^{3} \vec{k} \frac{\langle 0| \hat{H}_{\mathrm{int}}|\vec{k}\rangle\langle\vec{k}| \hat{H}_{\mathrm{int}}|0\rangle}{\left(E_{0}-E_{k}\right)} \tag{2.28}
\end{equation*}
$$

where $|\vec{k}\rangle=\left(\hat{P}_{00}^{\dagger}(\vec{k})+\hat{P}^{\dagger}(\vec{k})\right)|0\rangle$ represents the one-particle state formed in the unperturbed vacuum, $E_{k}=E_{0}+\omega_{k}$ signifies the energy of the one-particle state, and $E_{0}$ represents the energy of the vacuum state. The graviton being mediated is now considered off-shell or virtual due to the integration over all possible momenta $\vec{k}$, and as a result, it does not follow classical equations of motion.

We thus need to compute the term $\langle\vec{k}| \hat{H}_{\text {int }}|0\rangle$ inside Eq.(2.28). In order to do that, let us expand $\hat{H}_{\text {int }}$ as in Eq.(2.27):

$$
\begin{equation*}
\langle\vec{k}| \hat{H}_{\mathrm{int}}|0\rangle=\langle\vec{k}|\left(\frac{1}{2} \int d^{3} \vec{r} \hat{h}_{00}(\vec{r}) \hat{T}_{00}(\vec{r})\right)|0\rangle=\frac{1}{2} \int d^{3} \vec{r} \hat{T}_{00}(\vec{r})\langle\vec{k}| \hat{h}_{00}(\vec{r})|0\rangle . \tag{2.29}
\end{equation*}
$$

We have thus shifted the task to compute $\langle\vec{k}| \hat{h}_{00}(\vec{r})|0\rangle$. Using Eq.(2.19), we have that:

$$
\begin{array}{r}
\langle\vec{k}| \hat{h}_{00}(\vec{r})|0\rangle=\langle\vec{k}|\left[A \int d^{3} \vec{k} \sqrt{\frac{\hbar}{(2 \pi)^{3} 2 \omega_{k}^{\prime}}}\left(\hat{P}_{00}^{\dagger}\left(\vec{k}^{\prime}\right) e^{-i \vec{k}^{\prime} \cdot \vec{r}}+\hat{P}_{00}\left(\vec{k}^{\prime}\right) e^{i \vec{k}^{\prime} \cdot \vec{r}}\right)\right]|0\rangle \\
=A \int d^{3} \vec{k}^{\prime} \sqrt{\frac{\hbar}{(2 \pi)^{3} 2 \omega_{k}^{\prime}}}\left(\left\langle\vec{k}^{\prime}\right| \hat{P}_{00}^{\dagger}\left(\vec{k}^{\prime}\right)|0\rangle e^{-i \vec{k}^{\prime} \cdot \vec{r}}+\left\langle\vec{k}^{\prime}\right| \hat{P}_{00}\left(\vec{k}^{\prime}\right)|0\rangle e^{i \vec{k}^{\prime} \cdot \vec{r}}\right) \\
\left.=A \int d^{3} \vec{k}^{\prime} \sqrt{\frac{\hbar}{(2 \pi)^{3} 2 \omega_{k}^{\prime}}}\left(e^{-i \vec{k}^{\prime} \cdot \vec{r}\langle\vec{k}| \vec{k} \prime}\right\rangle+0\right)  \tag{2.30}\\
=A \int d^{3} \vec{k}^{\prime} \sqrt{\frac{\hbar}{(2 \pi)^{3} 2 \omega_{k}^{\prime}}} e^{-i \vec{k}^{\prime} \cdot \vec{r}^{(3)}}\left(\vec{k}-\vec{k}^{\prime}\right)=A \sqrt{\frac{\hbar}{(2 \pi)^{3} 2 \omega_{k}}} e^{-i \vec{k} \cdot \vec{r}} .
\end{array}
$$

Plugging it back in Eq.(2.29), one obtains:

$$
\begin{equation*}
\langle\vec{k}| \hat{H}_{\mathrm{int}}|0\rangle=\frac{A}{2} \sqrt{\frac{\hbar}{2 \omega_{k}}} \hat{T}_{00}(\vec{k}), \tag{2.31}
\end{equation*}
$$

where the Fourier transform definition is employed:

$$
\begin{equation*}
\hat{T}_{00}(\vec{k})=\frac{1}{(2 \pi)^{3 / 2}} \int d^{3} \vec{r} e^{-i \vec{k} \cdot \vec{r}} \hat{T}_{00}(\vec{r}) \tag{2.32}
\end{equation*}
$$

From Eq.(2.31), we derive a simple expression:

$$
\begin{equation*}
\langle 0| \hat{H}_{\mathrm{int}}|\vec{k}\rangle\langle\vec{k}| \hat{H}_{\mathrm{int}}|0\rangle=\frac{\hbar A^{2}}{8 \omega_{k}} \hat{T}_{00}^{\dagger}(\vec{k}) \hat{T}_{00}(\vec{k}) . \tag{2.33}
\end{equation*}
$$

which substituted into Eq.(2.28) gives:

$$
\begin{equation*}
\Delta \hat{H}_{g}=-\frac{A^{2}}{8 c^{2}} \int d^{3} \vec{k} \frac{\hat{T}_{00}^{\dagger}(\vec{k}) \hat{T}_{00}(\vec{k})}{k^{2}} \tag{2.34}
\end{equation*}
$$

By performing the momentum integration using spherical coordinates, we arrive at the result:

$$
\begin{equation*}
\Delta \hat{H}_{g}=-\frac{A^{2} m^{2} c^{2}}{16 \pi\left|\mathbf{r}_{A}-\mathbf{r}_{B}\right| c^{2}}, \tag{2.35}
\end{equation*}
$$

where we have excluded the self-energy terms of the individual particles. Finally, inserting $A=\sqrt{\frac{16 \pi G}{c^{2}}}$ into Eq. (29), we obtain Newton's potential:

$$
\begin{equation*}
\Delta \hat{H}_{g}=-\frac{G m^{2}}{\left|\mathbf{x}_{A}-\mathbf{x}_{B}\right|} \tag{2.36}
\end{equation*}
$$

We can observe that the change in graviton energy, $\Delta \hat{H}_{g}$, resulting from the interaction between the graviton and matter, is a function that operates on the two matter systems:

$$
\begin{equation*}
\Delta \hat{H}_{g} \equiv f\left(\hat{x}_{A}, \hat{x}_{B}\right) \tag{2.37}
\end{equation*}
$$

If the two matter systems lack well-defined positions (such as when they are in a spatial superposition or another non-classical state), the change in graviton energy, $\Delta \hat{H}_{g}$, will not be a real number as expected in classical gravity theory. Instead, it will be an operator-valued quantity, a genuine quantum entity.

Now, our objective is to calculate the excited wave function $\left|\psi_{f}\right\rangle$ of the two harmonic oscillators to establish the connection between entanglement and LOQC discussed in Section III. By employing Eq. (1) and expanding Eq. (30), we find:

$$
\begin{equation*}
\Delta \hat{H}_{g} \approx-\frac{G m^{2}}{d}+\frac{G m^{2}}{d^{2}}\left(\delta \hat{x}_{B}-\delta \hat{x}_{A}\right)-\frac{G m^{2}}{d^{3}}\left(\delta \hat{x}_{B}-\delta \hat{x}_{A}\right)^{2} \tag{2.38}
\end{equation*}
$$

The last term corresponds to the lowest-order matter-matter interaction:

$$
\begin{equation*}
\hat{H}_{A B} \equiv \frac{2 G m^{2}}{d^{3}}\left(\delta \hat{x}_{A} \delta \hat{x}_{B}\right) \tag{2.39}
\end{equation*}
$$

It is worth noting that the interaction Hamiltonian $\hat{H}_{A B}$ solely contains the operators of the two harmonic oscillators, $\delta \hat{x}_{A}$ and $\delta \hat{x}_{B}$.

However, it is crucial to acknowledge that the term $\delta \hat{x}_{A} \delta \hat{x}_{B}$ would not have emerged if we had assumed a real-valued shift in the energy of the gravitational field. In fact, a classical gravitational field is incapable of producing the operator-valued shift in Eq. (30) (and consequently, the quantum interaction potential in Eq. (33)). Therefore, we must conclude that gravitationally induced entanglement is, indeed, a quantum characteristic of the gravitational field.

Next, we will utilize the modes in Eq. (3) to determine:

$$
\begin{equation*}
\hat{H}_{A B} \approx \hbar g\left(\hat{a}_{b}+\hat{a}^{\dagger} \hat{b}+\hat{a} \hat{b}^{\dagger}+\hat{a}^{\dagger} \hat{b}^{\dagger}\right) \tag{2.40}
\end{equation*}
$$

where we define the coupling:

$$
\begin{equation*}
g \equiv \frac{G m}{d^{3} \omega_{m}}, \tag{2.41}
\end{equation*}
$$

By employing $\hat{H}_{A B}$ as the interaction Hamiltonian in Eq. (8), we find that the only non-zero coefficient arises from the term $\sim \hat{a}^{\dagger} \hat{b}^{\dagger}$ and is given by:

$$
\begin{equation*}
C_{11}=-\frac{g}{2 \omega_{m}} \tag{2.42}
\end{equation*}
$$

We note that the $\hat{a}^{\dagger}{ }^{\dagger} \dagger$ term generates the first excited states in the harmonic oscillators (with energy $E_{1}=E_{0}+\hbar \omega_{m}$ ). Additionally, we have the term $C_{00}=1$, which corresponds to the unperturbed state.

Hence, the final state in Eq. (7) simplifies to (up to first order in perturbation theory and setting $\lambda=1$ ):

$$
\begin{equation*}
\left|\psi_{f}\right\rangle \equiv \frac{1}{\sqrt{1+\left(\frac{g}{2 \omega_{m}}\right)^{2}}}\left[|0\rangle|0\rangle-\frac{g}{2 \omega_{m}}|1\rangle|1\rangle\right] . \tag{2.43}
\end{equation*}
$$

This state represents entanglement between the ground and first excited states of the two harmonic oscillators. To compute the reduced density matrix, we trace system B (where our notation is $|n\rangle|N\rangle=|n\rangle_{A}|N\rangle_{B}$ ). The concurrence in Eq. (13) reduces to:

$$
\begin{equation*}
C \equiv \sqrt{2\left(1-\frac{1+\left(\frac{g}{2 \omega_{m}}\right)^{4}}{1+\left(\frac{g}{2 \omega_{m}}\right)^{2}}\right)} \approx \sqrt{\frac{2 g}{\omega_{m}}} \tag{2.44}
\end{equation*}
$$

valid for small values of the parameter $\frac{g}{\omega_{m}} \ll 1$.
Inserting the coupling from Eq. (35), we obtain the concurrence:

$$
\begin{equation*}
C=\sqrt{\frac{2 G m}{d^{3} \omega_{m}^{2}}} . \tag{2.45}
\end{equation*}
$$

We thus see that the degree of entanglement grows linearly with the mass of the oscillator and inversely with the distance between the two oscillators (inverse cubic) as well as with the frequency of the harmonic trap (inverse square).

Let us reiterate the key finding. If the underlying gravitational field were classical (specifically, obeying LOCC), then the final state of the matter components, i.e. the two harmonic oscillator states, would have never evolved to the entangled state $\left|\psi_{f}\right\rangle$, but would have rather remained in an unentangled/separable state. Conversely, if the gravitational field is quantized (and hence obeys LOQC) then we have shown that it can give rise to the entangled state $\left|\psi_{f}\right\rangle$.

### 2.3 QGEM Experiment

The classical theory of general relativity (GR) successfully explains observations on large scales, such as those from solar system tests and gravitational wave detections. However, it falls short when describing phenomena at very small distances and early times, resulting in the prediction of black holes and cosmological singularities where the concept of space-time breaks down.

While a quantum theory of gravity is expected to address these limitations, it remains uncertain whether gravity itself is inherently quantum. Various proposals for a quantum theory of gravity have been put forward. At low energies, the gravitational interaction is believed to be mediated by a massless spin-2 particle called a graviton, which can be quantized within a perturbative quantum theory of gravity. Although this theory faces
challenges like renormalizability at high energies, it provides an effective field theory description of nature at low energies.

Directly detecting the quantum properties of gravitons through momentum transfer is extremely challenging due to the weak strength of the gravitational interaction. Indirect detection methods, such as studying primordial gravitational waves or investigating modifications in the behavior of photons, face difficulties arising from astrophysical and cosmological uncertainties. Additionally, strict constraints on the graviton's mass derived from the propagation of gravitational waves detected by the LIGO observatory suggest no deviations from general relativity in the infrared range.

Given these challenges, the question arises: How can we experimentally test the quantum nature of gravitons at low energies? A recent proposal called quantum gravityinduced entanglement of masses (QGEM) aims to observe entanglement between two quantum superposed test masses as a means of testing the quantum behavior of gravity. The idea involves creating a spatial quantum superposition of these masses and bringing them together in a controlled environment, where their primary interaction is the exchange of gravitons. While implementing such an experiment poses significant hurdles, it offers the potential to validate the QGEM proposal.

In this section we will finally analyze the QGEM experiment. It was proposed for the first time in 2017 by two independent works[14, 15].

The main goal of the experiment is to prove the quantum nature of the gravitational interaction. The importance of such an experiment is self evident. In fact, behind all the quantum theories of gravity that have been proposed in the last 50 years, the fundamental question still remains unanswered: is gravity really quantum? Can we actually quantize gravity? If so, what would it be the main evidence of such quantum nature?

### 2.3.1 LOCC Theorem

One of the primary contribute to the QGEM experiment comes from one of the main principles of Quantum Information Theory:

LOCC Principle: Any operation performed on an entangled quantum system can be achieved through local operations, meaning operations on individual subsystems, and classical communication between the parties involved.

The LOCC principle restricts the types of operations that can be applied to maintain the locality of interactions and communication. It ensures that entanglement cannot be created or increased by using only local operations and classical communication. This principle provides a framework for understanding the limitations and possibilities of manipulating entangled states using local resources and communication channels.

The main importance of this principle relies in the fact that it is impossible to create entanglement through local and classical operations on two quantum subsystems. That
is because entanglement is the most genuine quantum effects, which is fundamentally non-local.

Imagine, therefore, a situation in which there are two massive quantum objects floating in space: because they both have a mass, they will interact through gravitational interaction. Now, from the LOCC principle, we know that only quantum interactions can generate entanglement between the two object we are considering. Therefore, if after the interaction we start to collect data on the two massive objects separately and we observe an entanglement-type correlation between the two sets of measurement, then we can state that gravity has quantum properties. Otherwise, if gravity was a purely classical force, it will be impossible to create entanglement between the two masses.

### 2.3.2 QGEM Setup

After having outlined the importance of the LOCC theorem in the QGEM experiment, let us analyze the setup proposed in the original paper.

In the proposal, there are two quantum massive object, with masses $m_{1}$ and $m_{2}$ respectively, both of which are in a spatial superposition (see figure 2.2). In particular, to each of them, we can associate its own Hilbert space $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$. Therefore, before the interaction (i.e. at $t=0$ ), the quantum states associated to the two systems will be given by:

$$
\left\{\begin{array}{l}
|\Psi\rangle_{1}=\frac{1}{\sqrt{2}}\left(|L\rangle_{1}+|R\rangle_{1}\right)  \tag{2.46}\\
|\Psi\rangle_{2}=\frac{1}{\sqrt{2}}\left(|L\rangle_{2}+|R\rangle_{2}\right) .
\end{array} .\right.
$$

If we now consider the composite system $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$, its quantum state at $t=0$ will be a separable state of the following form:

$$
\begin{equation*}
|\Psi\rangle=|\Psi\rangle_{1} \otimes|\Psi\rangle_{2}=\frac{1}{2}\left[|L\rangle_{1}|L\rangle_{2}+|L\rangle_{1}|R\rangle_{2}+|R\rangle_{1}|L\rangle_{2}+|R\rangle_{1}|R\rangle_{2}\right] \tag{2.47}
\end{equation*}
$$



Figure 2.2: Schematic representation of the QGEM setup. Two massive quantum object are posed in spatial superposition through a Stern-Gerlach apparatus. The superposition is kept for a time $\tau$, during which the two masses interact through gravity. In the last step, both the objects are brought back in a well defined position through a refocusing SG apparatus. At this point, it is possible to perform measurement on both systems separately, in order to find evidences for the creation of entanglement.

Thus, the First Step of the experiment consists in creating the two spatial superposition. This can be done by a spin dependent spatial splitting of the test mass $m_{1}$ and $m_{2}$, performed thanks to a Stern-Gerlach (or SG) apparatus. The state will thus be given more specifically by:

$$
\begin{equation*}
|C\rangle_{i} \frac{1}{\sqrt{2}}\left(\left|\uparrow_{i}\right\rangle+\left|\downarrow_{i}\right\rangle\right) \rightarrow \frac{1}{\sqrt{2}}\left(\left|L, \uparrow_{i}\right\rangle+\left|R, \downarrow_{i}\right\rangle\right), \tag{2.48}
\end{equation*}
$$

where $|C\rangle_{i}$ is the spatially localized state associated to the $m_{i}$ particle and the states and the states $\left|\uparrow_{i}\right\rangle$ and $\left|\downarrow_{i}\right\rangle$ are referred to the spin direction of the particle. Moreover, in this setup it is supposed that the spatial superposition created in the first step is the same for both the objects, i.e. $\Delta x_{1}=\Delta x_{2} \equiv \Delta x$. Finally, the two initial spatially localized states $|C\rangle_{1}$ and $|C\rangle_{2}$ are supposed to be separated by a distance $d$.

The Second Step of the experiment consists in holding the superposition created in the previous step for a time $t_{\text {tot }}=\tau$, during which the SG apparatus is shut down. Moreover, during this step, it is very important to turn off all the other possible interactions that can be present between, for example, the two massive particles or between one of the particles and the environment. One possibility could be, for example, that both the massive object have some charge impurities, i.e. they posses two charges $Q_{1}$ and $Q_{2}$. In this case, the entanglement generated between the two masses at the end of the experiment will be influenced by QED interactions, which can disturb the pure quantum gravitational interaction.
Another source of disturbance that can happen at this stage of the experiment is the
interaction with the environment: for example, it is possible that inside the experimental box in which the experiment is performed there are some air molecules. These objects can possess an electric dipole moment $d$, which can interact with some dipoles $D$ present inside the massive object in superposition, generating a dipole-dipole interaction of the form $V(r) \sim 1 / r^{3}$. In this case (which will be explicitly analyzed in the next chapters of this work), decoherence effects constitute an important role in the final stage of the experiment, during which will be not possible to coherently recompose the initial state $|C\rangle_{i}$, leading to a disappearance of the interference term of the massive quantum particle, which clearly disturbs the final analysis for the reading of entanglement correlations between the two sets of data.

In particular, these analysis will be performed in the Third Step of the experiment, during which both the objects are brought back in a well defined position through a refocusing SG apparatus. At this moment, it becomes viable to independently measure both systems, with the intention of detecting manifestations of entanglement being established. But let us analyze more in detail the final quantum state of the total composite system $\mathcal{H}$. We know that the time evolution of a system is given by the total Hamiltonian $\hat{H}$, which in our case is will contain a term like:

$$
\begin{equation*}
\hat{H}_{i n t}=-G \frac{m_{1} m_{2}}{\left|\vec{x}_{1}-\vec{x}_{2}\right|} \equiv E\left(\left|\vec{x}_{1}-\vec{x}_{2}\right|\right), \tag{2.49}
\end{equation*}
$$

where $\left|\vec{x}_{1}-\vec{x}_{2}\right|$ represents the distance between the two masses. This means that each term of Eq.(2.47) will have a different phase contribution during the time evolution, given that each branch of the scheme 2.2 will be influenced by different gravitational energies at different distances. In particular, for example, the term $|L\rangle_{1}|L\rangle_{2}$ has a gravitation energy given by $E(d)=-G \frac{m_{1} m_{2}}{d}$, given that the separation distances between the branches $L_{1}$ and $L_{2}$ is $d$.

More in detail, the final state $|\Psi(\tau)\rangle$ of the composite system will be given by:

$$
\begin{array}{r}
|\Psi(\tau)\rangle= \\
=\frac{1}{2}\left[e^{\frac{i}{\hbar} E(d) \tau}|L\rangle_{1}|L\rangle_{2}+e^{\frac{i}{\hbar} E(d+\Delta x) \tau}|L\rangle_{1}|R\rangle_{2}+\right.  \tag{2.50}\\
\left.+e^{\frac{i}{\hbar} E(d-\Delta x) \tau}|R\rangle_{1}|L\rangle_{2}+e^{\frac{i}{\hbar} E(d) \tau}|R\rangle_{1}|R\rangle_{2}\right]= \\
=\frac{e^{i \phi}}{2}\left[|L\rangle_{1}|L\rangle_{2}+e^{i \Delta \phi_{+}}|L\rangle_{1}|R\rangle_{2}+e^{i \Delta \phi_{-}}|R\rangle_{1}|L\rangle_{2}+|R\rangle_{1}|R\rangle_{2}\right],
\end{array}
$$

where in the very last line we have introduced the following phases:

$$
\left\{\begin{array}{l}
\phi \equiv \frac{E(d)}{\hbar} \tau  \tag{2.51}\\
\Delta \phi_{+} \equiv \frac{1}{\hbar}[E(d+\Delta x)-E(d)] \tau \\
\Delta \phi_{-} \equiv \frac{1}{\hbar}[E(d-\Delta x)-E(d)] \tau
\end{array} .\right.
$$

We are now able to find the density matrix $\hat{\rho}_{1}$ associated to the massive quantum system of mass $m_{1}$. In particular, we can define the total density matrix as $\hat{\rho}=|\Psi(\tau)\rangle\langle\Psi(\tau)|$ and then trace out the degrees of freedom of the system $m_{2}$. In order to do that, remember that the actual states associated to the two massive systems contains the spin degrees of freedom, i.e. $\left|L, \uparrow_{i}\right\rangle$ and $\left|R, \downarrow_{i}\right\rangle$. This means that we have an orthonormal basis for the system $m_{2}$, given by $\left\{\left|L, \uparrow_{i}\right\rangle,\left|R, \downarrow_{i}\right\rangle\right\}$. In this way, we obtain:

$$
\begin{equation*}
\hat{\rho}_{1}=\frac{1}{2}\left(|L\rangle_{11}\langle L|+|R\rangle_{11}\langle R|\right)+\frac{1}{4}\left[\left(e^{i \Delta \phi_{+}}+e^{-i \Delta \phi_{-}}\right)|L\rangle_{11}\langle R|+H . c .\right], \tag{2.52}
\end{equation*}
$$

where we are continuing to use the notation $\left\{|L\rangle_{i},|R\rangle_{i}\right\} \equiv\left\{\left|L, \uparrow_{i}\right\rangle,\left|R, \downarrow_{i}\right\rangle\right\}$ for brevity.

Let us focus our attention to the last term of this equation, particularly on the following term:

$$
\begin{equation*}
\left(e^{i \Delta \phi_{+}}+e^{-i \Delta \phi_{-}}\right)=e^{-i \Delta \phi_{-}}\left(e^{i\left(\Delta \phi_{+}+\Delta \phi_{-}\right)}+1\right) . \tag{2.53}
\end{equation*}
$$

At this point, we are going to proceed by making the following assumption regarding our setup:

$$
\begin{equation*}
d-\Delta x \ll d, \Delta x \tag{2.54}
\end{equation*}
$$

which basically means that, from figure 2.2 , the branch $R_{1}$ and $L_{2}$ are the closest pair of branches of the setup, in which the gravitational interaction is stronger.

Now, because $\phi \sim E(d) \sim 1 / d$, we have that:

$$
\begin{equation*}
E(d-\Delta x) \gg E(d), E(d+\Delta x) \longrightarrow \Delta \phi_{-} \gg \phi, \Delta \phi_{+} . \tag{2.55}
\end{equation*}
$$

This means that we can approximate Eq.(2.52) in the following way:

$$
\begin{equation*}
\hat{\rho}_{1} \simeq \frac{1}{2}\left(|L\rangle_{11}\langle L|+|R\rangle_{11}\langle R|\right)+\frac{1}{4}\left[e^{-i \Delta \phi_{-}}\left(e^{-i \Delta \phi_{-}}+1\right)|L\rangle_{11}\langle R|+H . c .\right] \tag{2.56}
\end{equation*}
$$

From Eq.(2.56) it is clear how entanglement is generated: in particular, if the data of the setup are such that $\Delta \phi_{-} \sim \pi \sim O(1)$, we have that $e^{i \Delta \phi_{-}}+1=0$, which results in:

$$
\begin{equation*}
\hat{\rho}_{1} \simeq \frac{1}{2}\left(|L\rangle_{11}\langle L|+|R\rangle_{11}\langle R|\right) . \tag{2.57}
\end{equation*}
$$

This expression for $\hat{\rho}_{1}$ represents a mixed state, where all the off-diagonal terms are suppressed. In this case, the entanglement between the system $m_{1}$ and $m_{2}$ is maximum. Entanglement has thus been generated between the two masses, only through gravitational interaction.

A final consideration should be made on this result. Remember that the spatial superposition was created through a spin superposition, as can be seen from Eq.(2.48). The actual final state is thus given in terms of the states $|L\rangle_{i} \rightarrow\left|L, \uparrow_{i}\right\rangle$ and $|R\rangle_{i} \rightarrow\left|R, \uparrow_{i}\right\rangle$. This is an important distinction to make, because in the very final step of the experiment the massive object will be brought back to a well defined spatial position $|C\rangle_{i}$. Therefore, only the spin degrees of freedom will be entangled in the end:

$$
\begin{align*}
\hat{\rho}_{1} \simeq \frac{1}{2}\left(|L\rangle_{11}\langle L|+|R\rangle_{11}\langle R|\right) & \equiv \frac{1}{2}\left(\left|L, \uparrow_{1}\right\rangle\left\langle L, \uparrow_{1}\right|+\left|R, \downarrow_{1}\right\rangle\left\langle R, \downarrow_{1}\right|\right) \rightarrow \\
& \rightarrow|C\rangle_{11}\langle C| \otimes \frac{1}{2}\left(\left|\uparrow_{1}\right\rangle\left\langle\uparrow_{1}\right|+\left|\downarrow_{1}\right\rangle\left\langle\downarrow_{1}\right|\right) . \tag{2.58}
\end{align*}
$$

Let us now outline some numbers that can be used in a QGEM experiment. In particular, how can we obtain the conidtion $\Delta \phi_{-}=\frac{1}{\hbar}[E(d-\Delta x)-E(d)] \tau \sim \pi$ useful to obtain the maximum entangled state of Eq.(2.58)? We can begin by considering particles with the highest achievable masses, specifically $m_{1} \approx m_{2} \approx 10^{-14} \mathrm{~kg}$. Realistic proposals have already been put forward to create superpositions of spatially separated states for such particles. Typically, these masses are associated to micro-crystals (such as diamonds) with dimensions given by a radius of $R \sim 10^{-6} \mathrm{~m}, 10^{-7} \mathrm{~m}$. As for the distances, it is possible to realize superposition of the order of $\Delta x \sim 10^{-5} m \sim d$, in order to have:

$$
\begin{align*}
\Delta \phi_{-} & \equiv \frac{1}{\hbar}[E(d-\Delta x)-E(d)] \tau \simeq E(d-\Delta x) \frac{\tau}{\hbar} \\
& =\frac{G m^{2} \tau}{(d-\Delta x) \hbar} \sim \frac{10^{-11} \cdot\left(10^{-14}\right)^{2} \cdot 1}{10^{-5} 10^{-34}} \sim O(1), \tag{2.59}
\end{align*}
$$

where we have considered a time $\tau$ of the order of the seconds $\tau \sim 1 \mathrm{~s}$. Therefore, with this values we are able to obtain a final quantum state of the desired form, like in Eq.(2.58).

## Chapter 3

## Decoherence due to Electromagnetic interaction

The idea that matter can behave as a wave is key conceptual leap of modern physics, with matterwave interferometery one of the central experimental techniques of quantum mechanics. It is the basis for the notion of quantum superposition [3] and it is building block of quantum entanglement, features that cannot be mimicked by a classical theory [25]. Matter-wave interferometry has been also used in a series of fundamental experiments to demonstrate gravitatiolly-induced interference with neutrons and atoms. Furthermore, matter-wave interferometers can be excellent quantum sensors [20, 26] and can act as probes of physics beyond the standard model [24].

It was further suggested that the next generation of matte-wave interferometers with nanoparticles will be sensitive enough to probe gravitationally-induced entanglement. Known as a quantum gravity-induced entanglement of masses (QGEM) [14, 15] ${ }^{1}$, the scheme shows that if gravity is inherently a quantum entity then the masses of two nearby interferometers will entangle when placed sufficiently close. The key observation is that as long as we follow the standard relativistic quantum mechanics, locality/causality, and general relativity in an effective field theory of quantum gravity the two quantum superposed masses will inevitably entangle each other via the quantum gravitational interaction $[14,28,23,29,30,31,32,33,34,35,16]$, while classical gravity cannot entangle the two quantum systems as formalized by the local operation and classical communication (LOCC) theorem [36, 14, 28, 23]. Recently, the QGEM protocol was also extended to test the quantum nature of gravity in an optomechanical setup where we can test the quantum gravitational entanglement between matter and photon [37].

However, there are many experimental challenges to be resolved before inteferometry with nanoparticles can be implemented. To name a few, creating spatial quantum superpositions [14, 38, 14, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50], ensuring sufficiently

[^0]long coherence times $[14,51,52,45,53,54,55,18,56,57]$, and protecting the experiment from external jitters, gravity gradient noise and seismic noise [58].

The aim of this chapter will be to investigate dipole-dipole decoherence in matterwave interferometry with nanoparticles. Such channel of decoherence is unavoidable and must be taken into account even with a neutral nanocrystals [59, 60]. We will start from the QED lagrangian and obtain the evolution of the density matrix. We will then study the dipole-dipole interaction in a short wavelength and a long wavelength limit. Finally we will apply the obtained formulae to put constraints on the crystal and environmental parameters in the QGEM protocol.

### 3.1 Hamiltonian construction

We assume that the matter-wave interferometer is in an environment that is large enough and changes slowly enough with respect to the closure of the one-loop interferometer, e.g. we are seeking interaction time $t \ll \tau$, where $\tau$ is the time scale of the interferometer.

In particular, we assume that we employ a nano-crystal that is neutral, but it will interact electromagnetically via an interaction term:

$$
\begin{equation*}
\mathcal{L}=-e \bar{\psi} \gamma^{\mu} \psi A_{\mu} \tag{3.1}
\end{equation*}
$$



Figure 3.1: Schematic representation of a typical QED interaction between two charged systems $e$ and $p$ at the tree level.
where $\psi$ is the fermion field related to an environmental particle, $A_{\mu}$ is the photon field through which the environment interacts with the crystal, $\gamma^{\mu}$ represent the Dirac's matrices and $e$ is the electron's charge. Here $\mu=0,1,2,3$, and we take the signature
$(-,+,+,+)$. The corresponding Hamiltonian interaction is given by:

$$
\begin{equation*}
H_{\text {int }}=-\int d^{3} \mathbf{x} \mathcal{L}(\mathbf{x})=\int d^{3} \mathbf{x} e \bar{\psi} \gamma^{\mu} \psi A_{\mu} \tag{3.2}
\end{equation*}
$$

Let's first evaluate:

$$
\begin{equation*}
\bar{\psi} \gamma^{\mu} \psi=\int \frac{d^{3} \mathbf{p}_{i} d^{3} \mathbf{p}_{f}}{(2 \pi)^{6} \sqrt{4 E_{p_{i}} E_{p_{f}}}} \hat{a}_{p_{f}}^{\dagger} \hat{a}_{p_{i}} e^{-i\left(\mathbf{p}_{i}-\mathbf{p}_{f}\right) \cdot \mathbf{x}} \bar{u}_{p_{f}} \gamma^{\mu} u_{p_{i}}, \tag{3.3}
\end{equation*}
$$

where $\hat{a}\left(\hat{a}^{\dagger}\right)$ are the destruction (creation) operator of the environmental fermionic field and the $u$ are the spinors. We also assume that there is no anti-particle (e.g. positron) in the on-shell state.

The other quantum field that appears in Eq.(3.1) is a generic EM field $A_{\mu}(\mathbf{x})$. Now, in our case, this term can be related to the crystal in spatial superposition by considering its fermion current $J_{\mu}(\mathbf{x})$ associated to the object; in particular, from the Maxwell's equations we have that:

$$
\begin{equation*}
A_{\mu}(\mathbf{x})=\square^{-1} J_{\mu}(\mathbf{x}) \tag{3.4}
\end{equation*}
$$

which in the momentum space becomes:

$$
\begin{equation*}
\tilde{A}_{\mu}(\mathbf{q})=\frac{-i g_{\mu \nu}}{q^{2}} \tilde{J}^{\nu}(\mathbf{x}) \tag{3.5}
\end{equation*}
$$

Also add a figure indcating an interferometer and an environmental particle. In doing so, we will be able to find an explicit expression for the matter-matter interaction Hamiltonian in Eq.(3.2) of the environment-system interaction.

The fermion current introduced in Eq.(3.4) can be expressed as:

$$
\begin{equation*}
J^{\mu}(\mathbf{x})=\bar{\Psi} \gamma^{\mu} \Psi=\int \frac{d^{3} \mathbf{k}_{i} d^{3} \mathbf{k}_{f}}{(2 \pi)^{6} \sqrt{4 E_{k_{i}} E_{k_{f}}}} \hat{c}_{k_{f}}^{\dagger} \hat{c}_{k_{i}} e^{-i\left(\mathbf{k}_{i}-\mathbf{k}_{f}\right) \cdot \mathbf{x}} \bar{U}_{k_{f}} \gamma^{\mu} U_{k_{i}} \tag{3.6}
\end{equation*}
$$

where the $\hat{c}$ 's are the creation/destruction operator of the fermion crystal's field and the U's its spinors.
This leads to:

$$
\begin{equation*}
\tilde{J}^{\nu}(\mathbf{q})=\int d^{3} \mathbf{x} e^{i \mathbf{q} \cdot \mathbf{x}} J^{\nu}(\mathbf{x})=\int \frac{d^{3} \mathbf{k}_{i} d^{3} \mathbf{k}_{f}}{(2 \pi)^{6} \sqrt{4 E_{k_{i}} E_{k_{f}}}} \hat{c}_{k_{f}}^{\dagger} \hat{c}_{k_{i}} \bar{U}_{k_{f}} \gamma^{\mu} U_{k_{i}} \delta^{3}\left(\mathbf{q}+\mathbf{k}_{i}-\mathbf{k}_{f}\right) . \tag{3.7}
\end{equation*}
$$

Plugging Eq.(3.7) into Eq.(3.2) through:

$$
\begin{equation*}
A_{\mu}(\mathbf{x})=\int d^{3} \mathbf{q} e^{-i \mathbf{q} \cdot \mathbf{x}} \tilde{A}_{\mu}(\mathbf{q})=\int d^{3} \mathbf{q} e^{-i \mathbf{q} \cdot x} \frac{-i g_{\mu \nu}}{q^{2}} \tilde{J}^{\nu}(\mathbf{q}) \tag{3.8}
\end{equation*}
$$

one obtains:

$$
\begin{align*}
\hat{H}_{\text {int }} & =(2 \pi)^{3} e \int \frac{d^{3} \mathbf{p}_{i} d^{3} \mathbf{p}_{f} d^{3} \mathbf{k}_{i} d^{3} \mathbf{k}_{f}}{(2 \pi)^{12} \sqrt{16 E_{p_{i}} E_{p_{f}} E_{k_{i}} E_{k_{f}}}} \hat{a}_{p_{f}}^{\dagger} \hat{a}_{p_{i}} \hat{c}_{k_{f}}^{\dagger} \hat{c}_{k_{i}}  \tag{3.9}\\
& \times \delta^{3}\left(\mathbf{k}_{i}+\mathbf{p}_{i}-\mathbf{k}_{f}-\mathbf{p}_{f} \bar{u}_{p_{f}} \gamma^{\mu} u_{p_{i}} \frac{-i g_{\mu \nu}}{q^{2}} \bar{U}_{k_{f}} \gamma^{\nu} U_{k_{i}} .\right.
\end{align*}
$$

Notice that the last term in the RHS is exactly the quantum electrodynamics (QED) matrix element for the fermion-fermion interaction $\mathcal{M}_{p_{i}, p_{f}, k_{i}, k_{f}}$ [5]:

$$
\begin{gather*}
\hat{H}_{\text {int }}=(2 \pi)^{3} e \int \frac{d^{3} \mathbf{p}_{i} d^{3} \mathbf{p}_{f} d^{3} \mathbf{k}_{i} d^{3} \mathbf{k}_{f}}{(2 \pi)^{12} \sqrt{16 E_{p_{i}} E_{p_{f}} E_{k_{i}} E_{k_{f}}}} \times  \tag{3.10}\\
\hat{a}_{p_{f}}^{\dagger} \hat{a}_{p_{i}} \hat{c}_{k_{f}}^{\dagger} \hat{c}_{k_{i}} \delta^{3}\left(\mathbf{k}_{i}+\mathbf{p}_{i}-\mathbf{k}_{f}-\mathbf{p}_{f}\right) \mathcal{M}_{p_{i}, p_{f}, k_{i}, k_{f}} .
\end{gather*}
$$

In particular, one can express the $\hat{a}$ 's (or $\hat{c}$ 's) in terms of one particle states $|\mathbf{k}\rangle$ (or $|\mathbf{p}\rangle$ ) through the relation $|\mathbf{k}\rangle=\sqrt{2 E_{k}} \hat{a}_{k}|0\rangle$ (or $|\mathbf{p}\rangle=\sqrt{2 E_{p}} \hat{c}_{p}|0\rangle$ ). In particular, the operator $\hat{A} \equiv \hat{a}_{p_{f}}^{\dagger} \hat{a}_{p_{i}}$ destroys a particle with momentum $\vec{p}_{i}$ and creates a particles with momentum $\vec{p}_{f}$. This means that the action of this operator can be written as:

$$
\begin{equation*}
\hat{A}:\left|\mathbf{p}_{i}\right\rangle \longrightarrow\left|\mathbf{p}_{f}\right\rangle . \tag{3.11}
\end{equation*}
$$

Now, we can write the creation operator $\hat{a}_{k}^{\dagger}$ (which acts on the vacuum as $|\mathbf{k}\rangle=$ $\left.\sqrt{2 E_{k}} \hat{a}_{k}|0\rangle\right)$ in the momentum basis representation $\{|\mathbf{k}\rangle\}$ as:

$$
\begin{equation*}
\hat{a}_{k}^{\dagger}=\frac{1}{\sqrt{2 E_{k}}}|\mathbf{k}\rangle\langle 0| .^{2} \tag{3.12}
\end{equation*}
$$

Because of this property, the operator $\hat{A}$ becomes:

$$
\begin{equation*}
\hat{A} \equiv \hat{a}_{p_{f}}^{\dagger} \hat{a}_{p_{i}}=\frac{1}{\sqrt{2 E_{p_{i}}} \sqrt{2 E_{p_{f}}}}\left|\mathbf{p}_{f}\right\rangle\langle 0 \mid 0\rangle\left\langle\mathbf{p}_{i}\right|=\frac{1}{\sqrt{2 E_{p_{i}}} \sqrt{2 E_{p_{f}}}}\left|\mathbf{p}_{f}\right\rangle\left\langle\mathbf{p}_{i}\right|, \tag{3.13}
\end{equation*}
$$

which satisfies Eq.(3.11).
This means that Eq.(3.10) gives the following form for the Hamiltonian interaction $\hat{H}_{\text {int }}$ :

$$
\begin{array}{r}
\hat{H}_{\text {int }}=\int \frac{d^{3} \mathbf{p}_{i} d^{3} \mathbf{p}_{f} d^{3} \mathbf{k}_{i}}{(2 \pi)^{9} 16 E_{p_{i}} E_{p_{f}} E_{k_{i}} E_{k_{i}+p_{i}-p_{f}}}  \tag{3.14}\\
\times \mathcal{M}_{p_{i}, p_{f}, k_{i}, k_{i}+p_{i}-p_{f}}\left|\mathbf{p}_{f}\right\rangle\left\langle\mathbf{p}_{i}\right| e^{i\left(\mathbf{p}_{i}-\mathbf{p}_{f}\right) \cdot \hat{\mathbf{x}}}\left|\mathbf{k}_{i}\right\rangle\left\langle\mathbf{k}_{i}\right|,
\end{array}
$$

[^1]where the Dirac's delta $\delta^{3}\left(\mathbf{k}_{i}+\mathbf{p}_{i}-\mathbf{k}_{f}-\mathbf{p}_{f}\right)$ has been solved in $d^{3} \mathbf{k}_{f}$ and the its vector state $\left|\mathbf{k}_{f}\right\rangle \rightarrow\left|\mathbf{k}_{i}+\mathbf{p}_{i}-\mathbf{p}_{f}\right\rangle$ has been expressed in terms of the translation operator, which generates translations in the momenta space through the position operator $\hat{\mathbf{x}}$, i.e. $\left|\mathbf{k}_{i}+\mathbf{p}_{i}-\mathbf{p}_{f}\right\rangle=e^{i\left(\mathbf{p}_{i}-\mathbf{p}_{f}\right) \cdot \hat{\mathbf{x}}}\left|\mathbf{k}_{i}\right\rangle$.

We are now able to make some approximations. In fact, in the experiment, the environmental particle's momenta are very low due to the low value of the ambient temperature (e.g., $T \sim 1 K$ ). This means that $p_{i}, p_{f} \ll M^{3}$, where $M$ is the nano-crystal's mass. In this way, we have $k_{i}, k_{f} \sim 0$ and, in general, $k_{i}, k_{f} \ll M$. In other words, we assume the diamond to be stationary initially and much heavier than the environmental particle, so that it's momentum does not change. This allows us to approximate the matrix element in Eq.(3.14) as $\mathcal{M}_{p_{i}, p_{f}, k_{i}, k_{i}+p_{i}-p_{f}} \sim \mathcal{M}_{p_{i}, p_{f}, 0,0}$.

Since the nano-crystal is heavy w.r.t. the ambient energy, we can further approximate $2 E_{k_{i}} 2 E_{k_{i}+p_{i}-p_{f}} \sim 4 M E_{k_{i}}$. Finally, integrating over $k_{i}$ and using the identity $\int \frac{d^{3} \mathbf{k}_{i}}{(2 \pi)^{3} 2 E_{k_{i}}}\left|\mathbf{k}_{i}\right\rangle\left\langle\mathbf{k}_{i}\right|=\mathbb{I}$, we can obtain the final expression for Eq.(3.2):

$$
\begin{equation*}
\hat{H}_{\text {int }}=\int \frac{d^{3} \mathbf{p}_{i} d^{3} \mathbf{p}_{f}}{(2 \pi)^{6} 2 E_{p_{i}} 2 E_{p_{f}}} \frac{\mathcal{M}_{p_{i}, p_{f}}}{2 M}\left|\mathbf{p}_{f}\right\rangle\left\langle\mathbf{p}_{i}\right| \otimes e^{i\left(\mathbf{p}_{i}-\mathbf{p}_{f}\right) \cdot \hat{x}} \mathbb{I} . \tag{3.15}
\end{equation*}
$$

### 3.2 Born-Markov Master Equation for QED interactions

In order to find the Born-Markov Master Equation for the decoherence of the crystal due to the environment, we start by supposing that the interaction Hamiltonian has the general form [18, 19]:

$$
\begin{equation*}
\hat{H}_{i n t}=\sum_{\alpha} \hat{S}_{\alpha} \otimes \hat{E}_{\alpha} \tag{3.16}
\end{equation*}
$$

where $\hat{S}_{\alpha}$ and $\hat{E}_{\alpha}$ represent all the degrees of freedom of the matter-wave interferometer and the environment involved in the EM interaction.

From Eq.(3.15) one can find the explicit expression for $\hat{S}_{\alpha}$ and $\hat{E}_{\alpha}$ :

$$
\left\{\begin{array}{l}
\hat{S}_{\alpha}=\frac{e^{i\left(\mathbf{p}_{i}-\mathbf{p}_{f}\right) \cdot \dot{x}}}{2 M} \mathbb{I} \\
\hat{E}_{\alpha}=\mathcal{M}_{p_{i}, p_{f}}\left|\mathbf{p}_{f}\right\rangle\left\langle\mathbf{p}_{i}\right|
\end{array}\right.
$$

which are the same formulas found in [20] for scattering between neutrino and a heavy nucleus mediated by the weak interaction, in which the matrix element $\mathcal{M}_{p_{i}, p_{f}}$ is given by:

$$
\begin{equation*}
\mathcal{M}_{p_{i}, p_{f}} \propto G_{F} Q_{W} F\left(q^{2}\right) \bar{u}\left(p_{f}\right) \gamma^{\mu}\left(1-\gamma^{5}\right) u\left(p_{i}\right)\left(k_{i}+k_{f}\right)_{\mu} \tag{3.17}
\end{equation*}
$$

[^2]where $G_{F}$ is the Fermi coupling constant, $Q_{W}$ is the crystal's weak charge, $F\left(q^{2}\right)$ is its form factor, $\bar{u}\left(p_{f}\right)$ and $u\left(p_{i}\right)$ are the environmental particle's spinors and $J_{\mu} \propto\left(k_{i}+k_{f}\right)_{\mu}$ is the crystal's four-current.

Now that we have an expression for $\hat{H}_{\text {int }}$, we can finally use the master equation for the decoherence with the Born-Markov approximation:

$$
\begin{gather*}
\frac{d \rho_{S}}{d t}=-\frac{i}{\hbar}\left[H_{S}, \rho_{S}\right]-\left\{\int_{0}^{\infty} d \tau \sum_{\alpha \beta} C_{\alpha \beta}(-\tau)\right.  \tag{3.18}\\
\left.\left[S_{\alpha} S_{\beta}(-\tau) \rho_{S}-S_{\beta}(-\tau) \rho_{S} S_{\alpha}\right]+\text { H.c. }\right\}
\end{gather*}
$$

where

$$
\begin{equation*}
C_{\alpha \beta}=\frac{1}{\hbar^{2}} \operatorname{Tr}\left[\rho_{E} E_{\alpha} E_{\beta}(-\tau)\right] \tag{3.19}
\end{equation*}
$$

and

$$
\begin{align*}
& S_{\beta}(-\tau)=e^{-\frac{i H_{S \tau} \tau}{\hbar}} S_{\beta} e^{\frac{i H_{S} \tau}{h}} \\
& E_{\beta}(-\tau)=e^{-\frac{i H_{E} \tau}{\hbar}} E_{\beta} e^{\frac{i H_{E} \tau}{h}} \tag{3.20}
\end{align*}
$$

The basic assumptions of the Born-Markov Master Equation are two: the Born approximation, where the environment is considered to be much larger than the system and the coupling between $S$ and $\mathcal{E}$ is weak enough that it is possible at all times to write the composite $S+\mathcal{E}$ system as a tensorial product:

$$
\begin{equation*}
\hat{\rho}_{S+\mathcal{E}}(t) \approx \hat{\rho}_{S}(t) \otimes \hat{\rho}_{\mathcal{E}} \tag{3.21}
\end{equation*}
$$

where $\hat{\rho}_{\mathcal{E}}$ is approximately constant at all times. The other assumption is the Markov approximation, in which it is supposed that memory effects in the environment are negligible, i.e. any effect that the system has on the environment decays rapidly compared to the evolution of the environment $\mathcal{E}$ itself.

Further, we argue that the COM of the crystal is trapped in a very low frequency trap, so that the time evolution of the operator $S_{\beta}$ can be neglected with respect to the correlation time-scale of the environment. Moreover, we will assume that the unitary time evolution of the crystal, given by the term $-\frac{i}{\hbar}\left[H_{S}, \rho_{S}\right]$ of Eq.(3.18), is much slower than the non-unitary time evolution given by the second term of the RHS of Eq.(3.18), which corresponds to changes of the system entirely due to the decoherence. This means that the decoherence due to the presence of the environment modifies the state of the system faster than any free evolution of the system itself. For this reasons, in the derivation of the decoherence rate below, we will neglect the unitary term $-\frac{i}{\hbar}\left[H_{S}, \rho_{S}\right]$.

From Eq.(3.19), one can notice that an expression for $\hat{\rho}_{E}=|\Psi\rangle\langle\Psi|$ is needed. In our case, we will consider the environmental particles to have a (normalized) wave function with a localized momentum $\mathbf{p}_{0}$. Therefore, we will represent it using a Gaussian
wavepacket centered in $\mathbf{p}_{0}$ in the momentum space, as follows:

$$
\begin{equation*}
|\psi\rangle=\int \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} \sqrt{2 E_{p}}} \tilde{\psi}(p)|\mathbf{p}\rangle=\int \frac{d^{3} p}{(2 \pi)^{3} \sqrt{2 E_{p}}} \frac{(2 \pi)^{3 / 2}}{\left(\pi \tilde{\sigma}^{2}\right)^{3 / 4}} e^{-\frac{\left|\mathbf{p}-\mathbf{p}_{0}\right|^{2}}{2 \tilde{\sigma}^{2}}}|\mathbf{p}\rangle . \tag{3.22}
\end{equation*}
$$

With this expression for $\hat{\rho}_{E}$, we are able to compute Eq.(3.19):

$$
\begin{align*}
& C_{\alpha, \beta}=\operatorname{Tr}\left[\rho_{E} E_{\alpha} E_{\beta}(-\tau)\right]=\left\langle E_{\alpha} E_{\beta}(-\tau)\right\rangle_{\psi}=(2 \pi)^{3} \mathcal{M}_{p_{i}, p_{f}} \mathcal{M}_{p_{f}^{\prime}, p_{t}^{\prime}}^{*} 2 E_{p_{i}} \delta^{3}\left(\mathbf{p}_{i}-\mathbf{p}_{f}^{\prime}\right) \\
& \times\langle\psi| e^{-i\left(E_{p_{i}^{\prime}}-E_{p_{f}^{\prime}}^{\prime}\right) \tau}\left|\mathbf{p}_{f}\right\rangle\left\langle\mathbf{p}_{i}^{\prime} \mid \psi\right\rangle=(2 \pi)^{9} \pi^{-3 / 2} \tilde{\sigma}^{3} \mathcal{M}_{p_{i}, p_{f}} \mathcal{M}_{p_{f}^{\prime}, p_{i}}^{*} 2 E_{p_{i}} \delta^{3}\left(\mathbf{p}_{i}-\mathbf{p}_{f}^{\prime}\right)  \tag{3.23}\\
& \times e^{-i\left(E_{p_{i}^{\prime}}-E_{p_{f}^{\prime}}\right) \tau} 2 E_{p_{i}^{\prime}} \delta^{3}\left(\mathbf{p}_{0}-\mathbf{p}_{f}\right) \delta^{3}\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{0}\right),
\end{align*}
$$

where we have used the following two properties:

$$
\left\{\begin{array}{l}
\langle\mathbf{p}||\mathbf{k}\rangle=(2 \pi)^{3}\left(2 E_{p}\right) \delta^{3}(\mathbf{p}-\mathbf{k})  \tag{3.24}\\
\delta^{3}(\mathbf{p})=\lim _{\tilde{\sigma} \rightarrow 0} \frac{1}{\tilde{\sigma}^{3} \pi^{3 / 2}} e^{-|\mathbf{p}|^{2} / \tilde{\sigma}^{2}}
\end{array}\right.
$$

the last one meaning that the Gaussian wavepacket of the environmental particle is sharped enough that can be considered as a Dirac's delta, i.e. the particle has a well defined momentum $\mathbf{p}_{0}$.

Plugging Eq.(3.17) into the second term of the right hand side of Eq.(3.19) (and neglecting the unitary term $-\frac{i}{\hbar}\left[H_{S}, \rho_{S}\right]$ as specified above), one obtains:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}}{d t}=-\frac{\pi^{-3 / 2} \tilde{\sigma}^{3}}{4 M^{2}} \int d \tau \frac{d^{3} \mathbf{p}_{i} d^{3} \mathbf{p}_{f} d^{3} \mathbf{p}_{i}^{\prime} d^{3} \mathbf{p}_{f}^{\prime}}{(2 \pi)^{3} 16 E_{p_{i}} E_{p_{f}} E_{p_{i}^{\prime}} E_{p_{f}^{\prime}}^{\prime}} 4 E_{p_{i}} E_{p_{i}^{\prime}} \mathcal{M}_{p_{i}, p_{f}} \mathcal{M}_{p_{i}^{\prime}, p_{f}^{\prime}}^{*}{ }^{3}\left(\mathbf{p}_{i}-\mathbf{p}_{f}^{\prime}\right) \\
\times e^{-i\left(E_{p_{i}^{\prime}}-E_{p_{f}^{\prime}}^{\prime}\right) \tau} \delta^{3}\left(\mathbf{p}_{0}-\mathbf{p}_{f}\right) \delta^{3}\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{0}\right)\left\{-e^{i\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{f}^{\prime}\right) \cdot \hat{\mathbf{x}}} \hat{\rho}_{S} e^{i\left(\mathbf{p}_{f}^{\prime}-\mathbf{p}_{f}\right) \cdot \hat{\mathbf{x}}}\right.  \tag{3.25}\\
\left.+e^{i\left(\mathbf{p}_{i}-\mathbf{p}_{f}\right) \cdot \hat{\mathbf{x}}} e^{i\left(\mathbf{p}_{i}^{\prime}-\mathbf{p}_{f}^{\prime}\right) \cdot \hat{\mathbf{x}}} \hat{\rho}_{S}+H . c .\right\},
\end{array}
$$

which leads to:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}}{d t}=-\frac{\pi^{-3 / 2} \tilde{\sigma}^{3}}{64 \pi^{2} M^{2} E_{p_{0}}} \int \frac{d^{3} \mathbf{p}_{f}^{\prime}}{E_{p_{f}^{\prime}}^{\prime}}\left|\mathcal{M}_{p_{0}, p_{f}^{\prime}}\right|^{2} \delta\left(E_{p_{0}}-E_{p_{f}^{\prime}}\right)  \tag{3.26}\\
\times\left\{-e^{i\left(\mathbf{p}_{0}-\mathbf{p}_{f}^{\prime}\right) \cdot \hat{\mathbf{x}}} \hat{\rho}_{S} e^{i\left(\mathbf{p}_{f}^{\prime}-\mathbf{p}_{0}\right) \cdot \hat{\mathbf{x}}}+e^{\left.i\left(\mathbf{p}_{f}^{\prime}-\mathbf{p}_{0}\right) \cdot \hat{\mathbf{x}}^{i\left(\mathbf{p}_{0}-\mathbf{p}_{f}^{\prime}\right) \cdot \hat{\mathbf{x}}} \hat{\rho}_{S}+H . c .\right\} .} .\right.
\end{array}
$$

Solving $\delta\left(E_{p_{0}}-E_{p_{f}^{\prime}}\right)$ and using $d p_{f}^{\prime}=\frac{E_{p_{f}^{\prime}}}{p_{f}^{\prime}} d E_{p_{f}^{\prime}}{ }^{4}$ we have:

$$
\begin{equation*}
\frac{d \hat{\rho}_{S}}{d t}=-\frac{\pi^{-3 / 2} \tilde{\sigma}^{3}}{64 \pi^{2} M^{2}} \frac{p_{0}}{E_{p_{0}}} \int d \Omega^{\prime}\left|\mathcal{M}_{p_{0}, p_{f}^{\prime}}\right|^{2}\left\{-e^{i\left(\mathbf{p}_{0}-\mathbf{p}_{f}^{\prime}\right) \cdot \hat{\mathbf{x}}} \hat{\rho}_{S} e^{i\left(\mathbf{p}_{f}^{\prime}-\mathbf{p}_{0}\right) \cdot \hat{\mathbf{x}}}+\hat{\rho}_{S}+H . c .\right\}, \tag{3.27}
\end{equation*}
$$

[^3]where $d \Omega^{\prime}$ indicates the orientation angle of the final momentum vector $d^{3} \mathbf{p}_{f}=d \Omega^{\prime} d p_{f} p_{f}^{2}$.
Notice that, having now $E_{p_{0}}=E_{p_{f}^{\prime}}$, we have that $\left|\mathbf{p}_{0}\right|=\left|\mathbf{p}_{f}^{\prime}\right|$ too. This means also that the matrix element $\mathcal{M}_{p_{0}, p_{f}^{\prime}}$ will now depend only on $\left|\mathbf{p}_{0}\right|$ and the angle between $\mathbf{p}_{0}$ and $\mathbf{p}_{f}^{\prime}$, i.e. on $\Omega^{\prime}$. We can also rewrite the $\frac{p_{0}}{E_{p_{0}}}$ term as:
\[

$$
\begin{equation*}
\frac{p_{0}}{E_{p_{0}}}=\frac{\frac{m v_{0}}{\sqrt{1-v_{0}^{2}}}}{\sqrt{p_{0}^{2}+m^{2}}}=\frac{\frac{m v_{0}}{\sqrt{1-v_{0}^{2}}}}{\sqrt{\frac{m^{2} v_{0}^{2}}{1-v_{0}^{2}}+m^{2}}}=v_{0} . \tag{3.28}
\end{equation*}
$$

\]

Notice also that the factor $\mathbf{p}_{f}^{\prime}-\mathbf{p}_{0}$ at the exponent of the right-hand side can be rewritten as $\left|\mathbf{p}_{0}\right|\left(\hat{n}^{\prime}-\hat{n}_{0}\right)$, where $\hat{n}^{\prime}$ and $\hat{n}_{0}$ are the final and initial direction of the scattered environmental particle (we will express their associated angles with, respectively, $\Omega^{\prime}$ and $\Omega_{0}$ ). We can thus rewrite the time evolution equation for $\rho_{S}$ as:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}}{d t}=-\frac{\pi^{-3 / 2} \tilde{\sigma}^{3}}{64 \pi^{2} M^{2}} v_{0} \int d \Omega^{\prime}\left|\mathcal{M}\left(\Omega^{\prime}, \Omega_{0}, E_{0}\right)\right|^{2}  \tag{3.29}\\
\times\left\{-e^{-i\left|\mathbf{p}_{0}\right|\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot \hat{\mathbf{x}}} \hat{\rho}_{S} e^{i\left|\mathbf{p}_{0}\right|\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot \hat{\mathbf{x}}}+\hat{\rho}_{S}+H . c .\right\} .
\end{array}
$$

Now, the factor $\pi^{-3 / 2} \tilde{\sigma}^{3}$ it is proportional to the inverse of the volume $1 / V$ (see Eq.(A.2)). This means that now will appear, on the right-hand side of Eq.(3.29), a term like $v_{0} / V=$ $F_{1}$, which is exactly the flux associated with one environmental particle. This leads us to rewrite Eq.(3.29) as:

$$
\begin{array}{r}
\frac{d \hat{\rho}_{S}}{d t}=-\frac{(2 \pi)^{3 / 2} F_{1}}{64 \pi^{2} M^{2}} \int d \Omega^{\prime}\left|\mathcal{M}\left(\Omega^{\prime}, \Omega_{0}, E_{0}\right)\right|^{2}  \tag{3.30}\\
\times\left\{-e^{-i\left|\mathbf{p}_{0}\right|\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot \hat{x}^{2}} \hat{\rho}_{S} e^{i\left|\mathbf{p}_{0}\right|\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot \hat{x}}+\hat{\rho}_{S}+H . c .\right\},
\end{array}
$$

which gives the following expression for the matrix elements of $\hat{\rho}_{S}$ :

$$
\begin{align*}
\frac{d \rho_{S}}{d t}(\mathbf{x}, \mathbf{y}, t) & =-\frac{(2 \pi)^{3 / 2} F_{1}}{64 \pi^{2} M^{2}} \int d \Omega^{\prime}\left|\mathcal{M}\left(\Omega^{\prime}, \Omega_{0}, E_{0}\right)\right|^{2}  \tag{3.31}\\
& \times\left\{-e^{-i p_{0}\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\mathbf{x}-\mathbf{y})}+1\right\} \rho_{S}(\mathbf{x}, \mathbf{y}, t),
\end{align*}
$$

where we have defined $\langle\mathbf{x}| \hat{\rho}_{S}|\mathbf{y}\rangle \equiv \rho_{S}(\mathbf{x}, \mathbf{y}, t)$.
We can also notice that the term $\frac{1}{64 \pi^{2} M^{2}}\left|\mathcal{M}\left(\Omega^{\prime}, \Omega_{0}, E_{0}\right)\right|^{2}$ is exactly the differential cross section $\frac{d \sigma}{d \Omega^{\prime}}=\frac{d \sigma}{d \Omega^{\prime}}\left(\hat{n}_{0}, \hat{n}^{\prime}\right)$ (see (A.1)). Notice that Eq.(3.31) is of the same form of the result found in [20], but with scattering amplitude given by Eq.(3.17).

Eq.(3.31) describes the decoherence due to the interaction between one environmental particle and the nano-crystal. It is easy to generalize it to the case where, instead of having only one, we have $N$ environmental particles. This results in flux as

$$
\begin{equation*}
F=n \bar{v}=\frac{N}{V} \bar{v}, \tag{3.32}
\end{equation*}
$$

where $\bar{v}$ is the average velocity of each environmental particle. More in general, if each particle gives a contribution of the type Eq.(3.31) to the decoherence rate, the total contribution will be given by the sum over all possible momenta $\mathbf{p}_{0}$ (and velocities $\mathbf{v}_{0}$ ) weighted by a distribution of particles $\mu\left(\mathbf{p}_{0}\right)$ in the momentum space, i.e. a probabilistic distribution such that $\int d^{3} \mathbf{p}_{0} \mu\left(\mathbf{p}_{0}\right)=1$. It is possible to go even further if we make the assumption that the environment is composed of particles that are isotropically distributed:

$$
\begin{equation*}
\mu\left(\mathbf{p}_{0}\right) d^{3} \mathbf{p}_{0}=\frac{1}{4 \pi} S\left(p_{0}\right) d p_{0} d \Omega_{0} \tag{3.33}
\end{equation*}
$$

where $\int d p_{0} S\left(p_{0}\right)=1$, in order to have $\int d^{3} \mathbf{p}_{0} \mu\left(\mathbf{p}_{0}\right)=1$. This gives:

$$
\begin{array}{r}
\frac{d \rho_{S}}{d t}(\mathbf{x}, \mathbf{y}, t)=-(2 \pi)^{\frac{3}{2}} \int d p_{0} S\left(p_{0}\right) n v\left(p_{0}\right) \\
\times \int \frac{d \Omega_{0} d \Omega^{\prime}}{4 \pi} \frac{d \sigma}{d \Omega^{\prime}}\left\{-e^{-i p_{0}\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\mathbf{x}-\mathbf{y})}+1\right\} \rho_{S}(\mathbf{x}, \mathbf{y}, t), \tag{3.34}
\end{array}
$$

from which we can define the so-called Decoherence Rate factor $\Gamma$ :

$$
\begin{equation*}
\Gamma \equiv(2 \pi)^{3 / 2} \int d p_{0} S\left(p_{0}\right) n v\left(p_{0}\right) \int \frac{d \Omega_{0} d \Omega^{\prime}}{4 \pi} \frac{d \sigma}{d \Omega^{\prime}}\left(\hat{n}_{0}, \hat{n}^{\prime}\right)\left\{-e^{-i p_{0}\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\mathbf{x}-\mathbf{y})}+1\right\} \tag{3.35}
\end{equation*}
$$

In fact, as can be seen from Eq.(3.34), the time evolution of the density matrix will be of the type:

$$
\begin{equation*}
\frac{d \rho_{S}(\mathbf{x}, \mathbf{y}, t)}{d t}=-\Gamma \cdot \rho_{S}(\mathbf{x}, \mathbf{y}, t) \longrightarrow \rho_{S}(\mathbf{x}, \mathbf{y}, t)=e^{-\Gamma t} \rho_{S}(\mathbf{x}, \mathbf{y}, 0) \tag{3.36}
\end{equation*}
$$

This formula shows the role played by the function $\Gamma$ : it suppresses the off diagonal density matrix elements. In fact, for the elements on the diagonal, we have that $\mathbf{x}=\mathbf{y}$; this means that the contribution from the term $\left(1-e^{-i p_{0}\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\mathbf{x}-\mathbf{y})}\right)$ is 0 , resulting in:

$$
\begin{equation*}
\frac{d \rho_{S}(\mathbf{x}, \mathbf{x}, t)}{d t}=0 \longrightarrow \rho_{S}(\mathbf{x}, \mathbf{x}, t)=\text { const. } \tag{3.37}
\end{equation*}
$$

This last equation shows that the diagonal elements of $\rho_{S}$ are not influenced by the environmental interaction, they remain constant over time evolution. Instead, the non diagonal elements are suppressed because of $\Gamma$ and, in the limit $t \rightarrow+\infty$, they are completely suppressed, i.e. they become asymptotically 0 . This means that the density matrix $\rho_{S}$ becomes diagonal, indicating a mixture. This implies that the environment acquires information from the system, leading to a suppression of non-diagonal terms. The information of the system becomes distributed throughout the environment, requiring an observer to measure both the crystal and environmental data. The crystal is no longer isolated but entangled with the environment, which now possesses information about the system. This results in the formation of a mixture for $\rho_{S}$.

### 3.3 Dipole-Dipole interaction

From Eq.(3.35) we can see that, in order to obtain an explicit expression for the decoherence rate, we have to know the differential cross section related to the type of interaction between the environment and the crystal.

Therefore, let us assume that the environmental particles are gas molecules with a dipole moment. In this case, we will have to consider a dipole-dipole interaction, the potential will be [61]:

$$
\begin{array}{r}
V(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \frac{\mathbf{d}_{1} \cdot \mathbf{d}_{2}-3\left(\mathbf{n} \cdot \mathbf{d}_{1}\right)\left(\mathbf{n} \cdot \mathbf{d}_{2}\right)}{|\mathbf{r}|^{3}}  \tag{3.38}\\
=\frac{d_{1} d_{2}}{4 \pi \epsilon_{0} r^{3}}\left[\cos \left(\pi-\theta_{1}-\theta_{2}\right)-3 \cos \left(\theta_{1}\right) \cos \left(\theta_{2}\right)\right],
\end{array}
$$

where in the first line $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$ are respectively the electric dipole of the crystal and of the environmental particle, $\mathbf{r}$ represents the distance between the centers of the two dipoles and $\mathbf{n}=\mathbf{r} /|\mathbf{r}|$ is its associated unit vector. In the second line ${ }^{5}$, we have introduced the angles $\theta_{1}$ and $\theta_{2}$ between $\mathbf{r}$ and respectively $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$, together with the angle $\alpha=\pi-\theta_{1}-\theta_{2}$ between the two dipoles $\mathbf{d}_{1}$ and $\mathbf{d}_{2}$.

In particular, the function inside the squared brackets in the last line of Eq.(3.65) oscillates between the values 4 and -4 . The worst case scenario will therefore be represented by the maximum value for this function (i.e. 4), which will give also the maximum value for the potential energy $V(\mathbf{r})$. In fact, in this case, the interaction will be stronger, resulting in a bigger decoherence rate $\Gamma$ (see Eq.(3.35)).

This means that the form for the potential energy of the dipole-dipole interaction that we will consider in this work will be:

$$
\begin{equation*}
V(r)=\frac{d_{1} d_{2}}{\pi \epsilon_{0} r^{3}} \tag{3.39}
\end{equation*}
$$

Our goal is to compute the differential cross section for this type of potential. A very useful tool for this purpose is the so-called Born approximation ${ }^{6}$, which expresses the differential cross section $\frac{d \sigma}{d \Omega}$ in terms of the Fourier Transform $\tilde{V}(q)$ of the potential $V(\mathbf{r})$ :

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{m^{2}}{4 \pi^{2} \hbar^{4}}|\tilde{V}(q)|^{2} \tag{3.40}
\end{equation*}
$$

The validity of this approximation is in the weak interaction regime, i.e. it can be applied when the kinetic energy $E_{k}$ of the COM is bigger compared to the potential energy $V(r)$ (see [62] for further details). We will verify below the validity of this approximation.

[^4]In our case, we should thus have:

$$
\begin{equation*}
E_{k} \gg \frac{d_{1} d_{2}}{\pi \epsilon_{0} r^{3}}, \tag{3.41}
\end{equation*}
$$

Notice also that, if we consider the environment to be a thermal bath of equilibrium temperature $T$, the average kinetic energy of each environmental particle will be given by $\bar{E}_{k} \sim k_{B} T$. We can therefore numerically evaluate the LHS of Eq.(3.41) by using this expression for $\bar{E}_{k}$. In a QGEM setup, the temperature is of the order of $T \sim 1 \mathrm{~K}$. This leads to $\bar{E}_{k} \sim 10^{-23} \mathrm{~J}$.

Now, in order to numerically verify the RHS of Eq. (3.41) we need to know what values for the dipoles $d_{1}$ and $d_{2}$ we have to use. Respectively, $d_{1}$ and $d_{2}$ are the dipole of the crystal and of the environmental particle. Physically we can thus consider the environment to be composed of atomic dipoles, given for example by Helium molecules. This means that we can consider $d_{2}$ to be [22]:

$$
\begin{equation*}
d_{2} \sim e \cdot R_{a} \sim\left(1.602 \times 10^{-19} \mathrm{C}\right) \times\left(10^{-10} \mathrm{~m}\right) \sim 10^{-29} \mathrm{C} \cdot \mathrm{~m}=3 \mathrm{D} \tag{3.42}
\end{equation*}
$$

where $R_{a} \sim 10^{-10} \mathrm{~m}$ represents the average atomic radius and $e$ is the electron charge. Here we have used as a unit for the dipole the Debye, which in standard units is $1 \mathrm{D}=$ $3.336 \times 10^{-30} \mathrm{C} \cdot \mathrm{m}$.

Notice also that, as it is clear from Eq.(3.39), we need also to associate a number to the interaction distance $r$ in order to estimate the magnitude of the potential. For this purpose, we can use $r=R \sim 10^{-6} \mathrm{~m}^{7}$ as the radius of the crystal considered in the QGEM proposal [24], which is the minimum possible distance of interaction (the environmental particles are not energetic enough to penetrate the material) and therefore corresponds to the maximum value for $V(r)$, i.e. the worst case scenario.

Now, with these values for $d_{2}$ and $r \sim R$, we can use Eq.(3.41) to constrain the maximum value that $d_{1}$ can have in order to apply the Born approximation:

$$
\begin{equation*}
d_{1} \ll \pi \epsilon_{0} \frac{R^{3}}{d_{2}} \bar{E}_{k} \longrightarrow d_{1} \ll 10^{-23} \mathrm{C} \cdot \mathrm{~m} . \tag{3.43}
\end{equation*}
$$

If all these numerical conditions hold, we can derive the differential cross section $d \sigma / d \Omega$ using the Born approximation. The Fourier transform of (3.39) will give:

$$
\begin{array}{r}
\tilde{V}(q)=\int d^{3} \vec{x} e^{\frac{i}{\hbar} \vec{q} \cdot \vec{x}}(-1) \frac{d_{1} d_{2}}{\pi \epsilon_{0} r^{3}}  \tag{3.44}\\
=-\frac{d_{1} d_{2}}{\pi \epsilon_{0}} 2 \pi \int_{-1}^{1} d(\cos (\theta)) \int_{0}^{+\infty} d r r^{2} \frac{e^{\frac{i}{\hbar} q r \cos (\theta)}}{r^{3}}=-\frac{4 \hbar d_{1} d_{2}}{\epsilon_{0} q} \int_{0}^{+\infty} d r \frac{\sin \left(\frac{q}{\hbar} r\right)}{r^{2}},
\end{array}
$$

[^5]where $\vec{q}=\vec{p}_{f i n}-\vec{p}_{0}$ is the transferred momentum of the scattered particle.
As we can see, this integral is divergent when $r \rightarrow 0$. This means that the differential cross-section is defined above a minimum interaction distance. In a QGEM setup, we are considering our nano-crystal to have a finite size [24], i.e. to be a sphere of radius $R \sim 10^{-6} \mathrm{~m}$ and, hence gives a lower limit for the above integral:
\[

$$
\begin{equation*}
\tilde{V}(q)=-\frac{4 \hbar d_{1} d_{2}}{\epsilon_{0} q} \int_{R}^{+\infty} d r \frac{\sin \left(\frac{q}{\hbar} r\right)}{r^{2}} \tag{3.45}
\end{equation*}
$$

\]

The integral in the RHS can be solved analytically

$$
\begin{equation*}
\tilde{V}(q)=-\frac{4 \hbar d_{1} d_{2}}{\epsilon_{0} q}\left(\frac{\sin \left(\frac{q}{\hbar} R\right)}{R}-\frac{q}{\hbar} C i\left(\frac{q}{\hbar} R\right)\right), \tag{3.46}
\end{equation*}
$$

where the function $C i(z)$ is defined as:

$$
\begin{equation*}
C i(z)=-\int_{z}^{+\infty} d t \frac{\cos (t)}{t} \tag{3.47}
\end{equation*}
$$

One of the main properties of this function is that:

$$
\begin{equation*}
\lim _{z \rightarrow+\infty} C i(z)=0 \tag{3.48}
\end{equation*}
$$

This means that we should be able to get rid of the $\operatorname{Ci}\left(\frac{q}{\hbar} R\right)$ term if its argument is big enough.

Let us thus try to numerically evaluate $\frac{q}{\hbar} R$. We know that $q$ is the transferred momentum $\vec{q}=\vec{p}_{f}^{\prime}-\vec{p}_{0}$. But we also know that the environmental particle is much lighter than the crystal (which is our target particle) and we have also supposed that the environmental dipole has low energy with respect to the mass energy of the crystal. These are approximations that we have already made in the previous section 3 ; in particular, as can be seen from Eq.(3.26), these assumption led to the conservation of energy through a Dirac's delta $\delta\left(E_{p_{f}^{\prime}}-E_{p_{0}}\right)$. This means that $E_{p_{f}^{\prime}}=E_{p_{0}}$ and therefore $p_{f}^{\prime}=p_{0}$, i.e. the modulus of the momentum of the environmental particle is the same before and after the scattering process. Only the direction of the final momentum is different from the initial one.

This means that the transferred momentum $q$ will have the following expression:

$$
\begin{align*}
q & =\sqrt{p_{f}^{\prime}+p_{0}^{2}-2 \overrightarrow{p_{f}^{\prime}} \cdot \overrightarrow{p_{0}}}=\sqrt{2 p_{0}^{2}-2 p_{0}^{2} \cos \left(\theta^{\prime}\right)}  \tag{3.49}\\
& =p_{0} \sqrt{2\left(1-1+2 \sin \left(\theta^{\prime} / 2\right)\right)}=2 p_{0} \sin \left(\theta^{\prime} / 2\right)
\end{align*}
$$

where in the second to last but one equality we have used the trigonometric property $\cos \left(\theta^{\prime}\right)=1-2 \sin \left(\theta^{\prime} / 2\right)$.

Eq. (3.49) tells us that, numerically, $q$ is of the same order of the initial momentum $p_{0}$. Now, we can consider the environment to be a thermal bath of particles at equilibrium temperature $T$. This means that the average momentum of one environmental particle will be $p_{0}=\sqrt{2 m k_{B} T}$. Therefore, considering a temperature of $T \sim 1 \mathrm{~K}$, a mass for the environmental dipole to be of the order of the proton mass $m \sim 10^{-27} \mathrm{~kg}$ (e.g. an Helium molecule ${ }^{8}$ ) and considering $R \sim 10^{-6} \mathrm{~m}$, we have:

$$
\begin{equation*}
\frac{q}{\hbar} R \sim \frac{\sqrt{2 m k_{B} T}}{\hbar} R \sim 10^{3} \gg 1 \tag{3.50}
\end{equation*}
$$

Because of Eq.(3.50) and Eq.(3.48), we will approximate the RHS of the Fourier transformation given by Eq.(3.67) in the following way: $\frac{\sin \left(\frac{q}{\hbar} R\right)}{R}-\frac{q}{\hbar} C i\left(\frac{q}{\hbar} R\right) \sim \frac{\sin \left(\frac{q}{\hbar} R\right)}{R}$. In this way, as we will see below, it will be possible to compute analytically the integral for the total cross section, i.e. $\sigma_{C M}=\int d \Omega^{\prime} \frac{d \sigma}{d \Omega^{\prime}}$. The validity of such an approximation can be verified a posteriori, as it is shown in the Appendix A.3.

The Fourier transformation of the potential will thus give:

$$
\begin{equation*}
\tilde{V}(q) \simeq-\frac{4 \hbar d_{1} d_{2}}{\epsilon_{0} R} \frac{\sin \left(\frac{q}{\hbar} R\right)}{q} \tag{3.51}
\end{equation*}
$$

From the Born approximation (see Eq.(3.40)), we finally obtain the value for the differential cross section:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi^{2} \epsilon_{0}^{2} \hbar^{2} R^{2}} \frac{\sin ^{2}\left(\frac{q}{\hbar} R\right)}{q^{2}} \tag{3.52}
\end{equation*}
$$

### 3.3.1 Short-wavelength limit approximation

We are now ready to make some approximation in order to apply Eq.(3.35) to the case of dipole-dipole interaction.
We know that the de Broglie wavelength associated to the environmental ions is $\lambda_{0}=\frac{2 \pi \hbar}{p_{0}}$. If we consider the particles to be inside a box of temperature $T$, the average momenta of one ion will be $p_{0}=\sqrt{2 m k_{B} T}$, which gives:

$$
\begin{equation*}
\lambda_{0}=\frac{2 \pi \hbar}{\sqrt{2 m k_{B} T}} \sim 10^{-9} \mathrm{~m} \tag{3.53}
\end{equation*}
$$

where, for the numerical value, we have used $m \sim 10^{-27} \mathrm{~kg}$ and $T \sim 1 \mathrm{~K}$.
We can ask now if it is possible to consider the short-wavelength limit, i.e. the limit where $\lambda_{0} \ll \Delta x$, where $\Delta x$ is the superposition distance of the crystal. Using a

[^6]superposition size of $\Delta x \sim 10^{-5} \mathrm{~m}$ and a mass for the ion similar to the one of the proton $m \sim 10^{-27} \mathrm{~kg}$, we have that the short-wavelength limit is satisfied everytime:
\[

$$
\begin{equation*}
\lambda_{0}=\frac{2 \pi \hbar}{\sqrt{2 m k_{B} T}} \ll \Delta x \longrightarrow T \gg \frac{4 \pi^{2} \hbar^{2}}{2 m k_{B} \Delta x^{2}} \sim 10^{-7} \mathrm{~K} \tag{3.54}
\end{equation*}
$$

\]

which is always satisfied in a QGEM setup, considering that $T \sim 1 \mathrm{~K}$.
But, if the short-wavelength limit holds, $\lambda_{0} \ll \Delta x$ implies that $p_{0} \Delta x \gg 1$. This means that the phase exponential $e^{-i p_{0}\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\vec{x}-\vec{y})}$, when is integrated over all possible $p_{0}$ 's (as in 3.35), oscillates very fast and in the end its contribution will be negligible. This gives us the expression for the decoherence rate in the short-wavelength limit:

$$
\begin{equation*}
\Gamma_{S}=(2 \pi)^{3 / 2} \int d p_{0} S\left(p_{0}\right) n v\left(p_{0}\right) \sigma_{C M}\left(p_{0}\right) \tag{3.55}
\end{equation*}
$$

where $\sigma_{C M}=\int \frac{d \Omega_{0} d \Omega^{\prime}}{4 \pi} \frac{d \sigma}{d \Omega^{\prime}}\left(\hat{n}_{0}, \hat{n}^{\prime}\right)$ is the total cross section and the subscript $S$ in $\Gamma_{S}$ stands for "Short", indicating that we are computing the decoherence rate in the shortwavelength limit.
Let us thus compute $\sigma_{C M}$. Using Eq.(3.68), we have that:

$$
\begin{array}{r}
\sigma_{C M}=\int \frac{d \Omega_{0}}{4 \pi} \int d \Omega^{\prime} \frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi^{2} \epsilon_{0}^{2} \hbar^{2} R^{2}} \frac{\sin ^{2}\left(\frac{q}{\hbar} R\right)}{q^{2}} \\
=\frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi^{2} \epsilon_{0}^{2} \hbar^{2} R^{2}} \int d \Omega^{\prime} \frac{\sin ^{2}\left(\frac{2 p_{0}}{\hbar} \sin \left(\theta^{\prime} / 2\right) R\right)}{\left(2 p_{0} \sin \left(\theta^{\prime} / 2\right)\right)^{2}}  \tag{3.56}\\
=\frac{8 m^{2} d_{1}^{2} d_{2}^{2}}{\pi \epsilon_{0}^{2} \hbar^{2} R^{2}} \int_{-1}^{1} d\left[\cos \left(\theta^{\prime}\right)\right] \frac{\sin 2\left(\frac{2 p_{0}}{\hbar} \sin \left(\theta^{\prime} / 2\right) R\right)}{\left(2 p_{0} \sin \left(\theta^{\prime} / 2\right)\right)^{2}} \\
=\frac{2 m^{2} d_{1}^{2} d_{2}^{2}}{\pi \epsilon_{0}^{2} \hbar^{2} R^{2} p_{0}^{2}} \int_{0}^{1} d x 4 x \frac{\sin ^{2}\left(\frac{2 p_{0}}{\hbar} R x\right)}{x^{2}}=\frac{8 m^{2} d_{1}^{2} d_{2}^{2}}{\pi \epsilon_{0}^{2} \hbar^{2} R^{2} p_{0}^{2}} \int_{0}^{1} d x \frac{\sin ^{2}\left(\frac{2 p_{0}}{\hbar} R x\right)}{x},
\end{array}
$$

where we have used the fact that the transferred momentum $q$ is $q=2 p_{0} \sin \left(\theta^{\prime} / 2\right)$ and in the last but one line we have defined $x \equiv \sin \left(\theta^{\prime} / 2\right)$, in order to make the following substitution:

$$
\begin{equation*}
\int_{-1}^{1} d\left[\cos \left(\theta^{\prime}\right)\right]=\int_{-1}^{1} d\left[1-2 x^{2}\right]=\int_{1}^{0} d x(-2) 2 x=\int_{0}^{1} d x 4 x \tag{3.57}
\end{equation*}
$$

The integral that appears in the final line of Eq.(3.69) can be solved analytically:

$$
\begin{equation*}
\int_{0}^{1} d x \frac{\sin ^{2}\left(\frac{2 p_{0}}{\hbar} R x\right)}{x}=\frac{1}{2}\left[\gamma-C i\left(4 \frac{p_{0}}{\hbar} R\right)+\ln \left(4 \frac{p_{0}}{\hbar} R\right)\right] \tag{3.58}
\end{equation*}
$$

where $C i(z)$ is the function defined in Eq.(3.47).
The total cross section is thus given by:

$$
\begin{equation*}
\sigma=\frac{8 m^{2} d_{1}^{2} d_{2}^{2}}{\pi \epsilon_{0}^{2} \hbar^{2} L^{2} p_{0}^{2}} \frac{1}{2}\left[\gamma-C i\left(4 \frac{L}{\hbar} p_{0}\right)+\ln \left(4 \frac{L}{\hbar} p_{0}\right)\right], \tag{3.59}
\end{equation*}
$$

It is worth noting that this expression for the total cross section is well behaved for very small temperatures. In particular, for the limit where $p_{0} \longrightarrow 0$ (i.e. $T \longrightarrow 0 \mathrm{~K}$ if one considers $\left.p_{0}=\sqrt{2 m k_{B} T}\right)$, we have:

$$
\begin{equation*}
\lim _{p_{0} \rightarrow 0}\left[\gamma-C i\left(4 \frac{L}{\hbar} p_{0}\right)+\ln \left(4 \frac{L}{\hbar} p_{0}\right)\right]=0 .{ }^{9} \tag{3.60}
\end{equation*}
$$

This means that $\lim _{T \rightarrow 0} \sigma=0$, which leads to the following behaviour for the decoherence rate at very low temperatures:

$$
\begin{equation*}
\lim _{T \rightarrow 0} \Gamma_{S}=0 \tag{3.61}
\end{equation*}
$$

as can be seen from Eq.(3.90).
Not only this result is finite, but it is also physical: in fact, at $T=0 \mathrm{~K}$, there is no energy for the environmental dipoles and without energy there is no interaction with the crystal, i.e. no decoherence.

Also in this case, we can consider the contribution of $\operatorname{Ci}(z)$ to be negligible w.r.t. the other terms: in fact, using the fact that $\frac{p_{0}}{\hbar} R \sim \frac{\sqrt{2 m k_{B} T}}{\hbar} R \sim 10^{3} \gg 1$ at $T=1 \mathrm{~K}$, we can use again the property Eq.(3.48). Moreover, we have that $\ln \left(4 \frac{p_{0}}{\hbar} R\right) \sim \ln \left(4 \cdot 10^{3}\right) \sim 8 \gg$ $\gamma \simeq 0.577$, which allows us to write:

$$
\begin{equation*}
\sigma_{C M} \simeq \frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi \epsilon_{0}^{2} \hbar^{2} R^{2} p_{0}^{2}} \ln \left(4 \frac{p_{0}}{\hbar} R\right) . \tag{3.62}
\end{equation*}
$$

The last step we need to take in order to compute $\Gamma_{S}$ using Eq.(3.90) is to pick a distribution $S\left(p_{0}\right)$ for the environmental particles. Now, because we suppose that the environmental dipoles form a thermal bath of temperature $T=1 \mathrm{~K}$, the average energy of one environmental particle will thus be $\bar{E} \sim k_{B} T$, which leads to an average momentum of $\bar{p} \sim \sqrt{2 m k_{B} T}$. Therefore, a suitable candidate for $S\left(p_{0}\right)$ is the Maxwell-Boltzmann distribution:

$$
\begin{equation*}
S\left(p_{0}\right)=4 \pi p_{0}^{2}\left(2 \pi m k_{B} T\right)^{-3 / 2} e^{-\frac{p_{0}^{2}}{2 m k_{B} T}} \tag{3.63}
\end{equation*}
$$

[^7]which satisfies the requirement $\int d p_{0} S\left(p_{0}\right)=1$. Furthermore, one can notice that, for very small temperatures (i.e. $T \leq 1 \mathrm{~K}$ ) Eq.(3.63) is strongly peaked around its mean value $\bar{p}=\sqrt{2 m k_{B} T}$. That is because Eq.(3.63) is a Gaussian function of the type $S\left(p_{0}\right) \sim e^{-\frac{p_{0}^{2}}{\sigma}}$, where $\sigma$ represents the standard deviation, which intuitively tells us how much the distribution is spread over the momentum space. Now, in our case we have $\sigma \propto m k_{B} T \sim 10^{-25} \mathrm{~kg} \frac{\mathrm{~m}}{\mathrm{~s}} \ll 1$ and therefore a very narrow distribution centered around $\bar{p}=\sqrt{2 m k_{B} T}$.

We can thus consider all the particles to have approximately the same momentum $\bar{p}$, i.e. we can consider $S\left(p_{0}\right)=\delta\left(p_{0}-\bar{p}\right)$. This distribution satisfies also the requirement given by Eq.(3.33), i.e. $\int d p_{0} S\left(p_{0}\right)=\int d p_{0} \delta\left(p_{0}-\bar{p}\right)=1$.

We are now ready to compute the decoherence rate $\Gamma_{S}$ in the short-wavelength limit. Plugging the expression for the total cross section given by Eq.(3.62) inside Eq.(3.90), we find that:

$$
\begin{array}{r}
\quad \Gamma_{S}=(2 \pi)^{\frac{3}{2}} \int d p_{0} \delta\left(p_{0}-\bar{p}\right) n \frac{p_{0}}{m} \frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi \epsilon_{0}^{2} \hbar^{2} R^{2} p_{0}^{2}} \times \\
\times \ln \left(4 \frac{p_{0}}{\hbar} R\right)=8 \sqrt{\pi} \frac{m d_{1}^{2} d_{2}^{2} n}{\epsilon_{0}^{2} \hbar^{2} R^{2}} \frac{\ln \left(4 \frac{R}{\hbar} \sqrt{2 m k_{B} T}\right)}{\sqrt{m k_{B} T}} . \tag{3.64}
\end{array}
$$

## The case for non-approximated potential

The same procedure developed in this last subsection can be applied also to the case where the potential of Eq.(3.65) is considered in the computation for the differential cross section, i.e. we will now not make the "worst case scenario" approximation made in Eq.(3.39), in order to have a more complete and precise discussion about the dipoledipole interaction. Because the original potential 3.65 has a more complicated form compared to 3.39 given its angular dependence, the explicit calculations are not easy to perform analytically. Nonetheless they can still be performed thanks to the use of computational methods, such as Mathematica.

From Eq.(3.35) we can see that, in order to obtain an explicit expression for the decoherence rate, we have to know the differential cross section related to the type of interaction between the environment and the crystal.

In this case the potential will be given by [61]:

$$
\begin{array}{r}
V(\mathbf{r})=\frac{1}{4 \pi \epsilon_{0}} \frac{\mathbf{d}_{1} \cdot \mathbf{d}_{2}-3\left(\mathbf{n} \cdot \mathbf{d}_{1}\right)\left(\mathbf{n} \cdot \mathbf{d}_{2}\right)}{|\mathbf{r}|^{3}}  \tag{3.65}\\
=\frac{d_{1} d_{2}}{4 \pi \epsilon_{0} r^{3}}\left[\cos \left(\pi-\theta_{1}-\theta_{2}\right)-3 \cos \left(\theta_{1}\right) \cos \left(\theta_{2}\right)\right] .
\end{array}
$$

Let us thus compute the Fourier transform of (3.65), i.e. $\tilde{V}(\mathbf{q})=\int d^{3} \mathbf{x} e^{\frac{i}{\hbar} \mathbf{q} \times \mathbf{x}} V(\mathbf{r})$. In particular, defining the vectorial components for $\mathbf{d}_{1}=\left(0,0, d_{1}\right), \mathbf{d}_{2}=\left(d_{2 x}, d_{2 y}, d_{2 z}\right)$ and $\mathbf{n}=(\sin (\bar{\theta}) \cos (\bar{\phi}), \sin (\bar{\theta}) \sin (\bar{\phi}), \cos (\bar{\theta}))^{10}$, we can perform the angular integral over $d \bar{\Omega}=d \bar{\phi} d \bar{\theta} \sin (\bar{\theta})$ first:

$$
\begin{align*}
& \int d \bar{\phi} d \bar{\theta} \sin (\bar{\theta}) e^{\frac{i}{\hbar} q r} \cos (\bar{\theta}) \\
4 \pi \epsilon_{0} & \frac{\mathbf{d}_{1} \cdot \mathbf{d}_{2}-3\left(\mathbf{n} \cdot \mathbf{d}_{1}\right)\left(\mathbf{n} \cdot \mathbf{d}_{2}\right)}{r^{3}}  \tag{3.66}\\
= & -\frac{2 d_{1} d_{2 z}}{\epsilon_{0}} \frac{1}{\frac{q^{3}}{\hbar^{3}} r^{6}}\left(\left(\frac{r^{2}}{\hbar^{2}} q^{2}-3\right) \sin \left(\frac{r}{\hbar} q\right)+3 \frac{r}{\hbar} q \cos \left(\frac{r}{\hbar} q\right)\right)
\end{align*}
$$

where $\mathbf{q}=\mathbf{p}_{\text {fin }}-\mathbf{p}_{0}$ is the transferred momentum of the scattered particle.
Eq.(3.66) should now be integrated over $\int_{0}^{+\infty} d r r^{2}$. The problem is that now this integral is divergent when $r \rightarrow 0$. This means that the differential cross-section is defined above a minimum interaction distance. In a QGEM setup, we are considering our nanocrystal to have a finite size [24], i.e. to be a sphere of radius $R \sim 10^{-6} \mathrm{~m}$ and hence gives a lower limit for the integral:

$$
\begin{align*}
\tilde{V}(q)=-\frac{2 d_{1} d_{2 z} \hbar^{3}}{\epsilon_{0} q^{3}} \int_{R}^{+\infty} d r r^{2} \frac{1}{r^{6}} & \left(\left(\frac{r^{2}}{\hbar^{2}} q^{2}-3\right) \sin \left(\frac{r}{\hbar} q\right)+3 \frac{r}{\hbar} q \cos \left(\frac{r}{\hbar} q\right)\right)  \tag{3.67}\\
& =\frac{2 d_{1} d_{2 z} \hbar^{3}}{\epsilon_{0} R^{3} q^{3}}\left(\sin \left(\frac{R}{\hbar} q\right)-\frac{R}{\hbar} q \cos \left(\frac{R}{\hbar} q\right)\right) .
\end{align*}
$$

Eq.(3.67) can be inserted inside the Born formula in order to find the differential cross section $\frac{d \sigma}{d \Omega}$. From Eq.(3.40), we can see that we need to compute the modulus squared of the Fourier transform (3.67). After doing that, we can average the final result over the orientation of the environmental dipole $d_{2}$, which in Eq.(3.67) appears with the term $d_{2 z}=d_{2} \cos \left(\theta_{2}\right)$. We can schematically summarize these operations as: $\tilde{V}(q) \rightarrow$ $|\tilde{V}(q)|^{2} \rightarrow \int d \phi_{2} d \theta_{2} \sin \left(\theta_{2}\right)|\tilde{V}(q)|^{2}$.

The final expression for the differential cross section will thus be given by:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{4 \hbar^{2} m^{2} d_{1}^{2} d_{2}^{2}}{3 \pi \epsilon_{0}^{2} R^{6} q^{6}}\left(\sin \left(\frac{R}{\hbar} q\right)-\frac{R}{\hbar} q \cos \left(\frac{R}{\hbar} q\right)\right)^{2} \tag{3.68}
\end{equation*}
$$

Let us thus compute $\sigma_{C M}$. Using Eq.(3.68), we have that:

[^8]\[

$$
\begin{array}{r}
\sigma_{C M}=\int \frac{d \Omega_{0}}{4 \pi} \int d \Omega^{\prime} \frac{4 \hbar^{2} m^{2} d_{1}^{2} d_{2}^{2}}{3 \pi \epsilon_{0}^{2} R^{6} q^{6}}\left(\sin \left(\frac{R}{\hbar} q\right)-\frac{R}{\hbar} q \cos \left(\frac{R}{\hbar} q\right)\right)^{2} \\
=\frac{\hbar^{2} m^{2} d_{1}^{2} d_{2}^{2}}{48 \pi \epsilon_{0}^{2} R^{6} p_{0}^{6}} 2 \pi \int_{0}^{\pi} d \theta^{\prime} \sin \left(\theta^{\prime}\right) \frac{1}{\sin ^{6}\left(\theta^{\prime} / 2\right)} \\
\times\left(\sin \left(2 \frac{R}{\hbar} p_{0} \sin \left(\theta^{\prime} / 2\right)\right)-2 \frac{R}{\hbar} p_{0} \sin \left(\theta^{\prime} / 2\right) \cos \left(2 \frac{R}{\hbar} p_{0} \sin \left(\theta^{\prime} / 2\right)\right)\right)^{2}  \tag{3.69}\\
=\frac{m^{2} d_{1}^{2} d_{2}^{2} \hbar^{2}}{48 \epsilon_{0}^{2} R^{6} p_{0}^{6}}\left[-1-8\left(\frac{R}{\hbar} p_{0}\right)^{2}+32\left(\frac{R}{\hbar} p_{0}\right)^{4}\right. \\
\left.+\cos \left(4 \frac{R}{\hbar} p_{0}\right)+4 \frac{R}{\hbar} p_{0} \sin \left(4 \frac{R}{\hbar} p_{0}\right)\right] .
\end{array}
$$
\]

where we have used the fact that the transferred momentum $q$ is $q=2 p_{0} \sin \left(\theta^{\prime} / 2\right)$.
Moreover, we can consider again all the particles to have approximately the same momentum $\bar{p}$, i.e. we can consider $S\left(p_{0}\right)=\delta\left(p_{0}-\bar{p}\right)$.

We are now ready to compute the decoherence rate $\Gamma_{S}$ in the short-wavelength limit. Plugging the expression for the total cross section given by Eq.(3.69) inside Eq.(3.90), we find that:

$$
\begin{array}{r}
\Gamma_{S}=(2 \pi)^{\frac{3}{2}} \int d p_{0} \delta\left(p_{0}-\bar{p}\right) n \frac{p_{0}}{m} \frac{m^{2} d_{1}^{2} d_{2}^{2} \hbar^{2}}{48 \epsilon_{0}^{2} R^{6} p_{0}^{6}}\left[-1-8\left(\frac{R}{\hbar} p_{0}\right)^{2}+32\left(\frac{R}{\hbar} p_{0}\right)^{4}+\right. \\
\left.+\cos \left(4 \frac{R}{\hbar} p_{0}\right)+4 \frac{R}{\hbar} p_{0} \sin \left(4 \frac{R}{\hbar} p_{0}\right)\right]=  \tag{3.70}\\
=\frac{\hbar^{2} m d_{1}^{2} d_{2}^{2} n}{48 \epsilon_{0}^{2} R^{6} \bar{p}^{5}}\left[-1-8\left(\frac{R}{\hbar} \bar{p}\right)^{2}+32\left(\frac{R}{\hbar} \bar{p}\right)^{4}+\cos \left(4 \frac{R}{\hbar} \bar{p}\right)+4 \frac{R}{\hbar} \bar{p} \sin \left(4 \frac{R}{\hbar} \bar{p}\right)\right]
\end{array}
$$

This equation represents a more precise expression for the decoherence rate given in the approximated case by Eq.(3.64). Anyway we can perform a numerical evaluation of the term $\frac{R}{\hbar} \bar{p}$ in order to spot the actual differences between Eq.(3.64) and Eq.(3.70). In fact, in a QGEM setup, we have that $R \sim 10^{-6} \mathrm{~m}$ and $\bar{p} \sim 10^{-25} \mathrm{~kg} \frac{\mathrm{~m}}{\mathrm{~s}}$, giving $\frac{R}{\hbar} \bar{p} \sim 10^{3} \gg$ 1. This means that, in the final expression for Eq.(3.70) the dominant term inside the parenthesis is $\left(\frac{R}{\hbar} \bar{p}\right)$, while the others can be considered to be negligible to this one. This gives the following approximation for Eq.(3.70):

$$
\begin{equation*}
\Gamma_{S} \simeq \frac{2 m d_{1}^{2} d_{2}^{2} n}{3 \epsilon_{0}^{2} \hbar^{2} R^{2} \bar{p}} \tag{3.71}
\end{equation*}
$$

Comparing this expression with Eq.(3.64), we can see that the approximation made by the choice of the potential (3.39) can be considered to be a suitable one: in fact, the
only extra contribution is given by the factor $\ln \left(4 \frac{R}{\hbar} \bar{p}\right) \sim 7$, which does not represent a big overestimate for the order of magnitude for the decoherence rate, given that we are looking for values for $\Gamma_{S}$ of $\Gamma_{S} \sim 10^{-2} \mathrm{~Hz}$, as we will see in the next sections.

### 3.3.2 Long-wavelength approximation

Let us now study the opposite limit case of Eq.(3.35). In particular, we will consider the case where the wavelength associated to the environmental particle is much bigger than the superposition size, i.e. $\lambda_{0} \gg \Delta x$. This means that, because $\lambda_{0} \sim \frac{1}{p_{0}}$, we have that $i p_{0}\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\vec{x}-\vec{y}) \ll 1$.

In this way, we can expand the exponential that appears in the RHS of Eq.(3.35) to obtain:

$$
\begin{equation*}
\frac{i}{\hbar} p_{0}\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\vec{x}-\vec{y})+\frac{1}{2 \hbar^{2}} p_{0}^{2}\left[\left(\hat{n}^{\prime}-\hat{n}_{0}\right) \cdot(\vec{x}-\vec{y})\right]^{2} . \tag{3.72}
\end{equation*}
$$

The first term gives an integral of an odd function, due to the fact that $\hat{n}^{\prime}-\hat{n}_{0}$ is antisymmetric in the exchange of $\hat{n}$ and $\hat{n}^{\prime}$, while $\frac{d \sigma}{d \Omega}\left(\hat{n}_{0}, \hat{n}^{\prime}\right)$ is symmetric, giving a total odd function The second term gives instead a non-null contribution. Moreover, it can be further simplified: in fact, we can assume that the particular direction $\vec{x}-\vec{y}=|\vec{x}-\vec{y}| \hat{s}=$ $\Delta x \hat{s}$ of the scattering center (i.e. of the crystal) does not depend on the direction $\hat{s}$. We can thus average this term over all possible directions $\hat{s}$, obtaining:

$$
\begin{align*}
& (\Delta x)^{2} \frac{1}{3} \sum_{s=x, y, z}\left[\hat{s} \cdot\left(\hat{n}^{\prime}-\hat{n}_{0}\right)\right]^{2}=\frac{1}{3}(\Delta x)^{2}\left|\hat{n}^{\prime}-\hat{n}_{0}\right|^{2}  \tag{3.73}\\
& \quad=\frac{2}{3}(\Delta x)^{2}\left|1-\hat{n}^{\prime} \cdot \hat{n}_{0}\right|=\frac{2}{3}(\Delta x)^{2}\left(1-\cos \left(\theta^{\prime}\right)\right) .
\end{align*}
$$

where $\theta^{\prime}$ is the scattering angle.
This means that, in the expression for $\Gamma$, the angular integral will become:

$$
\begin{array}{r}
\int d \Omega^{\prime} \frac{d \sigma}{d \Omega^{\prime}}\left(\hat{n}_{0}, \hat{n}^{\prime}\right) \frac{2}{3}\left(1-\cos \left(\theta^{\prime}\right)\right)  \tag{3.74}\\
=\frac{2 \pi}{3} \int d\left(\cos \left(\theta^{\prime}\right)\right)\left(1-\cos \left(\theta^{\prime}\right)\right) \frac{d \sigma}{d \Omega^{\prime}}\left(\hat{n}_{0}, \hat{n}^{\prime}\right) \equiv \sigma_{e f f},
\end{array}
$$

where we have integrated over the azimutal angle $\int_{0}^{2 \pi} d \phi=2 \pi$ and we have defined the effective cross section $\sigma_{\text {eff }}$. This means that, using Eq.(3.35), the final expression for the decoherence rate $\Gamma$ in the long-wavelength limit is:

$$
\begin{equation*}
\Gamma_{L}=(2 \pi)^{3 / 2} \Delta x^{2} \int d p_{0} S\left(p_{0}\right) n \frac{p_{0}}{m} \sigma_{e f f}\left(p_{0}\right) \frac{p_{0}^{2}}{\hbar^{2}} . \tag{3.75}
\end{equation*}
$$

which is an expression that can also be found in the literature [18, 19]. As in Eq.(3.90), now the subscript $L$ stands for "Long", considering that we are computing the decoherence rate in the long-wavelength limit.

Comparing Eq.(3.75) and Eq.(3.90) we notice that we can obtain the long-wavelength limit expression by substituting $\sigma_{t o t} \longrightarrow \sigma_{\text {eff }}$ inside the short-wavelength limit formula and by multiplying it by the term $\Delta x^{2} \frac{p_{0}^{2}}{\hbar^{2}}$. In particular, we can notice that $\sigma_{e f f}$ will be numerically of the same order of $\sigma_{t o t}$, given that the only difference between the two is a purely geometrical factor $\left(1-\cos \left(\theta^{\prime}\right)\right)$ inside Eq.(3.74). Therefore, the main difference between the two expressions is entirely encoded inside the term $\Delta x^{2} \frac{p_{0}^{2}}{\hbar^{2}}$.

Now, when the physical situation is the short-wavelength limit, this term will be $\Delta x^{2} \frac{p_{0}^{2}}{\hbar^{2}} \gg 1$, given that $\lambda_{0} \sim \frac{\hbar}{p_{0}} \ll \Delta x$. This means that, when we have physically a short wavelength for the environmental particle compared to the superposition size, the following inequality holds:

$$
\begin{equation*}
\frac{\Gamma_{S}}{\Gamma_{L}} \sim \frac{1}{\Delta x^{2} \frac{p_{0}^{2}}{\hbar^{2}}} \ll 1, \tag{3.76}
\end{equation*}
$$

which leads to:

$$
\begin{equation*}
\Gamma_{S} \ll \Gamma_{L} . \tag{3.77}
\end{equation*}
$$

This means that, when the physical limit is the short-wavelength limit, Eq.(3.75) will thus be an upper bound to the decoherence rate. Therefore, if we use Eq.(3.75) to compute the decoherence rate when $\lambda_{0} \ll \Delta x$, we will obtain a superior limit which will be never exceeded by the physical decoherence rate given by Eq.(3.90).

We are now able to compute $\sigma_{\text {eff }}$ for the dipole-dipole interaction case. In particular, plugging Eq.(3.68) inside Eq.(3.74), we obtain:

$$
\begin{align*}
\sigma_{e f f}= & \frac{16 m^{2} d_{1}^{2} d_{2}^{2}}{3 \pi \epsilon_{0}^{2} \hbar^{2} R^{2} p_{0}^{2}} \int_{0}^{1} d x x \sin ^{2}\left(\frac{2 R}{\hbar} p_{0} x\right) \\
= & \frac{16 m^{2} d_{1}^{2} d_{2}^{2}}{3 \pi \epsilon_{0}^{2} \hbar^{2} R^{2} p_{0}^{2}} \frac{1}{8\left(\frac{2 R}{\hbar} p_{0}\right)^{2}}\left[1+2\left(\frac{2 R}{\hbar} p_{0}\right)^{2}\right.  \tag{3.78}\\
& \left.-\cos \left(\frac{4 R}{\hbar} p_{0}\right)-\frac{4 R}{\hbar} p_{0} \sin \left(\frac{4 R}{\hbar} p_{0}\right)\right],
\end{align*}
$$

where we have again used the substitution given by Eq.(3.57) in the computation of the integral.

We can notice that, also in this case, its limit for $p \longrightarrow 0$ is finite ${ }^{11}$; in particular:

$$
\begin{equation*}
\lim _{p \rightarrow 0} \sigma_{e f f}(p)=\frac{16 m^{2} d_{1}^{2} d_{2}^{2}}{3 \pi \epsilon_{0}^{2} \hbar^{4}} \tag{3.79}
\end{equation*}
$$

[^9]This means that, because $p_{0} \propto T$, we will have a final result that has good behavior for very small temperatures, i.e. $T \ll 1 \mathrm{~K}$. Therefore, as can be seen from Eq.(3.75), we have that:

$$
\begin{equation*}
\lim _{T \rightarrow 0} \Gamma_{L} \sim \lim _{T \rightarrow 0} p_{0}^{3} \sigma_{e f f}\left(p_{0}\right)=0 \tag{3.80}
\end{equation*}
$$

which is the same behaviour for the decoherence rate found in the previous section (see Eq.(3.61)).

Let us thus compute explicitly Eq.(3.75). In our case, we can consider the environmental dipoles to be confined within the walls of the experimental box to all have energy given by the temperature, i.e. $\bar{p}=\sqrt{2 m k_{B} T} \sim 10^{-25} \mathrm{~kg} \frac{\mathrm{~m}}{\mathrm{~s}}$. This is equivalent to considering a momentum distribution like $S\left(p_{0}\right)=\delta\left(p_{0}-\bar{p}\right)$. Moreover, using again the fact that $R p_{0} / \hbar \gg 1$, we can approximate $\sigma_{\text {eff }}$ as (see Eq.(3.78)):

$$
\begin{equation*}
\sigma_{e f f}(p) \simeq \frac{16 m^{2} d_{1}^{2} d_{2}^{2}}{3 \pi \epsilon_{0}^{2} \hbar^{2} R^{2} p^{2}} \frac{2\left(2 \frac{R}{\hbar}\right)^{2}}{8\left(2 \frac{R}{\hbar}\right)^{2}}=\frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{3 \pi \epsilon_{0}^{2} \hbar^{2} R^{2} p^{2}} . \tag{3.81}
\end{equation*}
$$

Using this expression for $\sigma_{e f f}(p)$ inside Eq.(3.75), we obtain:

$$
\begin{equation*}
\Gamma_{L}=\frac{16 m d_{1}^{2} d_{2}^{2} n}{3 \epsilon_{0}^{2} \hbar^{4} R^{2}} \Delta x^{2} \sqrt{\pi m k_{B} T} \tag{3.82}
\end{equation*}
$$

### 3.3.3 Applications to the QGEM experiment

In this section, we are going to explore the consequences that the dipole-dipole interaction can have on the QGEM experiment. In particular, following the original proposal [14], it is very important to keep the spatial superposition of the masses for a time $\tau \sim 1 \mathrm{~s}$, in order to allow the masses to interact gravitationally and generate entanglement that can be measured at the end of the various steps of the experiment. For this reason, it is very important to keep track of all the possible sources of decoherence, i.e. everything that can lead to a destruction of the spatial superposition.

One of the unavoidable sources of decoherence during the experiment arises from electromagnetic interactions. Specifically, despite creating a vacuum with extremely low pressure inside the experimental box [58], there is still a possibility that some random air molecules may inadvertently persist within the box. Such molecules are neutral objects and can therefore possess an electric dipole $d_{2}$ of the order of $d_{2} \sim 1 \mathrm{D}$ [22]. This means that the interaction between an environmental particle and the crystal in superposition is possible: in fact, it can happen that the neutral crystal has a dipole $d_{1}$ too [63, 21].

## Crystal's dipole induced by the environment

What should thus be the value for the crystal's dipole $d_{1}$ ? The first case that we are going to analyze is when $d_{1}$ is induced by the environment. In fact, being a dielectric
material, the crystal has a polarizability $\alpha$ when subjected to an external electric field $E_{\text {ext }}$, which inside the crystal is perceived as a local field $E_{\text {loc }}=E_{\text {ext }} / \epsilon_{r}$, with $\epsilon_{r} \sim 5.7$ being the relative dielectric constant of the crystal. In particular, in isotropic media, the external field will create a local dipole in each atom of the crystal's lattice [61]:

$$
\begin{equation*}
d_{1}=\alpha E_{l o c} . \tag{3.83}
\end{equation*}
$$

This means that the total contribution will be given by the sum over all $N^{\prime}$ atoms of the lattice:

$$
\begin{equation*}
d_{1}=N^{\prime} \alpha E_{l o c} . \tag{3.84}
\end{equation*}
$$

So, in order to find an explicit expression for $d_{1}$, we need the expressions for $\alpha$ and $E_{l o c}$. For $\alpha$ we have the Classius-Mossotti relation:

$$
\begin{equation*}
\frac{n^{\prime} \alpha}{3 \epsilon_{0}}=\frac{\epsilon_{r}-1}{\epsilon_{r}+2}, \tag{3.85}
\end{equation*}
$$

where $n^{\prime}=\frac{N^{\prime}}{V}$ is the atomic density inside the crystal, the volume is given by $V \sim$ $R^{3} \sim\left(10^{-6} \mathrm{~m}\right)^{3}$.

In this case, the induced electric field will be thus generated by the environmental dipole $d_{2}$ [61]:

$$
\begin{equation*}
E_{l o c}=\frac{d_{2}}{\pi \epsilon_{0} \epsilon_{r}} \frac{1}{\bar{r}^{3}}, \tag{3.86}
\end{equation*}
$$

where $\bar{r}$ represents the average interaction distance between an environmental particle (which lies inside an experimental box of side's size $L \sim 10^{-2} \mathrm{~m}[58]$ ) and the nano-crystal. In the worst case scenario, this average distance is given by $\bar{r} \simeq R \sim 10^{-6} \mathrm{~m}$, which is the closest possible distance between $d_{1}$ and $d_{2}$.

With this expression for $E_{\text {loc }}$, Eq.s(3.84), (3.85) and (3.86) give the following value for $d_{1}$ :

$$
\begin{equation*}
d_{1}=\frac{3 d_{2}}{\pi \epsilon_{r}}\left(\frac{\epsilon_{r}-1}{\epsilon_{r}+2}\right) \sim 10^{-30} \mathrm{C} \cdot \mathrm{~m}, \tag{3.87}
\end{equation*}
$$

where we have used the same value for $d_{2}$ used in Eq.(3.42), i.e. $d_{2} \sim 10^{-29} \mathrm{C} \cdot \mathrm{m}$.
Let us finally get some numerical result for the decoherence rate $\Gamma_{S}$ found in Eq.(3.64). For example, we can consider the two dipoles $d_{1}$ and $d_{2}$ to have the values that we have found above in Eq.(3.87) and Eq.(3.42). These values correspond to the physical situation where the environmental dipole $d_{2}$ induces a dipole $d_{1}$ inside the crystal because of its dielectric properties. For the other data that appear in Eq.(3.64) we can use $m \sim 10^{-27} \mathrm{~kg}$ (e.g. Helium molecule), $T \sim 1 \mathrm{~K}, \Delta x \sim 10^{-5} \mathrm{~m}, R \sim 10^{-6} \mathrm{~m}$ and $n \sim 10^{8} \mathrm{~m}^{-3}$. This last value can be related also to the pressure $p$, which is the actual parameter that is controlled in a QGEM setup proposal; in particular, we can consider $n$ and $p$ to be


Figure 3.2: Behaviour for the decoherence rate $\Gamma_{S}$ computed in the short-wavelength limit as a function of the temperature $T$. The graph shows that, for a range of temperatures $T \in\left\{10^{-1} \mathrm{~K}, 10 \mathrm{~K}\right\}, \alpha$ will lie in the interval $\alpha \in\{4,9\}$ and the range for the decoherence rate will be $\Gamma_{S} \in\left\{10^{-9} \mathrm{~Hz}, 10^{-4} \mathrm{~Hz}\right\}$. The various plots correspond to different values for the pressure $p \in\left\{10^{-15} \mathrm{~Pa}, 10^{-12} \mathrm{~Pa}\right\}$.
correlated through the perfect gas law $p=n k_{B} T$, which gives a value for the pressure of the order of $p \sim 10^{-15} \mathrm{~Pa}$.

Therefore, using all these values for the variables that appear in the final decoherence rate, Eq.(3.64) gives:

$$
\begin{equation*}
\Gamma_{S} \sim 10^{-8} \mathrm{~Hz} \tag{3.88}
\end{equation*}
$$

The physical meaning of this value is clear from Eq.(3.34), which can be expressed and solved in terms of $\Gamma_{S}$ in the following way:

$$
\begin{equation*}
\frac{d \rho_{S}(\mathbf{x}, \mathbf{y}, t)}{d t}=-\Gamma_{S} \cdot \rho_{S}(\mathbf{x}, \mathbf{y}, t) \longrightarrow \rho_{S}(\mathbf{x}, \mathbf{y}, t)=e^{-\Gamma_{S} t} \rho_{S}(\mathbf{x}, \mathbf{y}, 0) \tag{3.89}
\end{equation*}
$$

This means that, if the value for $\Gamma_{S}$ found in Eq.(3.88) holds, the off-diagonal elements of $\rho_{S}$ will be suppressed in a time $t_{\text {supp }}$ of the order of $t_{\text {supp }} \sim 10^{8} \mathrm{~s}$. This is a very high value, especially compared to the time $\tau \sim 2 \mathrm{~s}$ during which the crystal is kept in superposition in the QGEM proposal. Therefore, assuming that the environmental dipole $d_{2}$ generates a crystal's dipole $d_{1}$ given by Eq.(3.87), the dipole-dipole interaction analyzed in this work should not give problems for the realization of the experiment.

The general behaviour of the decoherence rate it is shown in figure 3.2. In particular, we describe the decoherence rate $\Gamma_{S}$ in terms of its powers $\Gamma_{S}=10^{-\alpha} \mathrm{Hz}$, which leads


Figure 3.3: Relation between the crystal's dipole $d_{1}$ and the environmental particle's one $d_{2}$. In this plot, it is shown how the different values of $d_{1}$ change in function of $d_{2}$ with different orders of magnitude considered for $\Gamma_{S}$. In particular, considering a range for $\Gamma_{S}$ of $\Gamma_{S} \in\left\{10^{-5} \mathrm{~Hz}, 10^{-2} \mathrm{~Hz}\right\}$ and a value for $d_{2}$ of the order of $d_{2} \sim 1 \mathrm{D}=3.336 \times 10^{-30} \mathrm{C} \cdot \mathrm{m}$, the crystal's dipole will be of the order of $d_{1} \sim 10^{3} \mathrm{D} \simeq 10^{-27} \mathrm{C} \cdot \mathrm{m}$.
to $\alpha=-\log _{10}\left(\frac{\Gamma s}{H z}\right)$. In figure 3.2, it is represented the behaviour of $\alpha$ in terms of the temperature $T$, where the different plots correspond to different values for the pressure $p \in\left\{10^{-15} \mathrm{~Pa}, 10^{-12} \mathrm{~Pa}\right\}$ (or, equivalently, for the number density $n$ ). As it is clear from the graph, if we consider a range of temperatures $T \in\left\{10^{-1} \mathrm{~K}, 10 \mathrm{~K}\right\}, \alpha$ will lie in the interval $\alpha \in\{4,9\}$, which corresponds to the following range for the decoherence rate: $\Gamma_{S} \in\left\{10^{-9} \mathrm{~Hz}, 10^{-4} \mathrm{~Hz}\right\}$.

## Constraint for the crystal's dipole

Eq.(3.64) can also be used to constrain all the possible values that the crystal's dipole $d_{1}$ can have. In particular, we can require the decoherence rate $\Gamma_{S}$ to be smaller than $10^{-2} \mathrm{~Hz}$. This maximum value for the decoherence rate is chosen because, one of the main challenges of the QGEM setup, is to keep the crystal in spatial superposition for at least $\tau \sim 2$ s. This means that, with $\Gamma_{S} \sim 10^{-2} \mathrm{~Hz}$, the superposition will be destroyed in a time of $t_{\text {supp }} \sim 100 \mathrm{~s} \gg \tau$ and should therefore not represent a problem for the QGEM experiment.

In figure 3.3 it is represented the relation between the numerical values of the crystal's dipole $d_{1}$ and the environmental particle $d_{2}$ for different orders of magnitude of the decoherence rate $\Gamma_{S} \in\left\{10^{-5} \mathrm{~Hz}, 10^{-2} \mathrm{~Hz}\right\}$. In particular, as was already discussed in Eq.(3.42), the environmental dipole should be associated in a realistic experiment to molecules present, for example, in the air. The values for the electric dipole of this


Figure 3.4: Comparison between $\Gamma_{S}$ and $\Gamma_{L}$ as functions of the superposition distance $\Delta x$. For $\Delta x \sim 10^{-9} m, \Gamma_{S}$ and $\Gamma_{L}$ become comparable, because $\Delta x \sim \lambda_{0}$. Instead, in the region where $\Delta x \gg \lambda_{0}, \Gamma_{L}$ represents an overestimate of the decoherence rate, as it was already discussed in Eq.(3.76). Finally, in the $\Delta x \ll \lambda_{0}$ region, $\Gamma_{S} \gg \Gamma_{L}$, because in this case the environmental particle is not able to fully resolve the superposition distance of the crystal and now the is $\Gamma_{S}$ to be an overestimate of the decoherence rate.
type of molecules center around $d_{2} \sim 1 \mathrm{D} \simeq 3.336 \times 10^{-30} \mathrm{C} \cdot \mathrm{m}[22]$. With this order for magnitude of $d_{2}$, figure 3.3 shows that the possible range for the crystal's dipole $d_{1}$ should be of $d_{1} \sim 10^{-27} \mathrm{C} \cdot \mathrm{m}=10^{-2} \mathrm{e} \cdot \mu \mathrm{m} \simeq 10^{3} \mathrm{D}$. It is also worth noting that with this value for $d_{1}$ the Born approximation (Eq.(3.40)) is still valid, as it is clear from the condition found with Eq.(3.43) in section 3.3.

## Comparison bewtween short and long-wavelength limit

One final discussion should be made for the decoherence rate computed in the longwavelength limit. In fact, it is worth noting that Eq.(3.82) is much bigger than the value computed in the short-wavelength limit, as can be seen from Eq.(3.88). In particular, substituting the same numerical values used in $\mathrm{Eq}(3.88)$ inside Eq.(3.82), we have that $\frac{\Gamma_{S}}{\Gamma_{L}} \sim 10^{-7} \ll 1$, exactly as it was predicted from theoretical considerations in Eq.(3.76). Figure 3.4 compares the functions $\Gamma_{S}$ and $\Gamma_{L}$ in terms of the superposition distance $\Delta x$. In the short-wavelength limit, $\Gamma_{S}$ is independent of $\Delta x$ because the environmental particle already has complete information about the superposition distance.

In contrast, in the long-wavelength limit, $\Gamma_{L}$ depends on $\Delta x$, following a quadratic relationship $\Gamma_{L} \propto \Delta x^{2}$. This is because the particle cannot resolve the superposition distance when $\lambda_{0}$ is smaller than $\Delta x$. Consequently, as $\Delta x$ increases and becomes comparable to $\lambda_{0}$, the environmental particle gains more information about the crystal's
position, leading to faster decoherence.
The behavior of $\Gamma_{S}$ and $\Gamma_{L}$ is evident in figure 3.4. Around $\Delta x \sim 10^{-9} \mathrm{~m}$, which is the same order as $\lambda_{0}$ at $T \sim 1 \mathrm{~K}$, both functions have similar values. For larger values of $\Delta x$ in the physical region of the QGEM setup ( $\Delta x \sim 10^{-5} \mathrm{~m} \gg \lambda_{0} \sim 10^{-9} \mathrm{~m}$ ), $\Gamma_{L}$ exceeds $\Gamma_{S}$, consistent with the theoretical prediction.

In the region where $\Delta x \ll 10^{-9} \mathrm{~m}, \Gamma_{S}$ greatly surpasses $\Gamma_{L}$, aligning with the fact that the environmental particle cannot resolve the superposition distance when $\lambda_{0}$ is large compared to $\Delta x$. In this case, the short-wavelength limit overestimates the decoherence rate, and $\Gamma_{L}$ provides a more accurate approximation. However, this situation is not physically relevant in a QGEM-like setup, as discussed in section (3.3.1).

### 3.4 Application to others QED interactions

In this section, we are going to apply the decoherence formalism analyzed until now to long range EM interactions, such as the Coulomb interaction and the ion-dipole one. As we will see, the models used for computing the decoherence rate in this work will give serious problems in the application to such interactions.

### 3.4.1 Charge-charge interaction in the short wavelength limit

The expression for the decoherence rate in the short-wavelength limit:

$$
\begin{equation*}
\Gamma=(2 \pi)^{3 / 2} \int_{0}^{+\infty} d p_{0} S\left(p_{0}\right) n v\left(p_{0}\right) \sigma_{C M}\left(p_{0}\right) \tag{3.90}
\end{equation*}
$$

where $\sigma_{C M}=\int d \Omega \frac{d \sigma}{d \Omega}$ is the total cross section.
Let's now compute the total cross section $\sigma_{C M}$. We know that, from the Born approximation, the differential cross section is given by:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{m^{2} e^{4}}{64 \pi^{2} \epsilon_{0}^{2} p_{0}^{4} \sin ^{4}(\theta / 2)} . \tag{3.91}
\end{equation*}
$$

This differential cross section diverges at small angles. This means that we need an IR cutoff for the angle $\theta$. This can be done through the use of the impact parameter $b$. It is known, in fact, that it is related to the cross section through $\sigma=\pi b^{2}$. This means that:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{2 \pi b d b}{2 \pi \sin (\theta) d \theta}=\frac{b}{\sin (\theta)} \frac{d b}{d \theta}, \tag{3.92}
\end{equation*}
$$

which leads to:

$$
\begin{equation*}
b d b=\frac{m^{2} e^{4}}{32 \pi^{2} \epsilon_{0}^{2} p_{0}^{4}} \frac{\cos (\theta / 2)}{\sin ^{3}(\theta / 2)} d \theta \tag{3.93}
\end{equation*}
$$

After integrating out, we obtain:

$$
\begin{equation*}
b(\theta)=\frac{m e^{2}}{4 \pi \epsilon_{0} p_{0}^{2}} \operatorname{cotan}(\theta / 2) . \tag{3.94}
\end{equation*}
$$

From this expression, it is clear that $\theta$ decreases with $b$. The key point is that, if our ions are confined in a box of side $L$, then $b$ will have a maximum value $b_{\max }=L / 2$. This correspond to a minimum value for $\theta$ :

$$
\begin{equation*}
\theta_{\min }=2 \arctan \left(\frac{m e^{2}}{2 \pi \epsilon_{0} p_{0}^{2} L}\right) . \tag{3.95}
\end{equation*}
$$

The total cross section will thus be given by:

$$
\begin{array}{r}
\sigma_{T O T}\left(p_{0}\right)=\int d \Omega \frac{d \sigma}{d \Omega}=8 \pi \frac{m^{2} e^{4}}{64 \pi^{2} \epsilon_{0}^{2} p_{0}^{4}} \int_{\theta_{\min }}^{1} \frac{d(\sin (\theta / 2))}{\sin ^{3}(\theta / 2)} \\
=8 \pi \frac{m^{2} e^{4}}{64 \pi^{2} \epsilon_{0}^{2} p_{0}^{4}}\left(-\frac{1}{2}\right)\left(1-\operatorname{cosec}^{2}\left(\theta_{\min } / 2\right)\right) \\
=4 \pi \frac{m^{2} e^{4}}{64 \pi^{2} \epsilon_{0}^{2} p_{0}^{4}} \operatorname{cotan}^{2}\left(\theta_{\min } / 2\right)  \tag{3.96}\\
=\pi\left(\frac{\operatorname{me}^{2}}{4 \pi \epsilon_{0} p_{0}^{2}} \operatorname{cotan}\left(\theta_{\min } / 2\right)\right)^{2}=\frac{\pi}{4} L^{2}
\end{array}
$$

where in the very last step we have used 3.95.
The last step before computing the decoherence rate is to find a distribution for the environmental ions. We will consider them to be a perfect gas at the thermal equilibrium. In particular, they can be described by a Maxwell-Boltzmann distribution:

$$
\begin{equation*}
S\left(p_{0}\right)=4 \pi p_{0}^{2}\left(2 \pi m k_{B} T\right)^{-3 / 2} e^{-\frac{p_{0}^{2}}{2 m k_{B} T}}, \tag{3.97}
\end{equation*}
$$

such that $\int_{0}^{+\infty} d p_{0} S\left(p_{0}\right)=1$.
We are now ready to compute the decoherence rate:

$$
\begin{equation*}
\Gamma=(2 \pi)^{3 / 2} \int_{0}^{+\infty} 4 \pi p_{0}^{2}\left(2 \pi m k_{B} T\right)^{-3 / 2} e^{-\frac{p_{0}^{2}}{2 m k_{B} T}} \frac{p_{0}}{m} \frac{\pi}{4} L^{2} . \tag{3.98}
\end{equation*}
$$

Using the formula for the gaussian integral:

$$
\begin{equation*}
\int_{0}^{+\infty} q^{2 n+1} e^{-\frac{q^{2}}{a^{2}}} d q=\frac{n!}{2} a^{2 n+2} \tag{3.99}
\end{equation*}
$$

we finally obtain:

$$
\begin{equation*}
\Gamma_{i o n-i o n}=\sqrt{2} \pi^{2} \frac{n}{m} L^{2} \sqrt{2 m k_{B} T} . \tag{3.100}
\end{equation*}
$$

Considering the environment to be composed of free charged ions, with mass $m$ given approximately by the proton's mass (i.e. $m \sim 10^{-27} \mathrm{~kg}$ ), temperature $T \sim 1 \mathrm{~K}$, experimental box of size $L \sim 10^{-3} \mathrm{~m}$ and a number density $n \sim 10^{10} \mathrm{~m}^{-3}$ (which, through the relation $p=n k_{B} T$, corresponds to $p \sim 10^{-13} P a$ ) we have:

$$
\begin{equation*}
\Gamma_{i o n-i o n} \sim 10^{6} \mathrm{~Hz} . \tag{3.101}
\end{equation*}
$$

### 3.4.2 Charge-charge interaction in the long wavelength limit

The decoherence rate in the long-wavelength limit:

$$
\begin{equation*}
\Gamma=\Delta x^{2} \int d p_{0} S\left(p_{0}\right) n v\left(p_{0}\right) \frac{p_{0^{2}}}{\hbar^{2}} \sigma_{e f f}\left(p_{0}\right) \tag{3.102}
\end{equation*}
$$

where $\sigma_{e f f}$ is given by:

$$
\begin{equation*}
\sigma_{e f f}=\frac{2 \pi}{3} \int_{-1}^{1} d(\cos (\theta))[1-\cos (\theta)] \frac{d \sigma}{d \Omega} . \tag{3.103}
\end{equation*}
$$

Using the differential cross section for the charge-charge scattering as in Eq.(3.91) and considering the minimum angle as in Eq.(3.95), we obtain:

$$
\begin{gather*}
\sigma_{e f f}=\frac{2 \pi}{3} \int_{-1}^{\cos \left(\theta_{\min }\right)} d(\cos (\theta))[1-\cos (\theta)] \frac{m^{2} e^{4}}{64 \pi^{2} \epsilon_{0}^{2} p_{0}^{4} \sin ^{4}(\theta / 2)} \\
=  \tag{3.104}\\
\frac{m^{2} e^{4}}{96 \pi \epsilon_{0}^{2} p_{0}^{4}} \int_{s}^{1} d x 4 x 2 x^{2} \frac{1}{x^{4}}=\frac{m^{2} e^{4}}{12 \pi \epsilon_{0}^{2} p_{0}^{4}} \int_{s}^{1} d x \frac{1}{x}=\frac{m^{2} e^{4}}{96 \pi \epsilon_{0}^{2} p_{0}^{4}} \ln \left(\frac{1}{s}\right),
\end{gather*}
$$

where in the second line we have changed variable of integration:

$$
\begin{equation*}
d(\cos (\theta)) \rightarrow d\left(1-2 \sin ^{2}\left(\frac{\theta}{2}\right)\right) \equiv d\left(1-2 x^{2}\right)=-22 x d x=-4 x d x \tag{3.105}
\end{equation*}
$$

and defined $s \equiv \sin \left(\frac{\theta_{\text {min }}}{2}\right)$.
Let us analyze more in detail $s$. In particular, from Eq.(3.95), we know that:

$$
\begin{equation*}
\sin \left(\frac{\theta_{\min }}{2}\right)=\sin \left[\arctan \left(\frac{m e^{2}}{2 \pi \epsilon_{0} p_{0}^{2} L}\right)\right] \equiv \sin [\arctan (\alpha)] . \tag{3.106}
\end{equation*}
$$

Using the fact that:

$$
\begin{equation*}
\alpha=\tan (\beta)=\frac{\sin (\beta)}{\cos (\beta)}=\frac{\sin (\beta)}{\sqrt{1-\sin ^{2}(\beta)}}, \tag{3.107}
\end{equation*}
$$

we obtain:

$$
\begin{equation*}
s \equiv \sin \left(\frac{\theta_{\min }}{2}\right)=\frac{\alpha}{\sqrt{1+\alpha^{2}}} . \tag{3.108}
\end{equation*}
$$

the effective action will be thus given by:

$$
\begin{array}{r}
\sigma_{e f f}=\frac{m^{2} e^{4}}{96 \pi \epsilon_{0}^{2} p_{0}^{4}} \ln \left(\frac{\sqrt{1+\left(\frac{m e^{2}}{2 \pi \epsilon_{0} p_{0}^{2}}\right)^{2}}}{\frac{m e^{2}}{2 \pi \rho_{0}^{2} L}}\right)  \tag{3.109}\\
=\frac{m^{2} e^{4}}{96 \pi \epsilon_{0}^{2} p_{0}^{4}} \ln \left(\frac{2 \pi \epsilon_{0} p_{0}^{2} L}{m e^{2}} \sqrt{1+\left(\frac{m e^{2}}{2 \pi \epsilon_{0} p_{0}^{2} L}\right)^{2}}\right) .
\end{array}
$$

Let us now compute the final decoherence rate $\Gamma$, which is given by Eq.(3.102). In particular, we can define a statistical distribution $S\left(p_{0}\right)$ for the environmental particles given by a Dirac's delta $\delta\left(p_{0}-\bar{p}\right)$, with $\bar{p}=\sqrt{2 m k_{B} T}$. In fact, for temperatures $T$ near to $0 K$, as in the QGEM setup, the Maxwell Boltzmann is strongly peaked around the value $p=\bar{p}=\sqrt{2 m k_{B} T}$. This means that we can use a delta-like distribution, i.e. $S\left(p_{0}\right)=\delta\left(p_{0}-\bar{p}\right)$, instead of a Maxwell-Boltzmann.
In thus way, the final decoherence rate is:

$$
\begin{array}{r}
\Gamma=\Delta x^{2} \int_{0}^{+\infty} d p_{0} \delta\left(p_{0}-\bar{p}\right) n \frac{p_{0}}{m} \frac{p_{0}^{2}}{\hbar^{2}} \frac{m^{2} e^{4}}{96 \pi \epsilon_{0}^{2} p_{0}^{4}} \ln \left(\frac{2 \pi \epsilon_{0} p_{0}^{2} L}{m e^{2}} \sqrt{1+\left(\frac{m e^{2}}{2 \pi \epsilon_{0} p_{0}^{2} L}\right)^{2}}\right) \\
 \tag{3.110}\\
=\frac{m e^{4} \Delta x^{2} n}{96 \pi \epsilon_{0}^{2} \hbar^{2} \bar{p}} \ln \left(\frac{2 \pi \epsilon_{0} \bar{p}^{2} L}{m e^{2}} \sqrt{1+\left(\frac{m e^{2}}{2 \pi \epsilon_{0} \bar{p}^{2} L}\right)^{2}}\right)
\end{array}
$$

Notice that the numerical value of the term $\frac{m e^{2}}{2 \pi \epsilon_{0} p_{0}^{2} L}$ inside the squared root is negligible, i.e. considering $m \sim 10^{-27} \mathrm{~kg}, \bar{p}=\sqrt{2 m k_{B} T} \sim 10^{-25} \mathrm{~kg} \frac{\mathrm{~m}}{\mathrm{~s}}$ and $L \sim 10^{-3} \mathrm{~m}$, we have that:

$$
\begin{equation*}
\frac{m e^{2}}{2 \pi \epsilon_{0} \bar{p}^{2} L} \sim 4.6 \times 10^{-2} \ll 1, \tag{3.111}
\end{equation*}
$$

which leads to:

$$
\begin{equation*}
\Gamma \simeq \frac{m e^{4} \Delta x^{2} n}{96 \pi \epsilon_{0}^{2} \hbar^{2} \bar{p}} \ln \left(\frac{2 \pi \epsilon_{0} \bar{p}^{2} L}{m e^{2}}\right) . \tag{3.112}
\end{equation*}
$$

Let us compute its numerical value. Using, as always, $m \sim 10^{-27} \mathrm{~kg}, T \sim 1 \mathrm{~K}$, $n \sim 10^{10} \mathrm{~m}^{-3}$ and $\Delta x \sim 10^{-5} \mathrm{~m}$, we obtain:

$$
\begin{equation*}
\Gamma \sim 10^{10} \mathrm{~Hz} \tag{3.113}
\end{equation*}
$$

### 3.4.3 Charge-dipole interaction in the short wavelength limit

In this case, we will consider the case where the diamond used in the QGEM experiment is neutral, i.e. with total charge equal to 0 . But, also in this case, there can be decoherence due to EM interaction, because the crystal can have a dipole moment $\vec{d}$.
We can use in this case the same model that we used for the charged case. The only difference is in the cross section, because now the potential between the environmental particle and the crystal is:

$$
\begin{equation*}
V(r, \phi)=\frac{1}{4 \pi \epsilon_{0}} \frac{Q d}{r^{2}} \cos (\phi), \tag{3.114}
\end{equation*}
$$

where $Q$ is the environmental particle's charge, $d=|\vec{d}|$ is the dipole moment of the crystal and $\phi$ is the angle between $\vec{d}$ and the vector $\hat{r}=\frac{\vec{r}}{r}$ that connects the environmental particle and the COM of the crystal.
We can use again the Born approximation to find the differential cross section for this potential. Let's start with the Fourier transform:

$$
\begin{array}{r}
\tilde{V}(q)=\int_{0}^{2 \pi} d \psi \int_{0}^{\pi} d \phi \sin (\phi) \int_{0}^{+\infty} d r r^{2} \frac{1}{4 \pi \epsilon_{0}} \frac{Q d}{r^{2}} \cos (\phi) \\
=\frac{Q d}{2 \epsilon_{0}} \int_{0}^{+\infty} d r \int_{-1}^{1} d(\cos (\phi)) \cos (\phi) e^{i q r} \cos (\phi) \\
=\frac{Q d}{2 \epsilon_{0}} \int_{0}^{+\infty} d r 2 i \frac{\sin (q r)-q r \cos (q r)}{(q r)^{2}}  \tag{3.115}\\
=i \frac{Q d}{\epsilon_{0} q} \int_{0}^{+\infty} d x \frac{\sin (x)-x \cos (x)}{x^{2}}=i \frac{Q d}{\epsilon_{0} q} .
\end{array}
$$

Plugging this into the Born approximation formula, after substituting $q \longrightarrow q / \hbar$ in order to obtain the right SI units, we have:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{m^{2}}{4 \pi^{2} \hbar^{4}}|\tilde{V}(q)|^{2}=\frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2}} \frac{1}{p^{2} \sin ^{2}(\theta / 2)}, \tag{3.116}
\end{equation*}
$$

where $\vec{q}=\overrightarrow{p_{f}}-\overrightarrow{p_{i}}$ is considered to be the transferred momentum, i.e. $|\vec{q}|=q=$ $\sqrt{p_{i}^{2}+p_{f}^{2}-2 \overrightarrow{p_{i}} \cdot \overrightarrow{p_{f}}}=2 p \sin (\theta / 2)$, where we have used the fact that, for this case where the target crystal is much heavier than the projectile environmental particle, we have $\left|\overrightarrow{p_{i}}\right|=\left|\overrightarrow{p_{f}}\right|=p$.
As we can see from 3.133, also in this case we have a singularity for small angles $\theta \sim 0$. This means that, in order to compute the differential cross section, we have to find a minimum angle $\theta_{\text {min }}$, which corresponds to a maximum value for the impact parameter $b$, i.e. a cutoff for $b$. Knowing that $\sigma=\pi b^{2}$, we can find a relation between $b$ and $\theta$ :

$$
\begin{array}{r}
\frac{d \sigma}{d \Omega}=\frac{2 \pi b d b}{2 \pi \sin (\theta) d \theta}=\frac{b}{\sin (\theta)} \frac{d b}{d \theta}  \tag{3.117}\\
=\frac{m^{2}}{4 \pi^{2} \hbar^{4}}|\tilde{V}(q)|^{2}=\frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2}} \frac{1}{p^{2} \sin ^{2}(\theta / 2)} .
\end{array}
$$

Integrating out $\theta$, we obtain:

$$
\begin{equation*}
\frac{b^{2}}{2}=4 \frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2} p^{2}} \ln \left[\frac{1}{\sin (\theta / 2)}\right] \tag{3.118}
\end{equation*}
$$

It is clear from this relation that $b$ decreases as $\theta$ increases, which mean that $\theta_{\text {min }}$ will correspond to $b_{\max }=L / 2$. Their relation is:

$$
\begin{equation*}
L^{2}=\frac{2 m^{2} Q^{2} d^{2}}{\pi^{2} \epsilon_{0}^{2} \hbar^{2} p^{2}} \ln \left[\frac{1}{\sin \left(\theta_{\min } / 2\right)}\right] \tag{3.119}
\end{equation*}
$$

Let's use this expression for $\theta_{\text {min }}$ for computing the total cross section:

$$
\begin{array}{r}
\sigma=\int d \Omega \frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2}} \frac{1}{p^{2} \sin ^{2}(\theta / 2)} \\
=\frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2} p^{2}} 2 \pi \int_{-1}^{\cos \left(\theta_{\min }\right)} d(\cos (\theta)) \frac{1}{\sin ^{2}(\theta / 2)} \\
=\frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2} p^{2}} 8 \pi \ln \left[\frac{1}{\sin \left(\theta_{\min } / 2\right)}\right]  \tag{3.120}\\
=\frac{\pi}{4} \frac{2 m^{2} Q^{2} d^{2}}{\pi^{2} \epsilon_{0}^{2} \hbar^{2} p^{2}} \ln \left[\frac{1}{\sin \left(\theta_{\min } / 2\right)}\right]=\frac{\pi}{4} L^{2},
\end{array}
$$

where in the very last step we have used 3.119.
With this cross section and considering the distribution for the environmental particles to be $S\left(p_{0}\right)=4 \pi p_{0}^{2}\left(2 \pi m k_{B} T\right)^{-3 / 2} e^{-\frac{p_{0}^{2}}{2 m k_{B} T}}$ as before, we obtain a final decoherence rate:

$$
\begin{array}{r}
\Gamma_{\text {ion-dipole }}=(2 \pi)^{3 / 2} \int_{0}^{+\infty} 4 \pi p_{0}^{2}\left(2 \pi m k_{B} T\right)^{-3 / 2} \times \\
\quad \times e^{-\frac{p_{0}^{2}}{2 m k_{B} T}} \frac{p_{0}}{m} \frac{\pi}{4} L^{2}=\sqrt{2} \pi^{2} \frac{n}{m} L^{2} \sqrt{2 m k_{B} T} \tag{3.121}
\end{array}
$$

This result is exactly the same of the charge-charge interaction in the short-wavelength limit. This means that also in this case we should obtain $\Gamma \sim 10^{6} \mathrm{~Hz}$ if we use the same parameters used in Eq.(3.101).

### 3.4.4 Charge-dipole interaction in the long wavelength limit

Being a dielectric material, the crystal has a polarizability $\alpha$ when subjected to an external electric field $E_{e x t}$, which inside the crystal is perceived as a local field $E_{l o c}$. In particular, in isotropic media, the external field will create a local dipole in each atom of the crystal's lattice:

$$
\begin{equation*}
d=\alpha E_{l o c} . \tag{3.122}
\end{equation*}
$$

This means that the total contribution will be given by the sum over all $N^{\prime}$ atoms of the lattice:

$$
\begin{equation*}
d=N^{\prime} \alpha E_{l o c} . \tag{3.123}
\end{equation*}
$$

So, in order to find an explicit expression for $d$, we need the expressions for $\alpha$ and $E_{l o c}$. For $\alpha$ we have the Classius-Mossotti relation:

$$
\begin{equation*}
\frac{n^{\prime} \alpha}{3 \epsilon_{0}}=\frac{\epsilon_{r}-1}{\epsilon_{r}+2}, \tag{3.124}
\end{equation*}
$$

where $n^{\prime}=\frac{N^{\prime}}{V}$ is the atomic density inside the crystal and the volume is given by $V \sim R^{3} \sim\left(10^{-7} m\right)^{3}$.

For the local field, in our case it is simply generated by the charged environmental particle:

$$
\begin{equation*}
E_{\text {ext }}=\frac{e}{4 \pi \epsilon_{0} \epsilon_{r}} \frac{1}{\bar{r}^{2}}, \tag{3.125}
\end{equation*}
$$

where $\bar{r}$ is the average distance between the environmental particle and the crystal. In this case, considering that all the events happen in an experimental box of size $L \sim$ $10^{-3} \mathrm{~m}$, the average ion-crystal distance will increase with the size of the box. This means that we can consider:

$$
\begin{equation*}
\bar{r} \sim L \tag{3.126}
\end{equation*}
$$

We are now able to find an explicit expression for $d$ :

$$
\begin{equation*}
d=N^{\prime} \frac{3 \epsilon_{0}}{n^{\prime}}\left(\frac{\epsilon_{r}-1}{\epsilon_{r}+2}\right) \frac{e}{4 \pi \epsilon_{0} \epsilon_{r}} \frac{1}{L^{2}}=\frac{3 e R}{4 \pi \epsilon_{r}}\left(\frac{\epsilon_{r}-1}{\epsilon_{r}+2}\right)\left(\frac{R}{L}\right)^{2} . \tag{3.127}
\end{equation*}
$$

The numerical value for this dipole, using $R \sim 10^{-7} \mathrm{~m}, L \sim 10^{-3} \mathrm{~m}$ and $\epsilon_{r} \sim 5.7$, is:

$$
\begin{equation*}
d \sim 4.1 \times 10^{-36} C \cdot m . \tag{3.128}
\end{equation*}
$$

The final formula for the decoherence rate, in the long-wavelength limit, is:

$$
\begin{equation*}
\Gamma=\Delta x^{2} \int_{0}^{+\infty} d p \rho(p) v(p) \frac{p^{2}}{\hbar^{2}} \sigma_{e f f}(p) \tag{3.129}
\end{equation*}
$$

where $\Delta x^{2}$ is the superposition distance, $\rho(p)$ is the momentum distribution of the $N$ environmental particles (e.g. a Maxwell-Boltzman distribution), $v(p)=\frac{p}{m}$ is the velocity of the environmental particle and:

$$
\begin{equation*}
\sigma_{e f f}=\frac{2 \pi}{3} \int_{-1}^{1} d(\cos (\theta))[1-\cos (\theta)] \frac{d \sigma}{d \Omega} \tag{3.130}
\end{equation*}
$$

is the efficient cross-section.
In order to find $\sigma_{e f f}$, we first need to find the differential cross section $\frac{d \sigma}{d \Omega}$. The potential between the environmental particle and the crystal is:

$$
\begin{equation*}
V(r, \phi)=\frac{1}{4 \pi \epsilon_{0}} \frac{Q d}{r^{2}} \cos (\phi) \tag{3.131}
\end{equation*}
$$

where $Q$ is the environmental particle's charge, $d=|\vec{d}|$ is the dipole moment of the crystal and $\phi$ is the angle between $\vec{d}$ and the vector $\hat{r}=\frac{\vec{r}}{r}$ that connects the environmental particle and the COM of the crystal.
We can use again the Born approximation to find the differential cross section for this potential. Let's start with the Fourier transform:

$$
\begin{array}{r}
\tilde{V}(q)=\int_{0}^{2 \pi} d \psi \int_{0}^{\pi} d \phi \sin (\phi) \int_{0}^{+\infty} d r r^{2} \frac{1}{4 \pi \epsilon_{0}} \frac{Q d}{r^{2}} \cos (\phi) \\
=\frac{Q d}{2 \epsilon_{0}} \int_{0}^{+\infty} d r \int_{-1}^{1} d(\cos (\phi)) \cos (\phi) e^{i q r} \cos (\phi) \\
=\frac{Q d}{2 \epsilon_{0}} \int_{0}^{+\infty} d r 2 i \frac{\sin (q r)-q r \cos (q r)}{(q r)^{2}}  \tag{3.132}\\
=i \frac{Q d}{\epsilon_{0} q} \int_{0}^{+\infty} d x \frac{\sin (x)-x \cos (x)}{x^{2}}=i \frac{Q d}{\epsilon_{0} q}
\end{array}
$$

Plugging this into the Born approximation formula, after substituting $q \longrightarrow q / \hbar$ in order to obtain the right SI units, we have:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{m^{2}}{4 \pi^{2} \hbar^{4}}|\tilde{V}(q)|^{2}=\frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2}} \frac{1}{p^{2} \sin ^{2}(\theta / 2)} \tag{3.133}
\end{equation*}
$$

where $\vec{q}=\overrightarrow{p_{f}}-\overrightarrow{p_{i}}$ is considered to be the transferred momentum, i.e. $|\vec{q}|=q=$ $\sqrt{p_{i}^{2}+p_{f}^{2}-2 \overrightarrow{p_{i}} \cdot \overrightarrow{p_{f}}}=2 p \sin (\theta / 2)$, where we have used the fact that, for this case where the target crystal is much heavier than the projectile environmental particle, we have $\left|\overrightarrow{p_{i}}\right|=\left|\overrightarrow{p_{f}}\right|=p$.
Using 3.133, we can compute $\sigma_{\text {eff }}(p)$ :

$$
\begin{align*}
& \sigma_{e f f}(p)=\frac{2 \pi}{3} \int_{-1}^{1} d(\cos (\theta))[1-\cos (\theta)] \frac{m^{2} Q^{2} d^{2}}{16 \pi^{2} \epsilon_{0}^{2} \hbar^{2} p^{2}} \frac{1}{\sin ^{2}(\theta)} \\
&=\frac{m^{2} Q^{2} d^{2}}{24 \pi \epsilon_{0}^{2} \hbar^{2} p^{2}} \int_{0}^{1} d[\sin (\theta / 2)] \cdot 4 \sin (\theta / 2) \cdot 2 \sin ^{2}(\theta / 2) \frac{1}{\sin ^{2}(\theta / 2)}  \tag{3.134}\\
&=\frac{m^{2} Q^{2} d^{2}}{3 \pi \epsilon_{0}^{2} \hbar^{2} p^{2}} \int_{0}^{1} d[\sin (\theta / 2)] \cdot \sin (\theta / 2)=\frac{m^{2} Q^{2} d^{2}}{6 \pi \epsilon_{0}^{2} \hbar^{2} p^{2}} .
\end{align*}
$$

We are now ready to compute the final decoherence rate. In particular, using $\rho(q)=$ $4 \pi n p^{2}\left(2 \pi m k_{B} T\right)^{-3 / 2} e^{-\frac{p^{2}}{2 m k_{B} T}}$, with $n=\frac{N}{L^{3}}$ being the environmental particle number density, we obtain:

$$
\begin{align*}
\Gamma=\Delta x^{2} \int_{0}^{+\infty} & d p 4 \pi n p^{2}\left(2 \pi m k_{B} T\right)^{-3 / 2} e^{-\frac{p^{2}}{2 m k_{B} T}} \frac{p}{m} \frac{p^{2}}{\hbar^{2}} \frac{m^{2} Q^{2} d^{2}}{6 \pi \epsilon_{0}^{2} \hbar^{2} p^{2}}= \\
& =\frac{2 m Q^{2} d^{2}}{3 \pi^{3 / 2} \epsilon_{0}^{2} \hbar^{4}} \Delta x^{2} n\left(2 m k_{B} T\right)^{-3 / 2} \int_{0}^{+\infty} d p p^{3} e^{-\frac{p^{2}}{2 m k_{B} T}} \tag{3.135}
\end{align*}
$$

Using:

$$
\begin{equation*}
\int_{0}^{+\infty} d p p^{2 l+1} e^{-\frac{p^{2}}{2 m k_{B} T}}=\frac{l!}{2}\left(2 m k_{B} T\right)^{l+1} \tag{3.136}
\end{equation*}
$$

we obtain the final decoherence rate:

$$
\begin{equation*}
\Gamma=\frac{m Q^{2} d^{2}}{3 \pi^{3 / 2} \epsilon_{0}^{2} \hbar^{4}} \Delta x^{2} n \sqrt{2 m k_{B} T} \tag{3.137}
\end{equation*}
$$

Finally, we can compute its numerical value. In particular, using $m \sim 10^{-27} \mathrm{~kg}$ (i.e. proton mass for the environmental particle), $Q=e \sim 1.602 \times 10^{-19} C, \Delta x \sim 10^{-5} \mathrm{~m}$, $T \sim 1 K$ and the value for $d \sim 4.1 \times 10^{-36} C \cdot m$ found in the previous section, we obtain:

$$
\begin{equation*}
\Gamma_{\text {ion-dipole }}^{(\text {long })} \sim\left(2.7 \times 10^{-14} n\right) H z \tag{3.138}
\end{equation*}
$$

where $n$ represents now only the numerical value of the environmental particle density: its units have already been absorbed in the final result in Hz .
We can show now how this result represents a physical value. In fact, in order to have a final decoherence rate of the order of $\Gamma \sim 10^{-2} \mathrm{~Hz}$, we need $n$ to be:

$$
\begin{equation*}
n \sim 10^{12} \frac{\text { particles }}{m^{3}} \tag{3.139}
\end{equation*}
$$

In terms of the pressure $p=n k_{B} T$, using $T \sim 1 K$, we have:

$$
\begin{equation*}
p \sim 10^{-11} P a \tag{3.140}
\end{equation*}
$$

which represents a physical value that can be performed in the QGEM experiment.

### 3.5 Decoherence due to acceleration

### 3.5.1 Charged case

Decoherence due to the acceleration happens because the photons emitted by the accelerated charged particle brings with them information about the system. So, at this point, in order to obtain any type of information about the particle, it is not sufficient to perform measurements on the particle alone, because the information is shared with the photons emitted; i.e. the particle is entangled with the photons.
This means that, during the acceleration process, the state of our system is:

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\sqrt{2}}\left(|L\rangle_{p a r t}\left|\Psi_{1}\right\rangle_{r a d}+|R\rangle_{p a r t}\left|\Psi_{2}\right\rangle_{r a d}\right) \tag{3.141}
\end{equation*}
$$

where $\left|\Psi_{1,2}\right\rangle_{\text {rad }}$ are the states associated to the emitted radiation, respectively, to the left and the right branch of the particle.

As Eq.(1.19) shows [18], the decoherence factor is encoded in the scalar product of the two final states of the environment, i.e.:

$$
\begin{equation*}
\rho\left(x, x^{\prime}, t=0\right) \longrightarrow \rho\left(x, x^{\prime}, t=0\right)\left\langle\Psi_{1} \mid \Psi_{2}\right\rangle . \tag{3.142}
\end{equation*}
$$

We thus need to find an expression for $\left|\Psi_{1,2}\right\rangle$. We can start by choosing them to be coherent states [64]:

$$
\begin{equation*}
|\alpha\rangle=e^{-\frac{|\alpha|^{2}}{2}} \sum_{n} \frac{\alpha^{n}}{\sqrt{n!}}|n\rangle, \tag{3.143}
\end{equation*}
$$

where $\alpha=|\alpha| e^{i \phi}$ is a complex number that characterizes the radiation emitted. In particular, it is known that they are related to the expectation value of the EM field emitted [65]:

$$
\begin{equation*}
\langle\alpha| \hat{\vec{E}}(x)|\alpha\rangle \sim|\alpha| \sin (k \cdot x-\phi) \vec{e}, \tag{3.144}
\end{equation*}
$$

where $\vec{e}$ is the direction of the electric field. This means that $|\alpha|$ is related to the intensity of the field and $\phi$ is its phase.
In our case, the difference between the two coherent states $\left|\alpha_{L}\right\rangle$ and $\left|\alpha_{R}\right\rangle$ it's only in the phase: in fact, being the superposition setup symmetric between the two brunches $L$ and $R$ (see figure 2.2), the intensity of the radiation emitted will be the same. The only difference is in the position where the radiation is emitted, whether if the crystal is in $L$ or $R$; this differences has an influence only in the phase of the EM field: in fact, as can be seen from 3.144, if we perform a translation $x \longrightarrow x+\Delta x$, the extra $\Delta x$ factor will enter as an extra phase.
This means that:

$$
\left\{\begin{array}{l}
\left|\alpha_{L}\right|=\left|\alpha_{R}\right|  \tag{3.145}\\
\phi_{L} \neq \phi_{R}
\end{array}\right.
$$

The scalar product will thus give:

$$
\begin{array}{r}
\left\langle\alpha_{L} \mid \alpha_{R}\right\rangle=\left(e^{-\frac{|\alpha|^{2}}{2}} \sum_{m} \frac{\alpha_{L}^{m *}}{\sqrt{m!}}\langle m|\right)\left(e^{-\frac{|\alpha|^{2}}{2}} \sum_{n} \frac{\alpha_{R}^{n}}{\sqrt{n!}}|n\rangle\right)= \\
=e^{-|\alpha|^{2}} \sum_{m, n} \frac{|\alpha|^{n+m}}{\sqrt{m!n!}} e^{i\left(n \phi_{R}-m \phi_{L}\right)}\langle m \mid n\rangle=  \tag{3.146}\\
=e^{-\langle N\rangle} \sum_{n} \frac{\langle N\rangle^{n}}{n!} e^{i n\left(\phi_{L}-\phi_{R}\right)}=e^{-\langle N\rangle} e^{\langle N\rangle e^{i\left(\phi_{L}-\phi_{R}\right)}}=e^{-\langle N\rangle\left(1-e^{i\left(\phi_{L}-\phi_{R}\right)}\right)},
\end{array}
$$

where we have used the known property of the coherent states $\langle N\rangle=|\alpha|^{2}=$ average number of photons in the state $|\alpha\rangle$.

From Eq.(3.146) it is clear that, in order to find an explicit expression for the decoherence rate, we first need to find an expression for $\langle N\rangle=|\alpha|^{2}$. This can be done by starting from the Larmor's formula, which gives the power $P(t)$ emitted by an accelerating charged particle:

$$
\begin{equation*}
P(t)=\frac{d U}{d t}=\frac{Q^{2} a^{2}(t)}{6 \pi \epsilon_{0} c^{3}}, \tag{3.147}
\end{equation*}
$$

where $U$ represents the energy emitted, $Q$ is the total charge of the accelerating particle and $a(t)$ is the acceleration function.

In order to find the total energy emitted $U_{\text {tot }}$, we can integrate out $P$ in time $t$ by considering the following acceleration $a(t)$ :

$$
\begin{cases}a=\text { const. } & \text { if } t \in\left[0, t_{0}\right]  \tag{3.148}\\ 0 & \text { otherwise }\end{cases}
$$

where $t_{0}$ is the total time during when the particle is accelerated.
This gives:

$$
\begin{equation*}
U_{t o t}=\frac{Q^{2} a^{2} t_{0}}{6 \pi \epsilon_{0} c^{3}} . \tag{3.149}
\end{equation*}
$$

Assuming now that each photon contributes with an energy $E=\hbar \omega \sim \frac{2 \pi \hbar}{t_{0}}$, dividing $U_{\text {tot }}$ with $E$ will give us the total number of photons emitted $\langle N\rangle$ :

$$
\begin{equation*}
\langle N\rangle \sim \frac{Q^{2} a^{2} t_{0}^{2}}{12 \pi^{2} \epsilon_{0} c^{3} \hbar} . \tag{3.150}
\end{equation*}
$$

An alternative expression for $\langle N\rangle$ can be found in terms of the superposition distance $\Delta x$ : in fact, we can simply use the classical equations of motion for an accelerated system $x=x_{0}+v_{0} t+\frac{1}{2} a(t) t^{2}$. In our case, we have a constant acceleration $a$ for a finite amount of time $t_{0}$, during which the particle travels a distance $d=\frac{\Delta x}{2}$. This leads to:

$$
\begin{equation*}
\frac{\Delta x}{2}=\frac{1}{2} a t_{0}^{2} \tag{3.151}
\end{equation*}
$$

which can be used to find an explicit expression for $a$, i.e. $a=\frac{\Delta x}{t_{0}^{2}}$. Substituting this inside 3.150, we obtain (in SI units):

$$
\begin{equation*}
\langle N\rangle \sim \frac{Q^{2} \Delta x^{2}}{12 \pi^{2} \epsilon_{0} c^{3} \hbar t_{0}^{2}} . \tag{3.152}
\end{equation*}
$$

Notice that 3.152 is the same result used in [35].
Let's now check the numerical dimensions of $\langle N\rangle$ for a QGEM setup. Considering $Q \sim$ $e=$ electron's charge, $\Delta x \sim 10^{-5} \mathrm{~m}$ and a total acceleration time of the order $t_{0} \sim 1 s$, we obtain:

$$
\begin{equation*}
\langle N\rangle \sim 8.6 \times 10^{-31} . \tag{3.153}
\end{equation*}
$$

We can see that $\langle N\rangle$ is the dominant factor in the exponential of the expression for the scalar product 3.146. In particular, the term $1-e^{i\left(\phi_{L}-\phi_{R}\right)}$ will only contribute to make the scalar product smaller and will not contribute to increasing the order of $\langle N\rangle$, given that $0 \leq\left|1-e^{i\left(\phi_{L}-\phi_{R}\right)}\right| \leq 2$. This means that the term at the exponent of 3.146 is of the order of $\langle N\rangle$, which is very small, i.e. $\langle N\rangle \ll 1$. Therefore, the scalar product in Eq.(3.146) can be rewritten as:

$$
\begin{equation*}
\left\langle\alpha_{L} \mid \alpha_{R}\right\rangle \simeq e^{-\langle N\rangle\left(t_{0}\right)}, \tag{3.154}
\end{equation*}
$$

where we made explicit the $t_{0}$ dependence of $\langle N\rangle$.
Considering now that the matrix element evolves according to equation 3.142, we can find a time evolution for the matrix element w.r.t. to time $t$, in order to obtain the decoherence rate $\Gamma$. In particular:

$$
\begin{equation*}
\rho\left(x, x^{\prime}, t\right)=\rho\left(x, x^{\prime}, 0\right)\left\langle\alpha_{L} \mid \alpha_{R}\right\rangle \simeq \rho\left(x, x^{\prime}, 0\right) e^{-\langle N\rangle(t)} \tag{3.155}
\end{equation*}
$$

where in the very last step we have used Eq.(3.154) and generalized it to a generic time $t$ instead of the total one $t_{0}$.

Finally, it is useful to remember that the decoherence rate $\Gamma$ is defined as the rate at which the off-diagonal elements of the density matrix are suppressed, i.e. how fast the suppression term $e^{-\langle N\rangle(t)}$ goes to 0 . This allows us to find the following expression for $\Gamma$ :

$$
\begin{equation*}
\Gamma=\frac{d\langle N\rangle(t)}{d t}=\frac{d}{d t}\left[\frac{Q^{2} a^{2} t^{2}}{12 \pi^{2} \epsilon_{0} c^{3} \hbar}\right]=\frac{Q^{2} a^{2} t}{6 \pi^{2} \epsilon_{0} c^{3} \hbar}=\frac{U(t)}{\hbar}, \tag{3.156}
\end{equation*}
$$

where we have used the expression for $\langle N\rangle$ given by Eq.(3.150) and used Eq.(3.149) for the energy emitted at a generic instant of time $t$.

Notice that Eq.(3.156) will give a numerical value of the same order of $\langle N\rangle$, as can be seen by comparing it with Eq.(3.153). This means that, during the Third Step of the QGEM proposal, the electromagnetic phenomena analyzed in this case should not represent a relevant source of noise for the realisation of the experiment.

### 3.5.2 Dipole case

In this subsection, we are going to consider the same process analyzed in the previous one, but now the accelerated crystal is neutral and the only EM property that can lead to decoherence is its own dipole $d$.

The only difference with the charged case is that the power emitted will be different. In particular, the Larmor formula for an accelerating dipole gives:

$$
\begin{equation*}
P=\frac{\ddot{d}(t)^{2}}{6 \pi \epsilon_{0} c^{3}}, \tag{3.157}
\end{equation*}
$$

which gives the energy emitted per unit of time.
Let's find out how to compute explicitly $\ddot{d}(t)$. We can express the dipole as:

$$
\begin{equation*}
\mathbf{d}(t)=\int_{V} d^{3} \mathbf{x}^{\prime} \mathbf{x}^{\prime} \rho\left(\mathbf{x}^{\prime}, t\right) \tag{3.158}
\end{equation*}
$$

where $\rho\left(\mathbf{x}^{\prime}, t\right)$ is the charge density.
Therefore, as can be seen from Eq.(3.157), it is worth studying the cases where $\dot{\mathbf{d}}(t) \neq 0$ and $\ddot{\mathbf{d}}(t) \neq 0$. In particular, any change in time of $\mathbf{d}(t)$ is strictly correlated to the time dependence of $\rho\left(\mathrm{x}^{\prime}, t\right)$ inside the integral of the RHS of Eq.(3.158).

In particular, we are going to analyze the case when the neutral dipole $\mathbf{d}$ undergoes a translational acceleration, i.e. when the system rigidly translates and the trajectory of its center of mass is a uniform acceleration motion. This is exactly the case for the Third Step of the QGEM experiment studied in section 2.3.2, where the superposition of the nano-crystal is brought back to the initial state and the system undergoes thus an acceleration.

In this case, the only time dependence in Eq.(3.158) is inside the argument of $\rho\left(\mathbf{x}^{\prime}, t\right)=\rho\left(\mathbf{x}^{\prime}(t)\right)$ : that is because the only property of the dipole that changes over time is its position in space. In particular, the equations of motion of its center of mass are dictated by the following transformation: $\mathrm{x}^{\prime} \rightarrow \mathrm{x}^{\prime}+\frac{1}{2} \mathbf{a} t^{2}$, which is the case of a uniform accelerating motion with constant acceleration a. This results in the following time evolution for the dipole moment $\mathbf{d}$ :

$$
\begin{equation*}
\mathbf{d}(0) \longrightarrow \mathbf{d}(t)=\int_{V} d^{3} \mathbf{x}^{\prime} \mathbf{x}^{\prime} \rho\left(\mathbf{x}^{\prime}+\frac{1}{2} \mathbf{a} t^{2}\right)=\int_{V^{\prime}} d^{3} \mathbf{x}\left(\mathbf{x}-\frac{1}{2} \mathbf{a} t^{2}\right) \rho(\mathbf{x}) \tag{3.159}
\end{equation*}
$$

where we have performed the following change of variable: $\mathbf{x}=\mathbf{x}^{\prime}+\frac{1}{2} \mathbf{a} t^{2}$. In particular, this substitution changes also the finite volume $V \rightarrow V^{\prime}$ over which $\rho(\mathbf{x})$ is integrated. Now, if we consider $V$ to be much bigger than the volume of our nano-crystal $V_{C}$, i.e. if all the charge distribution is contained inside $V$, any shift of the volume $V^{\prime}$ will not influence the result of the integration, because the charge distribution will still be entirely contained inside $V^{\prime}$. This allows us to write $\int_{V^{\prime}}(\ldots)=\int_{V}(\ldots)$ and Eq.(3.159) can be rewrite as:

$$
\begin{array}{r}
\mathbf{d}(t)=\int_{V} d^{3} \mathbf{x}\left(\mathbf{x}-\frac{1}{2} \mathbf{a} t^{2}\right) \rho(\mathbf{x})=  \tag{3.160}\\
\int_{V} d^{3} \mathbf{x} \mathbf{x} \rho(\mathbf{x})-\frac{1}{2} \mathbf{a} t^{2} \int_{V} d^{3} \mathbf{x} \rho(\mathbf{x})=\mathbf{d}(0)+0=\mathbf{d}(0),
\end{array}
$$

where we have used the fact that the dipole is a neutral object and has therefore a total charge of $\int_{V} d^{3} \mathbf{x} \rho(\mathbf{x})=0$.

Eq.(3.160) is very important for our analysis, because it shows that $\mathbf{d}$ is translational invariant and, in the case of translational acceleration, there is no change in the dipole, i.e. $\dot{\mathbf{d}}(t)=0=\ddot{\mathbf{d}}(t)$. Therefore, from Eq.(3.157), we have that in this case the power emitted is $P=0$ and no radiation is emitted by the dipole. But, we also know that if there is no emission of radiation, there is no creation of photons in the environment and therefore no information about the quantum properties of the superposed nano-crystal is spread over the environment. This leads to the final conclusion that, in the case for translational acceleration, there is no decoherence. The Third Step of the QGEM setup does not represent a problem for the realization of the experiment if the nano-crystal possesses an electric dipole.

## Conclusion

In this comprehensive study, we have extensively analyzed two distinct models for decoherence, namely the Scattering Model and the Born-Markov Master Equation. These models have provided us with insights into the dynamics of decoherence phenomena, shedding light on the interplay between quantum systems and their surrounding environments.

The Scattering Model, a widely employed framework, delves into the computation of the decoherence rate by rigorously examining the scalar product between the final states of the scattered environmental particle. By employing the S-matrix and its corresponding formalism, this model enables us to precisely determine the final decoherence rate, drawing upon the differential cross section that characterizes the interaction between the system and the environment.

Simultaneously, we have analyzed the Born-Markov Master Equation, a powerful tool for investigating the dynamics of quantum systems within a large environment. This model provides a valuable means of deriving a dynamical equation for the density matrix of a quantum system that finds itself immersed in an environment of large scale. By employing the Born approximation, which accounts for the disparity in size between the system and the environment, and incorporating the Markovian assumption, which disregards memory effects within the environment after its interaction with the system, we acquire a non-unitary time evolution equation for the system's density matrix. Through this, we gain insights into the temporal behavior and evolution of the quantum system under the influence of its surrounding environment.

In this thesis project, we have delved further into the application of these models, focusing on a generic QED interaction Hamiltonian between two fermions within the framework of the Born-Markov master equation. This Hamiltonian, constructed in terms of operators for both the system and the environment, has provided us with a foundation for applying the Born-Markov equation. Remarkably, by assuming the system to be significantly heavier than the environmental particle, we have derived a final formula for the decoherence rate that mirrors the form (up to a constant factor) found within the Scattering Model.

Expanding upon these findings, we have directed the focus towards exploring the dipole-dipole interactions, a compelling area of study within the context of decoherence.

By deriving the differential cross section for such interactions, we have successfully obtained an explicit expression for the decoherence rate, utilizing the parameters employed within the QGEM experiment, such as temperature, pressure, and the dipole of the nano-crystal. This comprehensive numerical evaluation has enabled us to ascertain an upper bound for the crystal's dipole, ensuring a decoherence rate smaller than 0.01 Hz . This requirement arises from the necessity of preserving the spatial superposition of the massive particle for a minimum duration of 1 second, accordingly to the QGEM proposal. By guaranteeing a decoherence rate of 0.01 Hz or less, we can confidently ensure the preservation of the crucial superposition throughout the experiment. Remarkably, the upper bound for the crystal's dipole determined through this work is on the order of $d_{1}=10^{3} \mathrm{D}$, which represents a relatively small value when compared to certain measurements conducted within laboratory settings [66]. Therefore, this final result shows the importance of studying this type of decoherence source for the realization of the QGEM experiment: in fact, the interaction analyzed can in principle represent a real life physical situation in a lab, where the superposed nano-crystal can be surrounded by a non negligible number of environmental air molecules. In particular, for typical thermodynamical values of the QGEM proposal (i.e. $T \sim 1 \mathrm{~K}$ and $p \sim 10^{-13} \mathrm{~Pa}$ ), we obtain a non-null number density for the environmental particles $n=\frac{p}{k_{B} T} \sim 10^{10} \mathrm{~m}^{-3}$. Moreover, these particles can be represented by air molecules in real life situations, which inevitably possess a non-null electric dipole moment $d_{2} \sim 1 \mathrm{D}$ [22].

Furthermore, we have extended our investigation to other types of electromagnetic interactions, such as Coulomb interaction and ion-dipole interaction. These interactions, characterized by their infinite range of action, present unique challenges within the Scattering Model framework due to their infinite total cross sections. In fact, as it is clear from Eq.(1.39), the decoherence rate $\Gamma_{S}$ is defined only when the total cross section $\sigma_{t o t}$ is finite. Consequently, the Scattering Model cannot be directly applied to analyze these interactions, as the final results heavily depend on a cutoff parameter $L$, representing the maximum impact parameter of an environmental particle, as can be seen from Eq.(3.96). Such a cutoff parameter causes the final results to lose information on the specific nature of the interaction, such as the elementary charge, as it is clear from Eq.(3.100) and Eq.(3.121).

Another result that shows clearly how the decoherence models analyzed and used in this work are not suitable for long-range interactions is Eq.(3.138). In fact, if we consider in this equation a number density of $n \sim 10^{10} \mathrm{~m}^{-3}$, the final decoherence rate computed in the long-wavelength limit will be of $\Gamma_{\text {ion-dipole }}^{(\text {long })} \sim 10^{-4} \mathrm{~Hz}$. In particular, the problem with this result lies in the fact that it is much smaller than the value of $\Gamma_{\text {ion-dipole }} \sim 10^{6} \mathrm{~Hz}$ given by Eq.(3.138); this clearly contradicts the analysis made in Eq.(1.46) with the comparison between the short and the long-wavelength limit, where it was shown that in this case the long-wavelength approximation gives an upper bound for the final decoherence rate. Such a theoretical consideration is instead satisfied in the dipole-dipole case, which is an interaction with a finite and well-defined total cross
section, as it was already widely discussed in section (3.3).
The reason behind this type of behaviour for long range interactions can be some of the fundamental approximation that we have used in the derivation for the Born-markov master equation. In particular, it is possible that the Born approximation described in Eq.(1.53) cannot hold for long range interactions: in fact, it is impossible in this case to separate the environment and the system, because as soon as an environmental particle enters the experimental box it will immediately feel the, for example, Coulomb potential, which has an infinite range of influence. Anyway, the reasons behind the evident failure of the Born-Markov master equation and the Scattering Model in the application to the long range interactions is a topic that still needs a more complete and detailed discussion, which represents one of the possible future questions and developments started by this thesis.

More in general, this work has shown how important is to keep track of the electromagnetic sources of decoherence in a QGEM experiment. In fact, the weakest interaction analyzed (i.e. dipole-dipole with $V(r) \sim \frac{1}{r^{3}}$ ) has already given a strong constraint on the maximum possible electric dipole possessed by the nano-crystal, as we just discussed above. This implies that the remaining two interactions, namely Coulomb interaction with $V(r) \sim \frac{1}{r}$ and ion-dipole interaction with $V(r) \sim \frac{1}{r^{2}}$, which are stronger than the first interaction, may also impose significant constraints on the electromagnetic parameters of the QGEM proposal. That is why it is important to find a model that works for decoherence rate induced by long range interactions.

Finally, in the very last section 3.5 we have analyzed the possible influences that different EM sources (such as charge and dipole) can have on the QGEM experiment in the Third Step of the proposal. In particular, we have shown how the decoherence rate induced by the emission of radiations of an accelerating charged nano-crystal will be negligible for the realization of the experiment, given that $\Gamma_{a c c}^{c h a r g e} \sim 10^{-30} \mathrm{~Hz}$. Moreover, if the nano-crystal possesses a dipole moment instead of an electric charge, it has been shown that the radiation emitted in this case should be null (see Eq.(3.160)): therefore, in this step of the proposal, an electric dipole should not represent a problem for the realization of the experiment.

To summarize, the QGEM experiment represents a pioneering and highly promising proposal aimed at unraveling the nature of Quantum Gravity. Through its studies and consequences, we aim to tackle the fundamental question of whether gravity can be described within a quantum framework. By probing the quantum behavior of gravity and exploring various quantum theories of gravity that accurately depict reality, we embark on an unprecedented exploration of the fundamental principles that govern our universe. The QGEM experiment revolutionizes our understanding of Quantum Gravity, giving us crucial insights into how gravity behaves at the smallest scales. It opens up the way for exciting breakthroughs in our knowledge of the fundamental laws of nature.

## Appendix A

## Appendix

In this appendix we are going to show the details of some QED calculations. In particular, we are going to find the expression for the matrix element $|\mathcal{M}|^{2}$ of the ion-crystal interaction (which is completely analogue to the electron-proton scattering, i.e. the Rutherford's scattering) and its relation with the differential cross section.

## A. 1 Differential cross section for a $2 \longrightarrow 2$ process

Let us start from the definition of cross section:

$$
\begin{equation*}
d \sigma=\frac{1}{T \Phi} d P \tag{A.1}
\end{equation*}
$$

where $T$ is the total time during which interactions happen, $\Phi$ is the flux of particles (e.g. if we are in the LAB frame then $\Phi$ is the flux of the incoming projectile particles) and $d P$ is the (quantum) probability that one interaction happens.
If we consider the COM frame, the flux $\Phi$ will be given by:

$$
\begin{equation*}
\Phi=\frac{\left|\overrightarrow{v_{1}}-\overrightarrow{v_{2}}\right|}{V} \tag{A.2}
\end{equation*}
$$

where $\overrightarrow{v_{1}}$ and $\overrightarrow{v_{2}}$ are the velocities of the two initial particles; the minus sign is because they run into each other during the collision.
Let us now compute $d P$. During scattering processes, the operator involved is the Scattering matrix $\hat{S}$ and its matrix elements give us the transition probability from an initial state $|i\rangle$ to a final one $|f\rangle$ :

$$
\begin{equation*}
d P=\frac{|\langle f| \hat{S}| i\rangle\left.\right|^{2}}{\langle i\rangle\langle f\rangle} \prod_{j} \frac{V}{(2 \pi)^{3}} d^{3} p_{j} . \tag{A.3}
\end{equation*}
$$

This formula represents the probability of the interaction inside an infinitesimal volume of the momentum space $d \Pi=\prod_{j} \frac{V}{(2 \pi)^{3}} d^{3} p_{j}$, where $j$ represents the number of final states.
Because in QFT we have $|p\rangle=\sqrt{2 E_{p}} \hat{a}_{p}^{\dagger}|0\rangle$, the inner products in the denominator of (A.3) gives:

$$
\begin{equation*}
\langle i\rangle=\prod_{i}(2 \pi)^{3} 2 E_{i} \delta^{(3)}(0) . \tag{A.4}
\end{equation*}
$$

In a finite volume, we have:

$$
\begin{equation*}
(2 \pi)^{3} \delta^{(3)}(\vec{p}=0)=\int_{V} d^{3} x e^{i \vec{p} \cdot \vec{x}}=\int_{V} d^{3} x=V . \tag{A.5}
\end{equation*}
$$

Similarly in $4 D$ :

$$
\begin{equation*}
\delta^{(4)}(0)=\frac{T V}{(2 \pi)^{4}} . \tag{A.6}
\end{equation*}
$$

This means that:

$$
\left\{\begin{array}{l}
\langle i\rangle=\left(2 E_{1} V\right)\left(2 E_{2} V\right)  \tag{A.7}\\
\langle f\rangle=\Pi_{j} 2 E_{j} V
\end{array}\right.
$$

Now, the transferred matrix $\mathcal{T}$ is related to $S$ through:

$$
\begin{equation*}
S=\mathbf{1}+i \mathcal{T}=\mathbf{1}+i(2 \pi)^{4} \delta^{(4)}(\Sigma p) \mathcal{M} \tag{A.8}
\end{equation*}
$$

Thus the non-trivial part of the $\hat{S}$ matrix element is:

$$
\begin{equation*}
\left.|\langle f| \hat{S}| i\rangle\left.\right|^{2}=\delta^{(4)}(0) \delta^{(4)}(\Sigma p)(2 \pi)^{8}|\langle f| \mathcal{M}| i\right\rangle\left.\right|^{2}=T V \delta^{(4)}(\Sigma p)(2 \pi)^{4}|\mathcal{M}|^{2} \tag{A.9}
\end{equation*}
$$

Plugging everything back in (A.3), we obtain:

$$
\begin{equation*}
d P=\frac{T}{V} \frac{1}{2 E_{1} 2 E_{2}}|\mathcal{M}|^{2} \prod_{j} \frac{d^{3} p_{j}}{(2 \pi)^{3} 2 E_{j}}(2 \pi)^{4} \delta^{(4)}(\Sigma p) \tag{A.10}
\end{equation*}
$$

Finally, we have an expression for the cross section in the COM:

$$
\begin{equation*}
d \sigma=\frac{1}{2 E_{1} 2 E_{2}\left|\vec{v}_{1}-\vec{v}_{2}\right|}|\mathcal{M}|^{2} d \Pi_{l i p s}, \tag{A.11}
\end{equation*}
$$

where $d \Pi_{l i p s}=\Pi_{j} \frac{d^{3} p_{j}}{(2 \pi)^{3} 2 E_{j}}(2 \pi)^{4} \delta^{(4)}(\Sigma p)$.
In the special case where we have 2 final states, such that $\vec{p}_{1}=-\vec{p}_{2}, \vec{p}_{3}=-\vec{p}_{4}$ and $E_{1}+E_{1}=E_{3}+E_{4}=E_{C M}, d \Pi_{l i p s}$ becomes:

$$
\begin{equation*}
d \Pi_{l i p s}=\frac{d^{3} p_{3}}{(2 \pi)^{3} 2 E_{3}} \frac{d^{3} p_{4}}{(2 \pi)^{3} 2 E_{4}}(2 \pi)^{4} \delta^{(4)}(\Sigma p) . \tag{A.12}
\end{equation*}
$$

Integrating over $\overrightarrow{p_{4}}$ we obtain:

$$
\begin{equation*}
d \Pi_{l i p s}=\frac{1}{16 \pi^{2}} d \Omega \int d p_{f} \frac{p_{f}^{2}}{E_{3} E_{4}} \delta\left(E_{3}+E_{4}-E_{C M}\right)=\frac{1}{16 \pi^{2}} d \Omega \frac{p_{f}}{E_{C M}} \theta\left(E_{C M}-m_{3}-m_{4}\right), \tag{A.13}
\end{equation*}
$$

where $p_{f}=\left|\overrightarrow{p_{3}}\right|=\left|\overrightarrow{p_{4}}\right|$ and $p_{i}=\left|\overrightarrow{p_{1}}\right|=\left|\overrightarrow{p_{2}}\right|$.
We can now rewrite $\left|\vec{v}_{1}-\vec{v}_{2}\right|$ as:

$$
\begin{equation*}
\left|\frac{p_{i}}{E_{1}}+\frac{p_{i}}{E_{2}}\right|=p_{i} \frac{E_{C M}}{E_{1} E_{2}}, \tag{A.14}
\end{equation*}
$$

in order to obtain the final expression for the differential cross section:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{1}{64 \pi^{2} E_{C M}^{2}} \frac{p_{f}}{p_{i}}|\mathcal{M}|^{2} \theta\left(E_{C M}-m_{3}-m_{4}\right) \tag{A.15}
\end{equation*}
$$

Applying (A.15) in the case where the target is much heavier than the projectile $(M \gg m)$, we can write $n E_{C M} \simeq M^{2}$ and also $p_{i}=p_{f}$. In this way, considering the case where $E_{C M}>m_{3}+m_{4}$, we obtain the final expression for the differential cross section:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{1}{64 \pi^{2} E_{C M}^{2}}|\mathcal{M}|^{2} \tag{A.16}
\end{equation*}
$$

## A. 2 Number density factor

In this Appendix, we will give meaning to the factor $\pi^{-3 / 2} \tilde{\sigma}^{3}$. In particular, let us see the connection between $\tilde{\sigma}$ and the uncertainty in space along one direction $\sigma_{x}=$ $\sqrt{<x^{2}>_{\psi}-<x>_{\psi}^{2}}$ (i.e. along $x$ ), with $\psi(x)$ being the wave-function in physical space. From (3.22), we can see that:

$$
\begin{array}{r}
\psi(x)=\int_{-\infty}^{+\infty} d p_{x} e^{-i p_{x} x} \tilde{\psi}_{p_{x}}(p) \\
=\int_{-\infty}^{+\infty} d p_{x} e^{-i p_{x} x} \frac{(2 \pi)^{1 / 2}}{\left(\pi \tilde{\sigma}^{2}\right)^{1 / 4}} e^{-\frac{p_{x}^{2}}{2 \tilde{\sigma}^{2}}}  \tag{A.17}\\
=2 \pi^{3 / 4} \tilde{\sigma}^{1 / 2} e^{-\frac{\tilde{\sigma}^{2}}{2} x^{2}} .
\end{array}
$$

Now we can compute $\sigma_{x}$ :

$$
\begin{align*}
& \sigma_{x}=\sqrt{\left\langle x^{2}>_{\psi}-<x>_{\psi}^{2}\right.} \\
= & \int_{-\infty}^{+\infty} d x x^{2}|\psi(x)|^{2}=\frac{\sqrt{2} \pi}{\tilde{\sigma}} . \tag{A.18}
\end{align*}
$$

But we know also that the uncertainty in space is physically due to the fact that the environmental particles, as all the other particles involved in the experiment, are confined in a volume $V=L^{3}$. This means that:

$$
\begin{equation*}
V=L^{3}=\sigma_{x}^{3}=\frac{2^{3 / 2} \pi^{3}}{\tilde{\sigma}^{3}} \tag{A.19}
\end{equation*}
$$

which leads finally to:

$$
\begin{equation*}
\pi^{-3 / 2} \tilde{\sigma}^{3}=\frac{(2 \pi)^{3 / 2}}{V} \tag{A.20}
\end{equation*}
$$

## A. 3 Validity for the approximation of the $C i(z)$ function

The main goal of this appendix is to show the validity of the approximation made in section 3.3 for the Fourier transformation of the dipole-dipole potential $\tilde{V}(q)$ given by Eq.(3.51). In particular, we are going to verify this assumption by computing numerically the integral for the total cross section $\sigma_{C M}=\int d \Omega^{\prime} \frac{d \sigma}{d \Omega^{\prime}}$ and comparing the resulting decoherence rate $\Gamma_{S}$ with the one found in Eq.(3.64).

Let us start by considering the complete Fourier transformation $\tilde{V}(q)$ :

$$
\begin{equation*}
\tilde{V}(q)=-\frac{4 \hbar d_{1} d_{2}}{\epsilon_{0} q}\left(\frac{\sin \left(\frac{q}{\hbar} R\right)}{R}-\frac{q}{\hbar} C i\left(\frac{q}{\hbar} R\right)\right) . \tag{A.21}
\end{equation*}
$$

In this way, using the Born approximation formula, the differential cross section will be:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega^{\prime}}=\frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi^{2} \epsilon_{0}^{2} \hbar^{2} q^{2}}\left[\frac{\sin \left(\frac{q}{\hbar} R\right)}{R}-\frac{q}{\hbar} C i\left(\frac{q}{\hbar} R\right)\right]^{2} \tag{A.22}
\end{equation*}
$$

which integrated gives the total cross section $\sigma_{C M}$ :

$$
\begin{array}{r}
\sigma_{C M}=\int d \Omega^{\prime} \frac{d \sigma}{d \Omega^{\prime}}=\int d \Omega^{\prime} \frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi^{2} \epsilon_{0}^{2} \hbar^{2} q^{2}}\left[\frac{\sin \left(\frac{q}{\hbar} R\right)}{R}-\frac{q}{\hbar} C i\left(\frac{q}{\hbar} R\right)\right]^{2} \\
=\alpha \int d \Omega^{\prime} \frac{1}{\left(2 p_{0} \sin \left(\theta^{\prime} / 2\right)\right)^{2}}\left[\frac{\sin \left(\frac{2 p_{0} \sin \left(\theta^{\prime} / 2\right)}{\hbar} R\right)}{R}-\right. \\
\left.\frac{2 p_{0} \sin \left(\theta^{\prime} / 2\right)}{\hbar} C i\left(\frac{2 p_{0} \sin \left(\theta^{\prime} / 2\right)}{\hbar} R\right)\right]^{2} \\
=2 \pi \alpha \int_{-1}^{1} d\left(\cos \left(\theta^{\prime}\right)\right) \frac{1}{4 p_{0}^{2} \sin ^{2}\left(\theta^{\prime} / 2\right)}\left[\frac{\sin \left(2 \frac{p_{0}}{\hbar} \sin \left(\theta^{\prime} / 2\right) R\right)}{R}\right.  \tag{A.23}\\
\left.-2 \frac{p_{0}}{\hbar} \sin \left(\theta^{\prime} / 2\right) C i\left(2 \frac{p_{0}}{\hbar} \sin \left(\theta^{\prime} / 2\right) R\right)\right]^{2} \\
=\frac{2 \pi \alpha}{4 p_{0}^{2}} \int_{0}^{1} d x 4 x \frac{1}{x^{2}}\left[\frac{\sin (a x)}{R}-\frac{a}{R} x C i(a x)\right]^{2} \\
= \\
p_{0}^{2} R^{2} \int_{0}^{1} d x \frac{[\sin (a x)-a x C i(a x)]^{2}}{x},
\end{array}
$$

where we have defined $\alpha \equiv \frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi^{2} \epsilon_{6}^{2} \hbar^{2}}, a \equiv 2 \frac{p_{0}}{\hbar} R$ and performed the change of variable inside the integral already defined in Eq.(3.57) (see subsection 3.3.1).

Now, the integral appearing in the very last equality of Eq.(A.23) it is very hard to solve analytically, but nonetheless it is possible to solve it numerically. In particular, if we consider the density distribution for the environmental particles to be $S\left(p_{0}\right)=\delta\left(p_{0}-\bar{p}\right)$ (as already discussed below Eq.(3.63)), with $\bar{p}=\sqrt{2 m k_{B} T} \sim 10^{-25} \mathrm{~kg} \frac{\mathrm{~m}}{\mathrm{~s}}$ being the average momentum, we can associate a numerical value to $a$, i.e. $a \equiv 2 \frac{p_{0}}{\hbar} R \sim 10^{31}$.

In this way, we have that $\int_{0}^{1} d x \frac{[\sin (a x)-a x C i(a x)]^{2}}{x} \simeq 0.7$ and the total cross section can be written as:

$$
\begin{equation*}
\sigma_{C M} \simeq 1.4 \times \frac{\pi \alpha}{p_{0}^{2} R^{2}} \sim 5.6 \times \frac{m^{2} d_{1}^{2} d_{2}^{2}}{\pi \epsilon_{0}^{2} \hbar^{2} R^{2} p_{0}^{2}}, \tag{A.24}
\end{equation*}
$$

where we have used $\alpha \equiv \frac{4 m^{2} d_{1}^{2} d_{2}^{2}}{\pi^{2} \epsilon_{0}^{\hbar} h^{2}}$.
It is worth notice that this expression for $\sigma_{C M}$ does not contain the correct momentum dependence $\sigma_{C M}\left(p_{0}\right)$, because also the integral $\int_{0}^{1} d x \frac{[\sin (a x)-a x C i(a x)]^{2}}{x}$ depends on $p_{0}$ through the parameter $a$. We have left the explicit $p_{0}$ dependence outside the integral in

[^10]order to compare the total cross section given by Eq.(A.24) with the one given in section 3.3.1 by Eq.(3.62). In particular, the only difference between this two expressions for $\sigma_{C M}$ lies in the factor 5.6 in the numerator of Eq.(A.24) and the factor $4 \ln \left(4 \frac{p_{0}}{\hbar} R\right)$ in the numerator of Eq.(3.62). Numerically, we have that $4 \ln \left(4 \frac{p_{0}}{\hbar} R\right) \sim 33$, which is only $\sim 6$ times bigger with respect to the term appearing in Eq.(A.24).

Now, because, $\Gamma_{S} \propto \sigma_{C M}$, the approximation made in section 3.3 will give a numerical value for the decoherence rate only $\sim 6$ times bigger than the non-approximated value, which does not influence the order of magnitude for $\Gamma_{S}$. Therefore, we have just proven the validity of such an approximation.
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[^0]:    ${ }^{1}$ The first reporting of the results of the QGEM protocol [14] was in a conference in 2016 [27].

[^1]:    ${ }^{2}$ One can indeed verify that the action on the vacuum $|0\rangle$ of this operator is $\frac{1}{\sqrt{2 E_{k}}}|\mathbf{k}\rangle\langle 0\rangle=\frac{1}{\sqrt{2 E_{k}}}|\mathbf{k}\rangle$. $1=\frac{1}{\sqrt{2 E_{k}}}|\mathbf{k}\rangle$, which is exactly the definition of creation operator.

[^2]:    ${ }^{3}$ Here, $p_{i}$ means $p_{i} \equiv\left|\mathbf{p}_{i}\right|$. The same applies for $k_{i}$ later.

[^3]:    ${ }^{4}$ Again, here $p_{f}^{\prime} \equiv\left|\mathbf{p}_{f}^{\prime}\right|$

[^4]:    ${ }^{5}$ We have also introduced $d_{i} \equiv\left|\mathbf{d}_{i}\right|$ and $r \equiv|\mathbf{r}|$.
    ${ }^{6}$ Notice that this approximation is formally different from the homonym one used in the previous section for the derivation of the Master Equation.

[^5]:    ${ }^{7}$ Knowing that the crystal's density is $\rho \sim 3.5 \times 10^{3} \frac{\mathrm{~kg}}{\mathrm{~m}^{3}}$ (e.g., a nano-crystal), with this value of the radius $R$ we will have a mass of $m=\frac{4}{3} \pi R^{3} \rho \sim 10^{-14} \mathrm{~kg}$.

[^6]:    ${ }^{8}$ The Helium's molar mass is $M_{H e}=0.004 \frac{\mathrm{~kg}}{\mathrm{~mol}}$; this means that its mass is $m_{H e}=\frac{M_{H_{e}}}{N_{A}}=$ $\frac{0.004 \frac{\mathrm{~kg}}{\mathrm{~kg}}}{6.022 \times 10^{23} \mathrm{~mol}^{-1}} \sim 10^{-27} \mathrm{~kg}$.

[^7]:    ${ }^{9}$ This can be easily seen from the expansion of $C i(x)=\gamma+\ln (x)+\sum_{n=1}^{+\infty} \frac{\left(-x^{2}\right)^{n}}{2 n(2 n)!}=\gamma+\ln (x)-\frac{x^{2}}{2 \cdot 2!}+$ $\frac{x^{4}}{4 \cdot 4!}+\ldots$. For $x \rightarrow 0$, one can see that the only terms in the expansion that survive are $\gamma+\ln (x)$, i.e. for small $x$ we have that $C i(x)-\ln (x) \sim \gamma$, which is the reason why the overall limit is 0 .

[^8]:    ${ }^{10}$ Here, $\bar{\theta} \in(0, \pi)$ and $\bar{\phi} \in(0,2 \pi)$

[^9]:    ${ }^{11}$ This limit can be easily computed using de l'Hopital's method.

[^10]:    ${ }^{1}$ Remember that $R$ is considered to be $R \sim 10^{-6} \mathrm{~m}$.

