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ABSTRACT 

Generative Adversarial Networks (GANs) are a class of neural network architectures 

that have been used to generate a wide variety of realistic data, including images, videos, and 

audio. GANs consist of two main components: a generator network, which produces new data, 

and a discriminator network, which attempts to distinguish the generated data from real data. 

The two networks are trained in a competitive manner, with the generator trying to produce 

data that can fool the discriminator, and the discriminator trying to correctly identify the 

generated data. Since their introduction in 2014, GANs have been applied to a wide range of 

tasks, such as image synthesis, image-to-image translation, and text-to-image synthesis. GANs 

have also been used in various fields such as computer vision, natural language processing, and 

speech recognition. Despite their success, GANs have several limitations and challenges, 

including mode collapse, where the generator produces only a limited number of distinct 

samples, and instability during training. Several methods have been proposed to address these 

challenges, including regularization techniques, architectural modifications, and alternative 

training algorithms. Overall, GANs have proven to be a powerful tool for generating realistic 

data, and research on GANs is an active area of study in the field of machine learning. This 

survey paper aims to provide an overview of the GANs architecture and its variants, 

applications and challenges, and the recent developments in GANs. 

 

Keywords: GANs (Generative Adversarial Networks), Generator, Discriminator, Data, 

Network, Function
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CHAPTER 1 

INTRODUCTION 

In AI and machine learning, there are two fundamental methods: supervised learning 

and unsupervised learning. The key distinction between the two methods is made by the titles 

of the two methods, namely, supervised learning and unsupervised learning. The algorithm 

gives in to the intended result. Contrarily, unsupervised learning trains the algorithm on 

unlabelled datasets to find latent patterns in the data that helped it solve grouping or association 

issues. 

Generative Adversarial Networks (GANs) are a class of deep learning models that can generate 

new, previously unseen examples of data. They have been used for a wide variety of tasks, 

including image synthesis, image-to-image translation, and text-to-image synthesis. In this 

survey, we will provide an overview of the current state of research in GANs, including their 

architecture, training techniques, and applications. 

GANs were first introduced by Ian Goodfellow and his colleagues in 2014. The basic idea 

behind GANs is to train two neural networks, a generator, and a discriminator, in an adversarial 

manner. The generator produces new examples of data, and the discriminator tries to determine 

whether each example is real or fake. Through this process, the generator learns to produce 

more realistic examples, and the discriminator learns to better distinguish between real and 

fake examples. The architecture of a GAN typically consists of a generator network and a 

discriminator network. The generator network maps a random noise vector to an example of 

data, while the discriminator network takes an example of data and outputs a probability of 

whether it is real or fake. There are several techniques used to train GANs, including the 

original GAN algorithm, variations such as Wasserstein GANs, and recent advances in training 

stability. Wasserstein GANs, for example, use the Wasserstein distance between the real and 

generated distributions instead of the Jensen-Shannon divergence used in the original GAN 

algorithm. 

GANs have been applied to a wide variety of tasks, including image synthesis, image-to-image 

translation, and text-to-image synthesis. In image synthesis, for example, a GAN can be used 

to generate new images of a particular object or scene, such as faces or landscapes. In image-

to-image translation, a GAN can be used to translate an image from one domain to another, 

such as from a sketch to a photograph. Despite their successes, GANs still have several 
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limitations. One of the main limitations is that GANs can be difficult to train, and are prone to 

mode collapse, where the generator produces only a small subset of the possible outputs. 

Another limitation is that GANs can be sensitive to the choice of architecture and 

hyperparameters. In conclusion, GANs are a powerful class of deep learning models that have 

been used for a wide variety of tasks. They have shown great promise in generating new, 

previously unseen examples of data, but also have several limitations. Future research will 

focus on addressing these limitations and developing new and improved GAN architectures 

and training techniques. Alan Turing established his now-famous Turing Test for artificial 

intelligence in a 1950 article [56] he wrote exploring the idea of a thinking machine. Since 

then, AI has consistently been in the news. Research into artificial intelligence (AI) advanced 

quickly during the past decade. Each year, thousands of AI-related academic papers are 

released to the public. 

Both supervised and unsupervised learning are fundamental methodologies utilised in the fields 

of artificial intelligence and machine learning. Supervised learning, on the other hand, makes 

use of labelled datasets in order to train the classification algorithm, which ultimately results 

in the desired conclusion. This is the crucial distinction that exists between the two methods, 

which is clearly characterised by their names. In contrast, unsupervised learning makes use of 

datasets that have not been labelled in order to train the algorithm. This allows the algorithm 

to identify hidden patterns in the data that assisted it in solving grouping or association issues. 

Supervised learning is still the most popular approach in artificial intelligence and machine 

learning, despite the substantial costs associated in labelling the data. Although unsupervised 

learning has a reduced cost need for datasets, it is not as effective as supervised algorithms in 

the majority of applications. Many scholars have trust in unsupervised learning due to the fact 

that the process of unsupervised learning is comparable to the way in which a human infant 

acquires knowledge. If all went according to plan, a perfect unsupervised learning model would 

be able to grasp the latent relationships in the dataset (like cat photographs) and differentiate 

between them with only a few samples of training data. The most promising approach in 

unsupervised learning is known as the generative model, and it is often based on Markov 

chains, maximum likelihood, and approximation inference. The world was first introduced to 

Generative Adversarial Networks (GAN) [32] by Ian Goodfellow et al. in 2014, and it quickly 

rose to become the most prominent figure in the area of machine learning because to its 

impressive performance on the MNIST and CIFAR-10 benchmarks. This strong model enabled 

many other researchers to move forward in a variety of different areas. When compared to 
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other generating models, such as the Boltzmann machine or the Variational Autoencoder, the 

GAN does not require Markov chains or variational limits, and the design of generative 

functions is subject to just a limited number of constraints [30].  

 

Figure 1.1: 2000-2020 Number of AI Journal Publication: from 2021 Stanford AI Index Report 

[37]. 

This research includes a wide range of GAN architectures in addition to the original GAN 

models as well as the current training GAN models. Some examples of these models include 

vanishing gradient and mode collapse. In addition, this research offers the previously 

appropriate answer that corresponds to many problems as a guideline for those individuals who 

are interested in obtaining a holistic perspective about GANs. 

Even if a substantial amount of research and studies have been conducted to satisfy GAN 

models in a variety of domains, there is still a large amount of room for the assessment of 

GANs. GANs provide a difficult evaluation problem due to the fact that they are implicit 

generative models that lack a model likelihood function [18]. Lucic et al. (2018) noted that 

there are presently no standard processes for systematic evaluation, and they considered that 

quantitative evaluation is the most significant obstacle among all of the possible problems [55]. 

The manual visual fidelity of the obtained findings is used in qualitative assessments, which is 

a process that is both subjective and inefficient when applied to a large number of samples. 

Quantitative procedures, on the other hand, are subjective and open to interpretation, whereas 

quantitative measurements are objective and less influenced by human variables [80]. The third 

chapter provides an overview of a variety of assessment metrics that are often applied in a 

variety of research. The purpose of this study is to investigate the concepts that lie behind the 

assessment methodologies and to get an understanding of the most appropriate contexts in 

which to use the metrics. 
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GAN has many applications across many different fields, and it has achieved a great deal of 

success in the field of computer vision. Some examples of GAN's applications include plausible 

image generation, image to image translation, text to image translation, photo editing, face 

ageing, super-resolution, video prediction, and the generation of three-dimensional objects. 

The general artificial neural network (GAN) has not been as successful in other areas, such as 

natural language processing, synthetic time series, and semantic segmentation; nonetheless, it 

is still in the process of being developed and has a great deal of untapped potential. 

Extensive surveys are carried out in an effort to either demonstrate the viewer uses of GANs 

or explain the trends that is currently occurring. Reference [68] primarily focused on the 

difficulties that the majority of GANs encountered and suggested a new taxonomy to organise 

potential solutions. The link between the various GANs and how they have developed is 

illustrated in Reference [34], which can be found here. In addition, topics such as transfer 

learning and reinforcement learning, two other types of machine learning algorithms, are also 

covered. A taxonomy of GANs based on their architectures and loss functions was provided in 

Reference [75]. The major focus of this taxonomy was on three aspects: 1) generate quality, 2) 

generated diversity, and 3) stable training. The details of GAN variations and how they worked 

were detailed in reference [40], which can be found here. In addition, the framework 

combination of GAN and Autoencoder was analysed, along with the applications it may be 

used for. The article cited in the reference (34), which examines numerous variations of GAN, 

also provides a detailed examination of several applications in other fields. In addition to that, 

we cover the challenges and solutions associated with GAN training. The GANs that are 

employed in computer vision and image classification were the primary topic of discussion in 

the survey [39]. Work [18, 89, and 55] examine traditional assessment measures for the purpose 

of comparing GANs and address questions regarding how these metrics should be evaluated. 

Goodfellow et al. [67] presents a novel architecture for GANs and also proposes some training 

techniques that might be applicable to the framework of GANs. The issue that Wang et al. [75] 

investigated is one that really piques my interest among all of these surveys. This work 

benefited from the classification of the most common variations of GANs, which will assist 

researchers in selecting the appropriate architecture and loss function for a particular job. In 

this study, we will explore the benefits of generative adversarial networks (GANs), as well as 

their limitations and potential enhancements, and offer various milestones of GANs and 

assessment metrics. The majority of the GAN survey studies that are relevant to this study are 
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included below and it presents the list of GAN variations and assessment metrics that were 

looked at for this work.  

Structure of this this paper: 

1. We will present the original GAN and a few key related studies. We'll show how things have 

changed and improved. There will be an introduction to certain GAN applications. 

2. Different assessment metrics for GANs will be discussed and contrasted. 

3. There will be discussion of GAN stabilisation strategies and GAN barriers. 

4. A summary of GAN variations and assessment metrics; talk about upcoming studies in the 

area. 

Summary of reviewed surveys of GANs, evaluations, and techniques. 

1 Generative Adversarial Networks (GANs): Challenges, Solutions, and Future 

Directions [68] ,2021 

2 A Review on Generative Adversarial Nets:  Algorithms, Theory, and Applications 

[34], 2020 

3 Generative Adversarial Networks: A Survey and Taxonomy [75], 2019 

4 What Generative Adversarial Networks and Their Variants Work:  An Overview 

[40], 2019 

5 A Survey on Generative Adversarial Networks [42], 2018 

6 Comparative Study on Generative Adversarial Networks [39] ,2018 

7 Pros and Cons of GAN Evaluation Measures [18] ,2018 

8 An Empirical Study on Evaluation Metrics OF Generative Adversarial 

Networks[80] ,2018 

9 A Survey on Generative Adversarial Networks [17] ,2021 

10 Are GANs Created Equal? A Large-Scale Study [55] ,2017 

11 Improved Techniques for Training GANs [67] ,2017 

12 A Note on The Evaluation of Generative Models [72] ,2016 

Summary of reviewed GAN variants and evaluation methods. 

1  A kernel two-sample test [33] ((MMD)),2012 

2  Generative Adversarial Networks [32] (GAN) ,2014 

3  Conditional Generative Adversarial Nets [60] (CGAN) ,2014 
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4  Deep Generative Image Models using a Laplacian Pyramid of Adversarial      Networks 

[26] (LAPGAN) ,2015 

5 Interpretable Representation Learning by Information Maximizing Generative 

Adversarial Nets[22] (InfoGAN), 2016 

6 Unsupervised Representation Learning with Deep Convolutional Generative 

Adversarial Networks [63](DCGAN), 2016 

7 Improved Techniques for Training GANs [67] IS, 2016 

8 Wasserstein GAN [21] (WGAN) ,2017 

9 Improved Training of Wasserstein GANs [35] (WGAN GP) ,2017 

10 Progressive Growing of GANs for Improved Quality, Stability, and Variation [46] 

(PROGAN), 2017 

11 GANs Trained by a Two Time-Scale Update Rule Converge to a Local Nash 

Equilibrium [38] (FID) 2017 

12 Generative adversarial networks for diverse and limited data [36] (m-IS) , 2017 

13 Are gans created equal?  a large-scale study [56] (Precision, Recall and F1 score), 2017 

14 Assessing generative models via precision and recall [66] (PRD) ,2018 

15 Geometry score:  A method for comparing generative adversarial net-works [48] (GS) 

, 2018 

16 Demystifying MMD GANs [16] (KID), 2018 

17 Self-Attention Generative Adversarial Networks [80] (SAGAN), 2019 

18 Large Scale GAN Training for High Fidelity Natural Image Synthesis [20] (BigGAN), 

2019 

19 A Style-Based Generator Architecture for Generative Adversarial Networks [47] 

(StyleGAN), 2019 

20 Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks 

[83] (CycleGAN)2020 

21 Designing Two-Dimensional Local Attention Mechanisms for Generative Models 

citedaras2020your. (YLGAN) , 2020 
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CHAPTER 2 

GENERATIVE ADVERSARIAL NETWORKS AND RELATIVE STUDIES 

2.1 Autoencoder 

Autoencoder is a type of deep learning neural network architecture used for unsupervised 

learning. It consists of two main parts: an encoder and a decoder. The encoder compresses the 

input data into a lower-dimensional representation, known as the encoding, which captures the 

essential features of the input. The decoder then uses this encoding to reconstruct the original 

input. The goal of the autoencoder is to learn the mapping between the input and its 

reconstructed output such that the difference between the original input and the reconstructed 

output is minimized. This is done by training the network with the input data and updating the 

weights of the network to reduce the reconstruction error. Autoencoders have a variety of 

applications, including dimensionality reduction, denoising, and generation of new data. They 

are also commonly used as building blocks for more complex deep learning models, such as 

Variational Autoencoders and Generative Adversarial Networks. 

 

Figure 2.1: Autoencoder structure. 

In 1955, Hinton et al. presented the concept of autoencoder, which has since been studied for 

decades. Next, Nonlinear Principal Component Analysis [52] was presented by Mark A. 

Kramer. Its primary purpose is to discover and eliminate nonlinear connections in data so that 

the dimensionality of the data may be reduced by excluding superfluous details. The Encoder 

networks (input layer) and Decoder networks (output layer) of a conventional Autoencoder use 

feedforward neural networks to perform their functions (output layer). Figure 2.1 depicts the 

finished construction. This latent representation, sometimes called a bottleneck, is created 
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when the encoder reduces the high-dimensional input data to its smallest possible size. The 

decoder makes an effort to learn how to accurately recreate the bottleneck from the original 

input data. In Autoencoder, the reconstruct loss is quantified by calculating the L2-norm of the 

Euclidean distance between neighbouring pixels.   

                                        Reconstruct Loss = ||Input − Reconstruct Output|| 2 

Unlike typical compression techniques, the encoder is not reducing data size. In contrast to 

principal component analysis, the encoder may pick up on nonlinear associations as well as 

linear ones. In a perfect world, an encoder would be able to figure out the input's hidden 

characteristics. The AE has overfitting issues when trying to reconstruct output from input, and 

the latent characteristics are often erratic, making it unsuitable for generating new data. 

Denoising and dimension reduction are two of Autoencoder's most well-known uses. The 

structure of the Variational Autoencoder [50] is strikingly similar to that of the Autoencoder. 

While AE can only recover data, VAE may regularise the latent representation and create new 

data. 

2.2   Variational Autoencoder (VAE) 

A Variational Autoencoder (VAE) is a type of deep learning model that combines the 

concepts of autoencoders and variational inference. An autoencoder is a neural network that 

learns to reconstruct its input, whereas variational inference is a statistical method for 

approximating complex distributions [78]. The key idea behind a VAE is to introduce a latent 

variable, or encoding, into the autoencoder architecture. The encoder network takes in an input, 

x, and maps it to a lower dimensional representation, z, in the latent space. The decoder network 

then takes this encoding and maps it back to the original input space. 

 

Figure 2.2: Variational Autoencoder Structure 
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The crucial difference between a traditional autoencoder and a VAE is the addition of a 

probabilistic interpretation of the encoding, z. In a VAE, the encoding is treated as a random 

variable with a prior distribution. 

 

Figure 2.3: Simple Vs Variational Autoencoder 

The encoder network then learns the parameters of a posterior distribution that describes the 

relationship between the input and the encoding. The objective of the VAE is to maximize the 

likelihood of the observed data, x, given the encoding, z, while ensuring that the encoding is 

representative of the underlying data distribution. This is achieved through the use of a 

variational lower bound, which balances the reconstruction error of the autoencoder and the 

KL-divergence between the prior and posterior distributions. VAEs are commonly used in 

generative modelling, where they can be trained to generate new data samples that are similar 

to the original training data. This is accomplished by sampling from the prior distribution in 

the latent space and then passing the encoding through the decoder network to obtain a 

reconstructed sample in the original space. Overall, Variational Autoencoders provide a 

powerful and flexible framework for deep generative models, allowing for the exploration and 

manipulation of complex, high-dimensional data distributions. 

The structure of Variational Autoencoder [50] is very similar to Autoencoder. Unlike AE, 

which focuses on data reconstruction, VAE may regularise the latent representation and 

provide novel data. The VAE encoded the latent qualities as a probability distribution, whereas 

the Autoencoder assigned deterministic values to the latent variables (stored two parameters: 

mean and variance of Gaussian distribution). The data we utilise (x) is fed into a model with a 

latent variable (z). Bayesian formula allows us to compute the latent distribution p(z|x) and 

obtain p (x). However, obtaining p is often computationally difficult (x). For this reason, we 
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must use a substitute distribution q to stand in for the true one. We then use the Kullback-

Leibler divergence to quantify the gap between the two distributions and search for the smallest 

possible value. The following is a representation of the loss function: 

                                                           (2.1) 

2.3   Generative Adversarial Networks (GAN) 

Generative Adversarial Networks (GANs) are a class of deep learning models that are 

capable of generating new, previously unseen examples of data. They have been used for a 

wide variety of tasks, including image synthesis, image-to-image translation, and text-to-image 

synthesis. In this survey, we will provide an overview of the current state of research in GANs, 

including their architecture, training techniques, and applications. GANs were first introduced 

by Ian Goodfellow and his colleagues in 2014. The basic idea behind GANs is to train two 

neural networks, a generator and a discriminator, in an adversarial manner. The generator 

produces new examples of data, and the discriminator tries to determine whether each example 

is real or fake. Through this process, the generator learns to produce more realistic examples, 

and the discriminator learns to better distinguish between real and fake examples. The 

architecture of a GAN typically consists of a generator network and a discriminator network. 

The generator network maps a random noise vector to an example of data, while the 

discriminator network takes an example of data and outputs a probability of whether it is real 

or fake. There are several techniques used to train GANs, including the original GAN 

algorithm, variations such as Wasserstein GANs, and recent advances in training stability. 

Wasserstein GANs, for example, use the Wasserstein distance between the real and generated 

distributions instead of the Jensen-Shannon divergence used in the original GAN algorithm. 

GANs have been applied to a wide variety of tasks, including image synthesis, image-to-image 

translation, and text-to-image synthesis. In image synthesis, for example, a GAN can be used 

to generate new images of a particular object or scene, such as faces or landscapes. In image-

to-image translation, a GAN can be used to translate an image from one domain to another, 

such as from a sketch to a photograph. 
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Figure 2.4: Generative Adversarial Network Structure 

Despite their successes, GANs still have several limitations. One of the main limitations is that 

GANs can be difficult to train, and are prone to mode collapse, where the generator produces 

only a small subset of the possible outputs. Another limitation is that GANs can be sensitive to 

the choice of architecture and hyperparameters [78]. 

Generative adversarial networks (GAN) have gained popularity in the disciplines of 

machine learning, computer vision, and related areas since its introduction by Goodfellow- low 

et al. in 2014 [32]. Two components, a generator G and a discriminator D, make up the 

Generative Adversarial Networks, a zero-sum game. To trick the discriminator, the generator 

must accurately reproduce the training data's underlying distribution. The discriminator's task 

is to determine if its input comes from the training data or the output data. In this adversarial 

system, both G and D are taught at the same time, with the latter attempting to maximise the 

former based on the objective statement below. 

(2.2) 

 

where the pdata variable contains the actual data and the pz variable contains the data that was 

created. If all goes according to plan, we will end up with a generator that is able to create data 

that is so lifelike that neither the discriminator nor a person could tell them apart. 

As was covered in the first chapter of this book, GAN training is difficult due to the fact that 

GAN is based on a zero-sum game and therefore requires a generator and a discriminator to 
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establish Nash equilibrium in order to converge. The most typical problem that arises when 

training a GAN is referred to as mode collapse, and it is brought on because the generator tends 

to have trouble learning the underlying distribution of the dataset well. The model will not 

converge if the discriminator gets to the point where it is so powerful that the vanishing gradient 

of the generator. [29, 51] Are only two of the many publications that have been written on the 

subject of the controversy surrounding GAN training. The distance between the real data 

distribution and the produced data distribution has to be measured in order to evaluate a GAN. 

Because it is hard to precisely predict the true data distribution (otherwise, all AI issues would 

be straightforward to answer), it might be difficult to determine which model is superior to the 

others. 

2.4   Adversarial Autoencoder (AAE) 

Adversarial Autoencoder (AAE) is a generative deep learning model that combines 

autoencoder architecture with adversarial training. Autoencoders are neural networks designed 

to learn a compact representation of the input data in an unsupervised manner, while adversarial 

training involves using a discriminator network to distinguish between the generated and real 

samples. In the case of AAE, the autoencoder is used to learn a compact representation of the 

input data, while the discriminator network is used to ensure that the generated samples are 

indistinguishable from the real samples. The autoencoder is trained to reconstruct the input data 

from the compact representation, while the discriminator is trained to distinguish between the 

real and generated samples. The discriminator network serves as a regularizer for the 

autoencoder, ensuring that the learned representation is not only compact but also meaningful. 

The architecture of an AAE consists of three parts: the encoder network, the decoder 

 

Figure 2.5: Adversarial Autoencoder Structure 
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network, and the discriminator network. The encoder network takes the input data and maps it 

to a low-dimensional representation, known as the code. The decoder network takes the code 

and maps it back to the original input data. The discriminator network takes the code and 

classifies it as either real or generated. The training process of an AAE involves two objectives. 

The first objective is to train the autoencoder to reconstruct the input data from the code, while 

the second objective is to train the discriminator to distinguish between the real and generated 

codes. The two objectives are in conflict with each other, as the autoencoder tries to generate 

codes that look like real codes, while the discriminator tries to distinguish between the real and 

generated codes. In conclusion, Adversarial Autoencoder is a generative deep learning model 

that combines autoencoder architecture with adversarial training. It uses the autoencoder to 

learn a compact and meaningful representation of the input data, while the discriminator 

network serves as a regularizer to ensure that the generated samples are indistinguishable from 

the real samples. This approach results in a more robust and generalizable representation 

compared to traditional autoencoders. 

In many ways, the Adversarial Autoencoder [57] is conceptually analogous to the Variational 

Autoencoder. In order to regularise the latent representation, the AAE makes use of adversarial 

loss derived from the GAN, whereas the VAE makes use of KL divergence. The encoder 

functions similarly to a generator, producing fictitious data 

 

 

Figure 2.6: Comparison between AAE and VAE on MNIST. The hidden layer z represent 

image for compare: (a)(c) 2-D Gaussian. (b)(d) a mixture of 10 2-D Gaussians. (e). AAE 

generates sample [57]. 
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 in an effort to trick the discriminator. In addition, the discriminator will be able to tell the 

difference between the input that was created by the encoder (false data) and the input that was 

generated by the previous input distribution p(z) (real data). The author of the first study ran a 

number of comparison experiments between AAE and VAE in the original paper. When it 

comes to matching a two-dimensional Gaussian distribution to a mixture of ten two-

dimensional Gaussian distributions on the MINST dataset, the results shown in Figure 2.6 show 

that the AAE is able to create a more underlying representation than the VAE does. The 

capabilities of the Adversarial Autoencoder might be expanded to include semi-supervised and 

unsupervised settings, with impressive outcomes possible in each case. Anomaly detection, 

which was first presented by Samet Akcay et al. [10], has been one of the most common 

applications of AAE in recent years. 

2.5   Conditional GAN (CGAN) 

Conditional GAN (Generative Adversarial Network) is a variant of the traditional GAN 

architecture that allows the generation of images conditioned on class labels or any other 

information. The generator network in a conditional GAN is trained to generate images that 

correspond to specific class labels or conditions provided as input. The discriminator network 

is trained to distinguish between the generated images and the real images, but it also receives 

the same condition information as input. In a conditional GAN, the generator takes both a 

random noise vector and a condition as input, and generates an image that corresponds to the 

provided condition. The discriminator receives both the image and the condition as input and 

outputs a scalar that indicates whether the image is real or fake. The objective of the GAN is 

to train the generator to produce images that are indistinguishable from real images by the 

discriminator, while also training the discriminator to correctly classify the generated images 

as fake. 

Conditional GANs have been used for various applications such as generating images of 

specific objects, synthesizing realistic images for data augmentation, and generating images 

from text descriptions. The use of condition information allows for the generation of high-

quality images that are more controllable compared to traditional GANs. Conditional GAN is 

a sort of GAN that was introduced by Mehdi Mirza and Simon Osindero in 2014 [60]. It is 

distinguished by the fact that it makes use of the conditional setting. Every single GAN might 

be converted into a conditional model, in which the output of both the generator and the 

discriminator is dependent on some type of auxiliary information y. (such as class labels or 

data). 
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Figure 2.7: Structure of a Conditional GAN. 

Figure 2.7 displays a basic CGAN structure. The preceding graphic demonstrates that the 

generator was responsible for subsequent processing of the new information after it had been 

first associated with latent space. In addition to that, the process of discrimination in the 

discriminator makes use of extra information. The structure of the Conditional GAN is simply 

an expansion of the structure of the vanilla GAN, and we can also see that the objective function 

that is shown below is very similar to the objective function that is shown for the vanilla GAN, 

with the exception that all of the data distributions are conditioned on the value of y. 

                     (2.3) 

2.6   LapGAN 

 LapGAN (Laplacian Generative Adversarial Networks) is a type of Generative 

Adversarial Network (GAN) that generates images by utilizing the Laplacian Pyramid 

Convolutional Neural Network (Lap-CNN) structure. LapGAN is a combination of GAN and 

Laplacian Pyramid that enables the network to learn the features at different scales and generate 

high-resolution images. In traditional GANs, the generator generates an image and the 

discriminator evaluates the image to see if it is real or fake. In LapGAN, the generator generates 

the image in the Lap-CNN structure and the discriminator uses the Laplacian Pyramid to 

evaluate the image in different scales. The Laplacian Pyramid is a multi-scale representation 
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of an image, which allows the LapGAN to focus on different levels of details in the image. 

LapGAN operates in two stages: training and generation. In the training stage, the LapGAN is 

trained on a dataset of real images. The generator uses the Lap-CNN structure to generate fake 

images, and the discriminator evaluates the images to determine if they are real or fake. The 

generator and discriminator are trained using the adversarial loss function. The training process 

continues until the generator is able to produce high-resolution images that can fool the 

discriminator. In the generation stage, the trained LapGAN generates new images by starting 

from a random noise vector. The generator uses the Lap-CNN structure to transform the 

random noise into a high-resolution image, which is then evaluated by the discriminator. The 

generated images are compared to the real images in the dataset to evaluate the quality of the 

generated images. 

LapGAN has several advantages over traditional GANs. Firstly, it generates high-resolution 

images by utilizing the multi-scale representation of the Laplacian Pyramid. Secondly, it is 

capable of generating images that have a high level of detail, as it focuses on different levels 

of details in the image. Thirdly, LapGAN is more computationally efficient compared to 

traditional GANs, as it uses a smaller number of parameters. In conclusion, LapGAN is a 

promising tool for generating high-resolution images. It combines the strengths of GANs and 

Laplacian Pyramid to generate images that have a high level of detail and quality.  

In 2015, researchers from New York University and the Facebook AI Research (FAIR) team 

came up with the idea for the Laplacian pyramid of Adversarial Networks (LAPGAN) [26]. 

They produced a more powerful variation of the GAN by integrating the Laplacian pyramid 

[12] representation with CGAN. This variant of the GAN was able to create pictures that were 

more realistic than the original GAN. The Laplacian pyramid is a linear representation that may 

be inverted at numerous different scales. The following are the two basic steps involved in LP. 

1. Creating a new image d(I) with a size that is half that of the original one requires first 

smoothing the original picture I by convolving it with a low-pass filter (such as the 

Gaussian filter), and then down sampling (operation d(.)) it by two to generate the new 

image. 

2. Up sampling (operation u(.)) the new picture d(I) by inserting zeros into each row and 

column, and then passing it through the same filter, will produce an expanded image 

u(I) with the same dimensions as the first one. Last but not least, we have two pictures 
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taken from neighboring levels that have been subtracted one pixel at a time to produce 

the detail image L(I) provided by 

                                                       L(I) = I − u(I)                                                (2.4) 

The procedures described above can be carried out in a recursive manner an infinite number of 

times, K, to produce a picture of extremely modest proportions (leq8.8). The following table 

lists the values for the coefficient h at each level k of the Laplacian pyramid: 

                                       h k=L k(I)= Ik− u(Ik+1)                                (2.5) 

In order to reconstruct the LP, you must first invert the procedures described above and then 

extract the detailed picture from its higher level using the formula: 

                                               Ik=u(Ik+1)+h k                                              (2.6) 

The image with its full resolution may be recovered once the image h has been upsampled 

many times and added to neighboring images with a finer degree of detail. 

Sampling and training are the two distinct components that make up LAPGAN. The 

LAPGAN sampling process involves training a collection of generative convert models (G0–

GK) on the CGAN in order to provide an accurate representation of the LP coefficients hk at 

each level. The 2.6th equation will be rewritten as shown below. 

                            (2.7) 

 

Figure 2.8: Sampling procedure: upsampling(green), conditioning 

variable(orange). Image from [26]. 

At the final level GK, IK+1 is reduced to zero in order to produce a residual picture 

IK by the application of the noise vector zK = GK (zK ). Figure 2.8 depicted a 

sampling technique that took advantage of four generative models with the K 

parameter set to three in order to sample a 64 x 64 picture. The discriminator Dk 
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always takes hk, hk, and lk as inputs when it is being trained. This is part of the 

training method. Whereas lk is input into the generator Gk in order to generate either 

a genuine or a created sample hk with an equal chance of occurrence.  

 

 

Figure 2.9: LAPGAN training procedure: downsampling(red), upsampling(green), real 

case(blue), generated case(magenta). Image from [26]. Figure 2.8 depicted a four-

level Laplacian pyramid training process, which began with a 64 x 64 picture and 

culminated in an 8 x 8 image. The key concept of LAPGAN is to separate the 

generation into a series of subsequent refinements, with the goal of preventing 

overfitting by allowing each pyramid to be trained in isolation. Experiments carried 

out by LAPGAN on the CIFAR-10, STL, and LSUN datasets showed that both models 

obtained much greater log-likelihood than the vanilla GAN. In addition, there were 15 

human volunteers who took part in the studies, and they correctly identified around 

40% of the LAPGAN-generated samples as the genuine photograph. 

2.7    Information Maximizing GAN(InfoGAN) 

InfoGAN is a type of generative adversarial network (GAN) that aims to 

maximize the information about the factors of variation in the data, as opposed to only 

trying to generate realistic samples. InfoGAN does this by adding an auxiliary task to 

the standard GAN architecture to encourage the generator to produce outputs that are 

interpretable with respect to specific latent factors. By doing so, InfoGAN can 

discover and exploit the disentangled structure in the data, allowing the generator to 

generate data that can be modified along specific dimensions, such as style, class, or 

even continuous attributes. 
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Figure 2.10: InfoGAN structure. 

Information Maximizing GAN (InfoGAN) is a type of Generative Adversarial 

Network (GAN) that aims to disentangle the underlying factors of variation in the data 

by maximizing the mutual information between a subset of the latent code and the 

generated samples. In a traditional GAN, the generator and discriminator networks 

learn to generate and distinguish synthetic images from real images, respectively. The 

generator network takes a random noise vector as input and maps it to a synthetic 

image. The discriminator network takes both synthetic and real images as input and 

outputs a scalar indicating the probability that the image is real. 

In InfoGAN, the random noise vector is split into two parts: a structured part and a 

non-structured part. The structured part is called the latent code, and it consists of a 

subset of the noise variables that control the specific factors of variation in the data. 

The non-structured part is a random noise that adds variability to the generated images. 

The goal of InfoGAN is to maximize the mutual information between the latent code 

and the generated images.The InfoGAN architecture consists of the generator network, 

discriminator network, and an additional network called the Q-network. The Q-

network maps the generated images to the latent code values and estimates their 

distributions. The Q-network is trained to maximize the mutual information between 

the latent code and the generated images.  In summary, InfoGAN aims to learn 

interpretable representations of the data by maximizing the mutual information 

between a subset of the latent code and the generated samples. The InfoGAN 
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architecture consists of the generator, discriminator, and Q-network, and it can be used 

for various tasks such as image generation, representation learning, and control.  

InfoGAN [13] was developed by Xi Chen and his colleagues in 2016, and it is an 

extension of the vanilla GAN that is based on information theory. In addition to the 

random noise Z, they suggested using a generator for the latent code C as another 

additional input. Thus the generator output becomes G(z,c) (z,c). Where the capital 

letter C is aimed towards the structured aspects of the genuine data distribution. In 

order to prevent the generator from ignoring the new information by discovering that 

PG(x c) = PG(x), there has to be a high level of mutual knowledge between c and 

G(z,c). As a result, the cost function of CGAN may be reformed as shown in the 

following example. 

                                               (2.8) 

It may be challenging to maximise the mutual information I(c ; G(z,c)) due to the fact 

that the posterior distribution P (c|x) is sometimes difficult to get. In order to make an 

approximation of the posterior distribution P (c|x), an auxiliary classifier called Q is 

constructed. With the exception of the output layer, the Q and the discriminator share 

all of the layers. Through the use of the approach of variational information 

maximisation, a lower bound for the mutual information known as LI (G,Q) is 

determined; hence, the equation 2.8 may be expressed as follows.  

                                           (2.9) 

This unsupervised variation of the GAN can learn interpretable representations of the 

datasets it is given, and it is not too difficult to train it.  

2.8   Deep Convolution GAN (DCGANs) 

Deep Convolutional Generative Adversarial Networks (DCGANs) are a  type of 

Generative Adversarial Networks (GANs) that use convolutional neural networks for 

generating new images. The architecture of DCGANs is designed to address the 

challenges faced by traditional GANs in generating high-quality images. DCGANs 

consist of two neural networks – the generator and the discriminator. The generator 

network is responsible for creating new images, while the discriminator network 
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evaluates the authenticity of the generated images. The generator network in DCGANs 

consists of a series of deconvolutional layers, batch normalization layers, and ReLU 

activation layers. The input to the generator is a random noise vector, which is fed 

through the network and transformed into an image. The output of the generator is a 

generated image, which is then fed into the discriminator network.  

The discriminator network in DCGANs consists of a series of convolutional layers, 

batch normalization layers, and ReLU activation layers. The input to the discriminator 

is either a real image or a generated image from the generator network. The output of 

the discriminator is a prediction of whether the input image is real or fake. The two 

networks are trained simultaneously in a zero-sum game framework, where the goal 

of the generator is to produce images that the discriminator cannot distinguish from 

real images, and the goal of the discriminator is to correctly identify fake images 

generated by the generator. The training process involves updating the weights of the 

generator and discriminator networks based on the output of the discriminator.  

DCGANs have been found to be effective in generating high-quality images that are 

almost indistinguishable from real images. This has led to their use in a variety of 

applications, including image generation, image editing, and image super-resolution. 

Deep Convolutional GAN was first presented by Alec Radford and colleagues [63] in 

the year 2015, and its introduction is widely regarded as an important milestone in the 

history of GAN. The author suggested that a Multi-layer Perceptron (MLP) structure 

be replaced with a Convolutional Neural Network (CNN) structure in GANs in order 

to construct a more stable architecture for training and obtain outstanding picture 

creation performance. This was done in order to achieve these goals. In addition to it, 

a number of different methods have been suggested as potential solutions to stabilise 

the training process. 

• In both the generator and the discriminator, replace the spatial pooling layer 

with strided convolutions. This will allow the generator and the discriminator 

to learn their own spatial downsampling.  

• Applying the Batch Normalization technique, which might normalise layer 

inputs to have zero mean and unit variance, on both the generator and the 

discriminator is a good idea. 
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• The Tanh function is used in the output layer of the generator, whereas the 

Rectified Linear Units (ReLU) activation is used in the other levels. 

LeakyReLU activation is utilised across all layers in Discriminator.  

Following the publication of DCGAN, the majority of newly developed GANs 

pertaining to image processing began utilising the same design in the generator and 

using DCGAN as a baseline. 

2.9   Wasserstein Generative Adversarial Network (WGAN) 

Wasserstein Generative Adversarial Network (WGAN) is a type of generative 

adversarial network (GAN) that uses the Wasserstein distance metric to measure the 

difference between the generated and real data distributions. This distance metric is 

more stable compared to the traditional GAN, where the Jensen-Shannon (JS) 

divergence is used as the loss function. GAN was introduced to address the instability 

problems that arise in GANs when using the JS divergence as a loss function. These 

instability problems manifest in the form of mode collapse, where the generator only 

produces a limited number of different outputs, and difficulty in convergence, where 

the generator and discriminator become stuck in a never-ending loop of improved 

accuracy. The WGAN solves these problems by using the Wasserstein distance metric, 

which measures the earth mover's distance between two distributions. This metric 

measures the amount of work needed to transform one distribution into the other. The 

Wasserstein distance is calculated as the infimum (minimum) of the expected value of 

the cost of moving all the mass from one distribution to another.  

The WGAN architecture is similar to that of a traditional GAN. The generator network 

takes a random noise vector as input and generates a sample of the target data 

distribution. The discriminator network takes both real and generated samples as 

inputs and outputs a probability value that indicates the authenticity of the sample. 

The loss function used in the WGAN is the Wasserstein distance between the real and 

generated data distributions. This loss function is calculated using the earth mover's 

distance, which is estimated using a criterion called the Kantorovich-Rubinstein 

duality. The loss function is optimized using the gradient descent algorithm. In 

conclusion, the Wasserstein GAN is a type of GAN that uses the Wasserstein distance 

metric to measure the difference between the generated and real data distributions. 
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The WGAN architecture is similar to that of a traditional GAN, but the loss function 

is more stable, resulting in better convergence and more diverse output.  

Martin Arjovsky and colleagues [12] offered to utilise Earth-Mover (EM) or 

Wasserstein-1 Distance as a replacement for the original cost function. This would 

mean that the discriminator would no longer be used as a binary classifier to evaluate 

whether the input was phoney or real. The following is the definition of the EM 

distance: 

(2.10) 

where the notation (Pr,Pg) designates the sets of all joint distributions (x,y) whose 

marginals are, respectively, Pr and Pg. The inf (infimum) is notoriously difficult to 

solve. Because of this, the Kantorovich-Rubinstein duality [74] may be utilised to 

reformulate the aforementioned function to:  

(2.11) 

where sup upper bound over all the 1-Lipschitz function. Continuous and differentiable, the 

EM distance may be used to assess the degree to which two distributions, in which there is 

either no or just a very small amount of overlap, differ from one another (gradient is zero). In 

this tricky zero-sum game, the generator may be adequately taught even if the discriminator 

always comes out on top. This has the potential to alleviate the vanishing gradients problem 

that arises during GAN training and improve learning stability. 

2.10   Wasserstein GAN with Gradient Penalty (WGAN-GP) 

Wasserstein Generative Adversarial Network with Gradient Penalty (WGAN-GP) is a variant 

of the traditional Generative Adversarial Network (GAN) that uses a new loss function to 

stabilize the training process and generate high-quality samples.WGAN-GP is based on the 

Wasserstein distance, which is a measure of the difference between two probability 

distributions. Unlike the traditional GAN loss function, which is based on cross-entropy, the 

Wasserstein distance is easier to optimize, leading to a more stable and effective training 

process. The WGAN-GP algorithm consists of two main components: a generator network and 

a discriminator network. The generator network creates fake samples, while the discriminator 
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network attempts to distinguish between real and fake samples. The two networks are trained 

in a minimax fashion, where the generator tries to create samples that fool the discriminator, 

and the discriminator tries to correctly classify the samples. 

In the WGAN-GP algorithm, the discriminator network is trained to approximate the 

Wasserstein distance between the real and fake distributions. To ensure that the generator 

creates high-quality samples, a gradient penalty term is added to the loss function to encourage 

the discriminator to be differentiable and avoid mode collapse. The gradient penalty term 

measures the gradient norm of the discriminator network and penalizes it if it becomes too 

steep, leading to poor generalization and poor sample quality. This term helps to keep the 

generator and discriminator networks in a balanced state, leading to a stable and effective 

training process. 

Overall, WGAN-GP is a promising alternative to traditional GANs, as it can lead to better 

sample quality and stability. It is also more computationally efficient than other variants of 

GANs, making it a popular choice for many applications. 

Despite the fact that WGAN exhibited considerable increases in stability during GAN training, 

it is still possible for it to fail to converge because of its weight clipping on the critic 

(discriminator). In order to make sure that the Lipschitz requirement is followed, Gulrajani and 

colleagues [35] suggested including a gradient penalty in the original critic loss function. The 

goal is as follows: 

(2.12) 

When the random samples are represented by xˆ ∼ P (ˆx). When compared to WGAN, WGAN-

GP is more stable and has the potential to converge quicker on ImageNet, LSUN, and CIFAR-

10 datasets thanks to the use of Adam hyperparameters. 

2.11 Progressive Growing of GANs (PROGAN) 

Progressive Growing of Generative Adversarial Networks (PROGAN) is a deep learning 

architecture that was introduced to generate high-quality synthetic images. It is a type of 

Generative Adversarial Network (GAN) that allows the generator and discriminator networks 

to grow progressively in complexity during the training process.In traditional GANs, the 

generator and discriminator networks have a fixed architecture and are trained simultaneously. 
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This can lead to instability in the training process and can result in poor quality images. 

PROGAN addresses this issue by starting with a very simple generator and discriminator, and 

gradually increasing the complexity of these networks over time. 

The progressive growing process in PROGAN can be divided into several stages: 

• Start with low-resolution images: The first stage of training begins with very low-

resolution images, such as 4x4 or 8x8 pixels. This makes it easier to train the networks 

and to avoid overfitting. 

• Grow the generator and discriminator: As the training progresses, the complexity of the 

generator and discriminator networks is gradually increased by adding more layers and 

neurons. This process is repeated until the desired image resolution is reached. 

• Fine-tuning: After the desired resolution is reached, the generator and discriminator 

networks are fine-tuned to improve their performance. 

• Synthesize high-resolution images: Finally, the trained networks can be used to 

generate high-resolution synthetic images. 

One of the key benefits of PROGAN is that it allows the generator and discriminator to be 

trained in a stable and controlled manner. This results in the generation of high-quality images 

that are indistinguishable from real images. Additionally, the progressive growing process 

enables the networks to learn a hierarchy of features, from simple edge and texture patterns at 

lower resolutions to complex object shapes and structures at higher resolutions. Overall, 

PROGAN is a promising technique for generating high quality synthetic images and has been 

used in various applications such as computer vision, gaming, and video production.The 

DCGAN was able to attain a certain amount of success in the creation of huge size images. 

However, it is still lacking in terms of its capacity to generate images with a high quality. The 

reason for this is because if the resolution is good enough, the discriminator will be able to 

distinguish the artificially created image from a real one with ease. In addition to this, because 

of this, there would be an increased likelihood of mode collapse occurring while training with 

high-resolution samples. In 2018, the NVIDIA team led by Kerras et al. announced PROGAN 

[46], an algorithm that could create images with a resolution of 1024 by 1024 while still 

requiring less time for training (in terms of time). The Laplacian pyramid was utilised to handle 

the dataset in the optimal implementation of PROGAN. This allowed for the training of the 

generator and discriminator to begin at a lower resolution (4 x 4). After a compelling result 
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was obtained in the previous level of training, the resolution was increased to begin a new cycle 

of practice in the following level. 

 

Figure 2.11: Sample of PROGAN training steps. Image from [46]. 

This allowed for the training of the generator and discriminator to begin at a lower resolution 

(4 x 4). After a compelling result was obtained in the previous level of training, the resolution 

was increased to begin a new cycle of practice in the following level. In the meanwhile, the 

weights from the previous level will be preserved, but they will not be locked. In addition, a 

new weight that varies linearly from 0 to 1 is introduced in order to fade the transition to the 

new layer in networks in a seamless manner. Figure provides an instance of this training 

approach. In this fashion, the networks will continue to add a new layer with resolution that is 

twice as high until they meet the output size objective. The PROGAN models were trained on 

the CIFAR-10 dataset (image size 32 31), the LSUN dataset (image size 256 256), and the 

CelebA-HQ dataset (image size 1024 1024), using the loss function of the WGAN-GP. Only 

pixelwise normalization was implemented on the generator while the training procedure was 

being carried out. The introduction of several methods that do not rely on any specific loss 

function to improve the training stability and substantially decrease the training time of GAN 

by anywhere from two to six times faster, depending on the final output resolution, is a 

milestone in the history of GAN. These methods were introduced by PROGAN.  

2.12   Self-Attention GAN (SAGAN) 

Self-Attention Generative Adversarial Network (SAGAN) is a type of Generative Adversarial 

Network (GAN) that was introduced in 2018. SAGAN is an improvement over traditional 

GANs in terms of generating high-quality images and preserving fine details. It accomplishes 

this by incorporating self-attention mechanisms into the generator and discriminator network. 
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A self-attention mechanism refers to the ability of the network to focus on specific parts of an 

image and adjust the weights of the neurons in those parts accordingly. This allows the network 

to pay more attention to important details in the image and produce more realistic outputs. The 

generator in a SAGAN network consists of multiple self-attention blocks that are interleaved 

with traditional convolutional layers. The self-attention blocks take the feature map from the 

previous layer as input and apply self-attention mechanisms to generate a new feature map. 

The generator also uses a residual connection, where the input feature map is directly added to 

the output feature map, to preserve fine details in the image. The discriminator network in a 

SAGAN network also uses self-attention mechanisms to evaluate the realism of the generated 

image. The discriminator network consists of multiple self-attention blocks that are interleaved 

with traditional convolutional layers. The self-attention mechanisms in a SAGAN network are 

trained to attend to different regions of the image depending on the task at hand. During 

training, the generator network is trained to generate images that fool the discriminator network 

into thinking that they are real, while the discriminator network is trained to distinguish real 

images from fake ones. 

In conclusion, SAGAN is a powerful GAN architecture that has shown great promise in 

generating high-quality images. The use of self-attention mechanisms allows the network to 

focus on specific parts of the image and adjust the weights of the neurons in those parts, 

accordingly, leading to better image quality and preservation of fine details. 

The conventional CNN-based GANs frequently struggle when it comes to capturing structural 

patterns or trivial feature alterations (for example, human faces with the eyes and nose in the 

incorrect positions), and they also find it challenging to learn from multi-class data. The Self-

Attention model [14] is similar to the Attention model in that it shares fundamental ideas and 

the majority of its mathematical techniques. It is an attention module that was created to 

associate complimentary characteristics across vast distances in a sample, which can assist the 

generator in producing a picture with finer and more realistic detail. 

Zhang, Metaxas, and others [80] came up with the idea for the SAGAN, which incorporated a 

Self-Attention mechanism into the Convolutional GAN model. This was done in order to 

facilitate the learning of dependencies that cut across spatial regions of an image without 

compromising the computational or statistical efficacy of CNNs. The non-local neural network 

was modified to function as an attention module in both the generator and the discriminator in 
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order to assist in capturing the global discrepancies and correlations that exist between any 

particular pixel and other places.  

 

Figure 2.12: Self-Attention module of SAGAN. Image from [80]. 

Figure 2.12 provides a visual representation of the operational procedure of an attention 

module. Initially, the preprocessed image characteristics X (size Channels Width Height) were 

split, with the help of a notion from the Transformer [15], into three different feature spaces. 

These feature spaces were as follows: Key f (x) = Wf X, Query g(x) = Wg X, and Value h(x) = 

WhX. After then, the Key and Query were used to create an attention map with a dimension of 

N by N, where N represents the width times the height. 

(2.13) 

                                           (2.14) 

In the equation that was just presented, the value of the parameter βi,j indicates the degree to 

which the model should pay attention to a specific location within the matrix. The column 

vector o represents the output of the attention layer that has a size of N, and the variables 

Wf,Wg,Wh,Wv represent the 1.1 convolution weight learning filter. In addition to this, an 

attention layer scale multiplier is applied to the output o of the attention layer, and this result 

is then added back to the original input. 

(2.15) 
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γ is set to start from 0 to allow the model to rely on the cues in the local regions at first, then 

increasing gradually to allow the attention module to focus on other regions. 

2.13   Large Scale GAN (BigGAN) 

Large Scale Generative Adversarial Network (BigGAN) is a deep learning-based architecture 

for generating high-resolution and high-quality images. It is designed to overcome the 

limitations of previous GAN models, which were unable to generate high-resolution images 

due to their limited computational resources. The BigGAN architecture consists of two parts: 

the generator and the discriminator. The generator network is responsible for generating 

images, while the discriminator network is responsible for classifying images as either real or 

fake. The two networks are trained in an adversarial manner, with the generator trying to 

generate images that are indistinguishable from real images, and the discriminator trying to 

identify fake images. BigGAN uses a deep convolutional neural network (DCNN) architecture, 

which is composed of multiple layers of convolution, batch normalization, activation functions, 

and upsampling layers. The generator network is trained to generate high-resolution images, 

while the discriminator network is trained to distinguish real images from fake images.One of 

the key features of BigGAN is its hierarchical structure, which allows it to generate high-

resolution images. The hierarchical structure of BigGAN is based on the idea that images can 

be decomposed into smaller and smaller parts, starting from low-resolution images and then 

gradually increasing the resolution. This decomposition process is performed by the 

upsampling layers in the generator network. 

Another key feature of BigGAN is its use of truncated normal distribution, which is a variant 

of the normal distribution that has a limited range. This truncation helps to reduce the number 

of mode collapses that occur in GAN training, which is a common problem in GANs. BigGAN 

also uses a class-conditional loss function, which allows the network to generate images of a 

specific class or type. The class-conditional loss function takes the class labels as input and 

trains the generator network to generate images of a specific class or type.In conclusion, 

BigGAN is a powerful generative model that is capable of generating high-resolution and high-

quality images. Its hierarchical structure and truncated normal distribution help to reduce mode 

collapses and improve the quality of the generated images, while its class-conditional loss 

function allows it to generate images of a specific type or class. 
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Figure 2.13: (a) A typical architectural layout for BigGAN’s G; details are in the following 

tables. (b) A Residual Block (ResBlock up) in BigGAN’s G. (c) A Residual Block (ResBlock 

down) in BigGAN’s D. figure from [10] 

BigGAN, which was first suggested in 2018 by Andrew Brock et al. [11] and then presented at 

ICLR, accomplished very good results when it was tested on the ImageNet dataset. They 

recommended using SAGAN as their starting point and illustrating how scaling up GAN in 

combination with other training strategies might improve the model's overall performance. In 

addition, the implementation of Spectral Norm in the generator underwent various iterations of 

adjustment. The performance of the model, which used a different latent distribution for 

sampling than was used in training, could be improved through the use of a truncation trick 

known as truncating the z vector (z N (0,I)) by resetting the value whose magnitude is outside 

of the desired range. This would produce a higher result in FID. The truncation approach, at its 

core, involves making a choice between the picture quality and the image diversity available. 

By reducing the sampling range, the photos will be of higher quality; however, this will come 

at the expense of a reduced diversity of samples. The following are some more detailed 

advances on training and design. 

• The Self-Attention module that is available through SAGAN has been implemented in order 

to teach feature mapping using hinge loss. 

• To reduce the computational and memory expenses, shared embedding was utilised in the 

generator rather than a distinct layer for each embedding in BatchNorm. This was done in order 

to save space. 
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• a distinct difference in the rate of update between the discriminator and the generator, with 

the discriminator updating at a pace that is twice as fast as the generator. • the weights of the 

generator were first averaged before the discriminator evaluated generated samples. 

• Orthogonal Initialization and Skip-z were both utilized in this process. 

2.14   S ty leGAN 

By adding a fully linked Mapping network to the generator (Synthesis network), StyleGAN 

expands on this structure by creating a "style" vector (w ∈ W) from the standard seed (z  ∈ Z). 

The authors claim that Adaptive Instance Normalization (AdaIN), which specialises this vector 

perlayer, results in a behaviour like style-transfer. In order to improve the clarity of the output 

information, a little amount of noise is also introduced to each block of the Synthesis network.  

Figure 2.14 depicts StyleGAN’s whole organisational structure.[78] 

 

Figure 2.14: the structure of traditional Generator(a) and StyleGAN generator(b). Image from 

[47]. 

A GAN consists of two parts: a generator network and a discriminator network. The generator's 

goal is to generate fake images that look like real images, while the discriminator's goal is to 

distinguish real images from fake images. During training, the two networks are trained 

together in a zero-sum game, where the generator tries to generate images that the discriminator 

can't distinguish from real images, and the discriminator tries to correctly identify the fake 
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images. In StyleGAN, the generator network uses a novel architecture that separates the 

generation of image structure and image style. The image structure is generated by a mapping 

network that takes a random noise vector as input and outputs a intermediate latent 

representation[78]. This intermediate representation is then transformed by a series of 

convolutional and upsampling layers to produce the final image.The image style is generated 

by using adaptive instance normalization (AdaIN) layers, which modify the intermediate latent 

representation based on the style information. The style information is derived from the input 

noise vector, and it can be manipulated to generate different styles of images. One of the key 

advantages of StyleGAN is its ability to generate high-resolution images. It can generate 

1024x1024 pixel images, which is significantly higher resolution than other GANs at the time 

of its release. Additionally, StyleGAN also has a flexible structure that can be adapted to 

generate different types of images by changing the architecture of the generator and 

discriminator networks. StyleGAN (Style-based Generative Adversarial Networks) is a type of 

GAN that can generate high-quality images with fine-grained control over attributes such as 

age, gender, and facial expression. In the paper, the authors highlight the use of StyleGAN to 

generate realistic human faces with controllable attributes, which has applications in fields such 

as art, entertainment, and advertising [8]. 

Overall, StyleGAN is a state-of-the-art generative model that has been widely used in a variety 

of applications, such as generating photorealistic images for computer graphics, creating 

synthetic data for machine learning models, and producing art. The NVIDIA team (Tero Karras 

et al.) [47] came up with a novel generator design for GANs in 2019, and they based it on their 

previous work called PROGAN. First, the conventional input layer was switched out for one 

that was comprised of a learnt constant. After that, an intermediate latent space was made, 

which contains input latent code z Z that has been normalised and non-linearly mapped through 

the new input layer. This space was made since an intermediary latent space was needed. The 

latent component is separated from the variation in the intermediate latent space, which is 

denoted by the notation w W. A learnt affine transform was used to construct the style y = 

(ys,yb), which was then worked on by adaptive instance normalisation (AdaIN), which may be 

described as follows: 

The NVIDIA team (Tero Karras et al.) [47] came up with a novel generator design for GANs 

in 2019, and they based it on their previous work called PROGAN. First, the conventional input 

layer was switched out for one that was comprised of a learnt constant. After that, an 

intermediate latent space was made, which contains input latent code z Z that has been 
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normalised and non-linearly mapped through the new input layer. This space was made since 

an intermediary latent space was needed. The latent component is separated from the variation 

in the intermediate latent space, which is denoted by the notation w W. A learnt affine transform 

was used to construct the style y = (ys,yb), which was then worked on by adaptive instance 

normalisation (AdaIN), which may be described as follows: 

                                  (2.16) 

The Gaussian noise is fed to each layer of the Laplacian pyramid networks after the convolution 

process in order to create stochastic variation. As a result, the detail in the generated image 

(such as curls of hair or skin pores), will be finer while the major aspect (such as pose or 

identity) will not be affected. 

The conventional GAN is unable to separate the finer details of a picture because the features 

are intertwined with one another, which prevents it from doing so. In addition to these two 

methods for determining how to quantify disentanglement, the intermediate space may make 

it possible for Style- GAN to relax some of the constraints placed on entanglements. 

1. The length of the perceptual path; the perceptually-based pairwise image distance serves as 

the metric foundation for the calculation that determines the difference in weights between the 

VGG16 em-beddings. 

2. Linear separability: To separate latent space into binary classes, an auxiliary classifier that 

has the same architecture as the discriminator is trained and used. The performance of the 

classifier was then evaluated with a linear support vector machine. 

In StyleGAN, the performance of the algorithm was evaluated using a pair of different loss 

functions. On the CelebA-HQ dataset, the style-based generator WGAN-GP was employed, 

while on the FFHQ dataset, non-saturating loss with R1 regularisation was utilised. In both 

cases, the style-based generator obtained approximately 20% improvement over the traditional 

generator in terms of FID metrics. 

2.15   CycleGAN 

CycleGAN is a Generative Adversarial Network (GAN) model developed for the purpose of 

unpaired image-to-image translation. In traditional GANs, the generator and discriminator 

networks are trained on a paired dataset, meaning that the input and output images are related 

in some way. However, in many real-world scenarios, such paired datasets are not available, 

and CycleGAN was developed to address this problem. CycleGAN is a GAN architecture that 

is used to learn mappings between two different image domains, without the need for paired 
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training data. The model is trained to learn two mappings, one from domain X to domain Y, 

and the other from domain Y to domain X [3]. The generator network in CycleGAN consists 

of two encoders and two decoders, where the encoders are used to extract features from the 

input images and the decoders are used to generate the output images. The discriminator 

network in CycleGAN is used to distinguish between the generated images and the real images. 

CycleGAN has been used for a variety of applications such as style transfer, image-to-image 

translation, and object transfiguration [3]. The core idea behind CycleGAN is to use two 

generators and two discriminators, one for each direction of image translation. For example, if 

you wanted to translate an image of horses to zebras, you would have a generator network that 

takes an input image of horses and produces an output image of zebras. The corresponding 

discriminator network would evaluate the authenticity of the generated image of zebras. 

Similarly, another generator and discriminator network would translate images of zebras back 

to horses. This second generator and discriminator are used to ensure that the output image of 

horses is consistent with the original input image of horses. 

The main training objective of CycleGAN is to minimize the difference between the generated 

image and the target image, while also ensuring that the translated image is consistent with the 

input image. The loss function for CycleGAN consists of two parts: 

Adversarial Loss: This is the standard GAN loss that ensures that the generated image is 

indistinguishable from the target image. 

Cycle Consistency Loss: This loss ensures that the translated image is consistent with the 

original image. For example, if an image of horses is translated to zebras and then translated 

back to horses, it should be close to the original image of horses. 

The CycleGAN architecture allows for a wide range of image-to-image translations, including 

translating images between different domains, such as horses to zebras, or converting 

photographs to paintings. Additionally, because the model is trained on unpaired datasets, it 

can handle large amounts of data that do not need to be paired. 

Overall, CycleGAN is a powerful model for image-to-image translation that has found 

applications in many areas, such as artistic style transfer, image colorization, and even medical 

imaging. 
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Figure 2.15: Structure of CycleGAN. Image from [45]. 

An architecture for unpaired image-to-image translation with a cycle consistency loss was first 

presented by Jun-Yan Zhu et al. [83] in the year 2017, and it has since been given the name 

CycleGAN. The goal of the image-to-image translation is to become familiar with the mapping 

that exists between pictures coming from domain X and images coming from domain Y. The 

vast majority of models that came before CycleGAN were supervised and heavily relied on 

paired pictures from many domains. The new design of CycleGAN does not require any paired 

training data, which results in a reduction in the overall cost of training. CycleGAN has two 

generators, G: X Y and F: Y X, as well as two discriminators: DY, which differentiates y from 

G(X), and DX, which separates x from F. Both generators and discriminators are introduced at 

the same time (Y ). Figure 2.15 provides an illustration of the structure. Two different 

generators, G and F, were trained at the same time, and then a cycle consistency loss was 

introduced to promote F (G(x)) x and G(F (y)) y. This ensures that the trained versions of G 

and F will not be in conflict with one another. The following exposition will detail the goal 

function for mapping G: X to Y and DY. 

(2.17) 

While the generator G works to produce images in the manner of domain Y, the discriminator 

DY examines both the created images and the real samples in an effort to determine which is 

which. F and DX are likewise rivals in this regard and compete with one another. And the 

negative log likelihood in the goal function 2.17 has been swapped out for a least-squares loss 

[58] in order to attain higher levels of stability and performance in the training process. In 

addition to this, adversarial loss is utilised in both generators in order to prevent mode collapse 

and to stabilise the training process. The following is a complaint regarding the lack of cycle 

consistency: 
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(2.18) 

The full objective function is: 

(2.19) 

 

Where aim to solve: 

                                         (2.20) 

Encoder, Transformer, and Decoder are the three components that make up the generator that 

CycleGAN uses. This generator is somewhat comparable to an autoencoder. Every single layer 

of the generator has its own dedicated ReLU activation and instance normalisation component. 

PatchGAN [43], which is computationally efficient and allows the discriminator to focus on 

shallow features, is where the discriminator network was transplanted from (textures or surface 

color). In addition, in order to lessen the likelihood of the model oscillating, the method 

proposed by Shrivastava et al. [69] was utilised. This technique calls for the discriminator to 

be fed a history of the images it has previously generated, and a pool that is capable of storing 

fifty years' worth of history was established. In the end, an Adam solver with a batch size of 1 

and a value of 10 was configured to train at a learning rate of 0.0002 for the first 100 epochs 

and then linearly declined to zero for the next 100 epochs. This procedure was repeated until 

the learning rate reached zero. The findings obtained by CycleGAN are persuasive, and the 

picture quality is exceptional, especially when compared to those obtained by other paired 

image translation models. The CycleGAN isn't particularly excellent at handling changes in 

geometry, in contrast to the generator model, which concentrates mostly on aesthetic 

alterations. 

2.16 Your Local GAN 

However, there are certain restrictions: they are computationally and statistically inefficient 

[24]. The usual dense attention layer used in SAGAN and BigGAN might aid the GAN model 

in learning long-range relationships. Recent research [71] demonstrates that most attention 

models have a propensity to focus on local neighbourhoods, which helps to explain SAGAN 

and BigGAN's limitations. The Sparse Transformer [24] introduced the sparse attention layers, 

which might offset the drawbacks but were made for one-dimensional input. With the addition 

of a new local layer of sparse attention for two-dimensional data and the information-theoretic 

framework of Information Flow Graphs (IFGs) [27], YLGAN [25] updated SAGAN.  
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Instead of using standard operation in SAGAN to output the attention matrix 

As  AX;Y [a; b] = f(xa)T g(xb), YLGAN proposed to split attention by adding the binary mask 

Mi 2 f0; 1gN_N to calculate a new matrix Ai X;Y where Ai X;Y [a; b] = 

(2.21) 

the result, which is essential for cutting down the amount of time spent computing. 

As an extension of the xed pattern from [24], two sparse patterns called Left to Right (LTR) 

and Right to Left (RTL) were developed to manage two-dimensional structures of images while 

supporting complete information of the related IGFs. These patterns are abbreviated as LTR 

and RTL, respectively. Figure 2.16 demonstrates the results of applying a two-step 

sparsification procedure to these designs. In addition, the process known as ESA (Enumerate, 

Shift, Apply) was used in order to be aware of the locale in two dimensions. First, the 

Manhattan distance of pixels from the zero location (0; 0) is enumerated.  

 

Figure 2.16: YLGAN two-step sparsi_cations: dark blue color indicates of use both masks; 

Light blue color use _rst masks; green color use second masks;yellow color indicates sparsity. 

Image from [24]. 

Next, the indices of any given one-dimensional sparsi cation are shifted to match the Manhattan 

distance instead of the reshape enumeration. Finally, the new one-dimensional sparsi cation 

pattern is applied to the one-dimensional version of the reshaped image. Although the ESA 

technique can cause the output to become more distorted as a whole, according to resolution 

128 128, using it is not a problem. In the studies, YLG-SAGAN scored 15.94 FID and 57.22 

inception score while reducing training time by about 40 percent in comparison to SAGAN. 
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Other interesting studies have come up with various types of GANs all having different usages, 

one such study presents us with Pix2pix  

This significant use of GANs is in image-to-image translation, which is the process of 

converting an image from one domain to another. Pix2Pix, which is introduced by Isola et al. 

(2017), is one of the most well-known image-to-image translation models that use GANs. The 

Pix2Pix model uses a U-Net-like generator network and a PatchGAN discriminator that only 

evaluates image patches instead of the whole image [2]. The objective function used in the 

Pix2Pix model can be formulated as follows: 

L(G, D) = E(x,y)~p(x,y)[log(D(x,y))] + E(x,z)~p(x,z)[log(1 - D(x, G(x,z)))] + λE(x,z)~p(x,z)[L1(y, G(x,z))] 

where G is the generator network, D is the discriminator network, x and y are images from 

domains X and Y, z is a random noise vector, and λ is a hyperparameter that balances the GAN 

and L1 loss terms. The first term represents the adversarial loss, the second term represents the 

generator's ability to fool the discriminator, and the third term represents the L1 loss between 

the generated image and the ground truth image [2].  

Several applications of GANs have been proposed and implemented, such as image generation, 

style transfer, image super-resolution, text-to-image synthesis, and speech synthesis, among 

others. GANs have also been used for data augmentation, which involves generating new data 

points from existing data to improve the accuracy of a machine learning model. Additionally, 

adversarial training, which involves training a model using both real and fake data generated 

by a GAN, has been shown to improve the robustness of machine learning models against 

adversarial attacks [5]. 

In particular, GANs have been used to translate images from one domain to another, such as 

converting a daytime scene to a nighttime scene or translating images of horses into zebras. 

These applications have important practical implications, such as enabling the creation of 

photo-realistic images for architectural visualization, or improving the quality of medical 

imaging for diagnosis and treatment [7]. 

One interesting outcome from the paper "CADA-GAN: Context-Aware GAN with Data 

Augmentation [9] that can be added to the effectiveness of this paper is of the proposed CADA-

GAN in improving the visual quality of generated images. 

In their experiments, the authors compared CADA-GAN with several state-of-the-art GAN 

models on three benchmark datasets, namely CIFAR-10, CelebA, and LSUN Bedroom. The 

results showed that CADA-GAN outperformed the baseline models in terms of various 

evaluation metrics, including Inception Score (IS), Fréchet Inception Distance (FID), and 

Learned Perceptual Image Patch Similarity (LPIPS)[9]. 
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For instance, on the CelebA dataset, CADA-GAN achieved an IS of 8.26 and an FID of 10.39, 

which were significantly better than the baseline models. Moreover, the authors conducted a 

user study to evaluate the visual quality of the generated images, and the results showed that 

CADA-GAN received higher scores in terms of realism and diversity compared to the baseline 

models [9]. 

This outcome highlights the potential of CADA-GAN as a promising approach for generating 

high-quality images in various applications, such as image synthesis, style transfer, and image 

editing [9]. 
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CHAPTER 3 

DIFFERENT EVALUATION METRICS FOR GANS 

This section focuses on the many methods that are already in use to quantitatively 

evaluate the performance of GAN models and the various efforts that have been made to obtain 

high-quality measurements in a variety of settings. 

 

3.1 Inception Score (IS) 

The Inception Score (IS) is a popular evaluation metric used to evaluate the quality of 

generative models, particularly generative adversarial networks (GANs). It is a composite 

metric that considers both the diversity and the quality of the generated samples. The Inception 

Score is based on the idea that high-quality generated images should have high activations in 

well-defined classes in the intermediate layers of a trained classifier network, referred to as an 

"Inception network". The Inception network is trained on real images to recognize objects and 

their attributes, such as the presence of faces, animals, textures, etc. 

The IS is calculated as follows: 

• First, the Inception network is used to classify the generated images into different 

classes. For each generated image, the network outputs a probability distribution over 

the classes, which represents the confidence of the network in classifying the image 

into each class. 

• The average of the KL-divergence between the predicted class distribution and a 

uniform distribution is computed over all generated images. This measures the diversity 

of the generated images and penalizes the models that generate samples that belong to 

a single class or have a low entropy in the predicted class distribution. 

• The final Inception Score is the exponential of the average KL-divergence, which is 

used as a normalization step to ensure that the score is always positive. The score ranges 

from 1 to infinity, with a higher score indicating higher-quality and more diverse 

generated images. 

In summary, the Inception Score provides a single scalar value that summarizes the quality and 

diversity of the generated images. It is a widely used evaluation metric in the field of generative 

models and is considered to be a good indicator of the overall performance of a model. 
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However, it has been noted that the Inception Score is not a perfect evaluation metric and may 

not always align with human judgments of the quality and diversity of generated images. 

There is a high potential for a correlation between the manual evaluation and the metric that 

was proposed by Salimans et al. [67] in 2016. The IS is based on two desired properties: i. the 

conditional label distribution p(yjx) calculated by fitting the generated image to an inception 

model should have low entropy for delity, and ii. the marginal label distribution Rp(yjx = G(z)) 

dz should have a high entropy for high diversity. Both of these properties should be met for the 

IS to be successful. The IS makes use of the Inception v3 Network, which is a deep neural 

architecture for classification that was trained on ImageNet [13]. ImageNet is a dataset that 

consists of 1.2 million RGB pictures from 1000 different classes. 

(3.1) 

The KL divergence between the conditional label distribution p(yjx) and the marginal label 

distribution p is denoted by the notation DKL(p(yjx)kp(y) (y). If these two conditions were met 

by the model, then it would return a significant value for the IS. A high number of samples, 

such as 50,000, are recommended for use in the original research paper's implementation of the 

measure [67]. When analysing the effectiveness of the algorithms, the IS can act as a kind of 

general summary for the analysis.  

Given a sample of size x, the empirical marginal label distribution takes into account the 

likelihood of being assigned the class label y. (i). 

(3.2) 

N is the number of the synthetic data. The IS can be written under the empirical marginal label 

as below. 

(3.3) 

Research conducted by Barratt and Sharma (2018) examines the IS in great detail and identifies 

two primary issues: i. suboptimalities and ii. issues with the widespread utilisation of IS [13]. 
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The first category of problems arises from a hypersensitivity to the natural element of chance 

that exists in the weights of the network. 

The second category of problems consists of a variety of distinct restrictions. The dataset that 

is utilised in the training of the Inception network will have an effect on the IS. As a result, the 

first IS that was trained on the ImageNet network must to be utilised for the ImageNet 

generators. Another common problem is that the IS is unable to handle mode collapse failure 

when the generator generates the same outputs repeatedly and the discriminator stays in a local 

optimum solution [64]. This is a situation that occurs when the generator produces the same 

outputs again. 

3.2 Fréchet Inception Distance (FID) 

Fréchet Inception Distance (FID) is a commonly used evaluation metric in deep 

learning, particularly in generative models such as Generative Adversarial Networks (GANs). 

The FID measures the difference between two probability distributions, one generated by the 

model and the other from real data. The FID score is based on the Fréchet distance, which is a 

metric that measures the distance between two probability distributions. The Fréchet distance 

is calculated by comparing the features of two distributions in a high-dimensional feature 

space. The FID score is calculated as the Fréchet distance between the generated and real 

feature distributions, which is expected to be lower when the generated images are more similar 

to the real images. 

To calculate the FID score, the following steps are performed: 

• Compute activations of a pre-trained Inception V3 network on real and generated 

images. The activations are essentially the embeddings of the images in a high-

dimensional feature space 

• Compute the mean and covariance of the activations of real images. 

• Compute the mean and covariance of the activations of generated images. 

• Calculate the Fréchet distance between the two distributions by using the formula for 

the distance between two multivariate Gaussian distributions. The formula takes into 

account the means and covariances of both distributions. 

• The final FID score is the square root of the Fréchet distance between the two 

distributions. The FID score is unitless, and a lower score indicates that the generated 

images are more similar to the real images. 
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The FID is considered to be a more robust metric than other commonly used metrics like 

the accuracy or mean squared error, as it takes into account both the similarity in the mean 

and covariance of the feature distributions. Additionally, the FID score can be computed 

quickly and is computationally efficient compared to other evaluation metrics. 

Heusel et al.(2018) presented the Fréchet Inception Distance (FID), which is an advance on the 

IS since it takes into account real-world data in addition to synthetic samples [37]. This was 

accomplished by introducing the Fréchet Inception Distance (FID). The fundamental idea 

behind the FID is to determine the gap that exists between the probabilities of real-world 

samples, denoted by pw(:), and synthetic samples, denoted by p. (:). It is assumed that real and 

synthetic embedded data both follow a multidimensional Gaussian, with the embeddings of the 

generated data having a distribution of Ɲ(m;C) and the embeddings of the actual data following 

N. This assumption is based on the fact that real and synthetic embedded data are assumed to 

have the same shape Ɲ(mw;Cw). It is feasible to assess the degree of resemblance that exists 

between any two probability distributions by entering the distributions into the Multivariate 

Normal Fréchet Distance. 

A low FID value indicates that the distributions are more concentrated. During the training 

process for the inception model, the values of the mean and covariance matrices are obtained. 

(3.4) 

performance of FID and IS under a variety of various sorts of sounds, and conclude that FID 

is better suited to deal with disturbances than IS. In contrast to the IS, the FID is able to 

determine whether or not the model produces only a single picture for each class [55]. This 

was demonstrated by Lucic et al., who noted that the FID is capable of detecting intra-class 

mode dropping. IS measures fidelity and variety, whereas FID estimates the distance between 

produced and real distributions, hence the values of these two statistics reflect different things 

when compared to one another. In order to provide a fair comparison between IS and FID, IS 

needs to be transformed into distance form. Because Heusel et al. demonstrated that IS has an 

upper bound, it is easy to compute the distance for IS as the difference between IS and the 

upper bound, which is equal to the size of the samples multiplied by m. This is because IS has 

an upper bound. On the other hand, FID is incapable of addressing the overfitting issue as well 

as memorization [77]. There are constraints placed on the generator and the features due to the 
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fact that FID additionally makes use of a pre-trained inception network. Despite this, there is a 

possibility that the assumption of a Gaussian distribution is not guaranteed. 

3.3   Modified Inception Score (m-IS) 

Modified Inception Score (m-IS) is a variant of the traditional Inception Score (IS) metric for 

evaluating the performance of generative models in image synthesis. It was introduced as a 

solution to the limitations of the original IS, which did not take into account the diversity of 

the generated images. In simple terms, the IS measures the quality and diversity of the 

generated images by considering two key components: The probability assigned by a pre-

trained classifier to the ground-truth class for each generated image. The entropy of the 

predicted class probabilities for each generated image However, the original IS had a few 

limitations, such as being sensitive to the choice of the pre-trained classifier, being prone to 

overfitting to the training data, and not taking into account the relative distances between the 

generated images and their closest training images. The m-IS addresses these limitations by 

incorporating a new component into the IS calculation: the relative distances between the 

generated images and their closest training images. The m-IS is defined as: 

                     m-IS = exp(E(KL(p(y|x) || p(y))) - E(KL(p(y|x) || p(y)_c))                           (3.5) 

Where x is a generated image, y is the class predicted by the classifier, p(y|x) is the predicted 

class probabilities for x, p(y) is the marginal probability of class y, and p(y)_c is the marginal 

probability of class y for the closest training image to x. In essence, the m-IS takes into account 

not only the quality of the generated images (as measured by the entropy of the predicted class 

probabilities), but also their diversity (as measured by the relative distances to the closest 

training images). This makes the m-IS a more robust metric for evaluating generative models, 

as it considers both quality and diversity in a single score. In order to characterize diversity 

within a particular category, the modified Inception Score present by Gurumurthy et al. 

combines a cross-entropy style score -p(yǀxi) log(p(yǀxj)) where xjs are the samples with the 

same class as xi derived from the outputs of the inception model [36]. The updated inception 

score with the crossentropy is as the equation below. 

(3.6) 

The m-IS is capable of measuring both the diversity inside the intra-class sample and sample 

fidelity. 
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3.4 Precision and Recall Distance (PRD) 

Precision and Recall Distance (PRD) is a method used to evaluate the performance of 

classification models. PRD is used to assess the accuracy of a model's predictions in 

comparison to the actual results. The precision and recall metrics are combined to give a single 

measure of accuracy, known as the PRD score. Precision measures the proportion of true 

positive predictions (correctly classified instances) in relation to the total number of positive 

predictions (true positives and false positives). It answers the question: "Out of all the positive 

predictions, how many were actually correct?" Precision is calculated as follows: 

                  Precision = True Positives / (True Positives + False Positives)                        (3.7) 

Recall, on the other hand, measures the proportion of true positive predictions in relation to the 

actual number of positive instances. It answers the question: "Out of all the actual positive 

instances, how many were correctly classified?" Recall is calculated as follows: 

                    Recall = True Positives / (True Positives + False Negatives)                    (3.8) 

The PRD score is a combination of precision and recall and is calculated as the Euclidean 

distance between the points (precision, recall) and (1, 1) in the 2-dimensional plane. A PRD 

score of zero indicates perfect accuracy, while a score of one or more indicates poor accuracy. 

The PRD score is calculated as follows: 

                                      PRD = √((1 - Precision)^2 + (1 - Recall)^2)                               (3.9) 

The PRD score is particularly useful when the precision and recall metrics cannot be used to 

fully evaluate the accuracy of the model. For example, when the data set is unbalanced, with a 

high number of positive instances and a low number of negative instances, precision and recall 

may give conflicting results. In such cases, the PRD score can provide a more comprehensive 

evaluation of the model's accuracy. In conclusion, the Precision and Recall Distance (PRD) 

score is a metric used to evaluate the accuracy of classification models. The PRD score 

combines the precision and recall metrics to give a single measure of accuracy. A PRD score 

of zero indicates perfect accuracy, while a score of one or more indicates poor accuracy. An 

approximation to accuracy, recall, and F1 was introduced by Lucic et al. as a supplemental 

metric [55]. This was done in an effort to overcome the disadvantages that are associated with 

the IS and FID. The degree of accuracy of the generated samples is measured by the precision, 

which is the fraction of the created distribution that overlaps with the actual distribution. The 
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recall is the proportion of the actual distribution that is covered by the distribution that was 

created, and it is a measure of variety.  

F1 score is a measurement of how well accuracy and recall are balanced against one 

another. They point out that the information retrieval system (IS) is deficient in recall since it 

permits partial modes of the data distribution but penalises the model for partial classes, 

whereas the fuzzy inference system (FID) is capable of capturing both precision and recall. 
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Figure 3.1:  Left:  FID and right:  IND (Max{IS}:m - IS) under different disturbances: first 

row: Gaussian noise, second row: Gaussian blur, third row:  implanted black rectangles, fourth 

row:  swirled images, fifth row. salt and pepper noise, and sixth row: the CelebA dataset 

contaminated by ImageNet images. FID shows consistency with the disturbance levels whereas 

IND fluctuates and even decreases, which doesn’t match the increase in disturbance level [38]. 

a metric of the balance between precision and recall.  They point out that IS fails to reflect 

recall since it allows the partial modes of the data distribution but penalizes the model for 

partial classes, whereas FID can capture precision and recall. 

 

Figure 3.2:  Samples  are  generated  Gray-scaled  triangles  which  are  from  a  low-

dimensional manifold 3 embedded in Rd×d. (a) high recall and precision, (b) high precision 

and low recall(is not as variable as a), (c) low precision, but high recall(can not maintain the 

convexity), (d) low precision and recall [55]. 

They recommend building a data manifold to improve the calculation efficiency of the 

distances from samples to the manifold. This may be done by developing a data manifold. The 

effectiveness of the generative model may be evaluated based on the distance that separates it 

from the manifold. When establishing what constitutes a good generative model, one of the 

examples that demonstrates precision and recall is shown in figure 3.2. In this particular 

scenario, a well-executed generative model is able to deal with rotation, translation, changes in 

angle size, and so on. Precision and recall are both dependent on the distance from the samples 

to the manifold. This distance is defined as the squared Euclidean distance between a sample 

and G(z), where z is a latent representation of sample x determined using gradient descent [55, 

18]. Precision is the fraction of synthetic instances that have a distance to the manifold that is 

below a certain threshold, and recall is the percentage of test samples that have an L2 distance 

to G(z) that is below a given threshold [18]. 
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However, the strategy cannot be implemented on data sets of a higher complexity than that. 

When comparing the distributions of P and Q, a better measure called Accuracy and Recall 

Distance includes precision and recall making the comparison [66]. The distributions are 

utilised by Sajjadi et al. in order to define precision and recall. The objective of the strategy 

that has been suggested is to generalise the total variation distance between the reference 

distribution (P) and the learnt distribution (Q) while maintaining accuracy and recall. 

 

Figure 3.3:  Left: IS and FID varies as adding and dropping classes Middle: PRD curves are 

generated under different amounts of classes inˆQ. Notice that the increase in the amount of 

classes after five will cause a loss in the precision.Right: it shows the recall increases as a class 

added to the Q [66]. 

Definition 1.  For α,β ∈ (0, 1], the probability distribution Q has precision α at recall β w.r.t P 

if there exist distribution µ, νP  and νQ  such that [65] 

(3.10) 

 where the νP means the non-overlapping part of P with Q and νQ is the irrelevant part of Q. 

Figure 3.3 displays the pairs of precision and recall that PRD(Q,P ) contains under several 

different situations.  The predicted values for P and Q are arrived at by employing a pre-trained 

Inception network. In order to make the problem more manageable, they combine P and Q 

using a mini-batch k-means clustering technique. If it is unable to create samples from a cluster 

that contains many samples from the real-world distribution, then the recall will be affected. 
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On the other hand, the precision will be lowered if it produces samples from a cluster that 

contains only a few genuine samples.  

 

Figure 3.4:  Left: IS and FID varies as adding and dropping classes Middle: PRD curves are 

generated under different amounts of classes inˆQ. Notice that the increase in the amount of 

classes after five will cause a loss in the precision Right: it shows the recall increases as a class 

added to the Q [66]. 

The effectiveness of IS and FID, in addition to the suggested method, is compared in figure xx. 

In the first trial (Figure3.4 Left and Figure3.4 Middle), the only CIFAR-10 classes that are 

included in P are the top five. In the second experiment, P is adjusted such that it contains 

samples from all classes (Figure3.4 Right). IS shows a rising tendency when more classes are 

added to Q, whereas FID initially shows a decreasing trend and then an increasing trend after 

the number of courses exceeds five. FID is able to manage the addition and removal of classes, 

but it cannot attribute to the adding or deleting of modes simply based on the FID score. In 

contrast, PRD curves are able to detect mode collapse (low recall) and poor quality (low 

accuracy) of produced samples. Both of these issues might affect the precision of the data. 

In the year 2019, Simon et al. provide a new technique that is based on Sajjad's approach. This 

algorithm extends precision and recall from finite support to arbitrary distributions and 

correlates precision and recall with type I and type II errors of likelihood ratio classifiers [61]. 

[53] Kynka-Anniemi et al. present an improved precision and recall metric, which determines 

precision and recall by using the kth closest neighbour in the feature space. 

3.5   Maximum Mean Discrepancy (MMD) 

Maximum Mean Discrepancy (MMD) is a distance metric that measures the difference 

between two probability distributions. It is used to compare two sets of data to determine 

whether they are from the same distribution. MMD is a popular metric in the field of machine 
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learning and computer vision, especially for applications involving generative models, such as 

generative adversarial networks (GANs).The idea behind MMD is to find the maximum 

difference between the mean embeddings of the two data sets in a reproducing kernel Hilbert 

space (RKHS). An RKHS is a high-dimensional feature space where data points can be 

transformed into vectors, and similarity between data points can be measured by computing 

inner products between their feature vectors. The MMD distance between two data sets is 

defined as the maximum difference between the mean feature vectors of the two data sets. 

Formally, let X and Y be two sets of data points, each with n samples. The MMD between X 

and Y is defined as: 

                                           MMD (X, Y) = || E[f(X)] - E[f(Y)] ||                                       (3.11) 

where f is a feature mapping function that transforms the data points into vectors in the RKHS, 

and E[f(X)] denotes the expectation operator. The feature mapping function f is typically 

chosen as a kernel function, such as the radial basis function (RBF) kernel or the polynomial 

kernel. 

MMD has several attractive properties, including being a well-defined and flexible metric that 

can handle non-linear relationships between data points. It also has a convenient and efficient 

computational procedure, which makes it suitable for large-scale applications. Furthermore, 

MMD can be used to determine the goodness-of-fit of a generative model, by comparing the 

distribution of its generated samples with the distribution of the target data. In conclusion, 

MMD is a powerful metric for comparing two data distributions, and has a wide range of 

applications in machine learning and computer vision. It provides a way to measure the 

difference between two sets of data points in a high-dimensional feature space, and has 

attractive properties such as flexibility, computational efficiency, and suitability for large-scale 

applications. 

Maximum Mean Discrepancy is designed to compare samples from two prob- ability 

distributions with a distance between the expectations of a function F  in a reproducing kernel 

Hilbert space (RKHS) H [33]. 

                            MMD (F ,P,Q) =  EX∼P [f (X)] − EY ∼Q[f (Y )] H                           (3.12) 

where F is a group of functions denoted by f. In addition to being used for GAN training, MMD 

may also be utilised to evaluate the performance of GAN models. When the MMD value is 

low, it implies that the distributions of synthetic and actual data are more similar to one another. 
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If X and X independently follow distribution P while Y and Y independently follow 

distribution Q, then MMD will incorporate characteristic kernels in such a way that it will be 

possible to calculate the squared population MMD and its unbiased estimator. This is because 

the kernel functions k: XX R will be continuous in this case [33]. 

RKHS allows for the application of a wide variety of kernel functions, including Gaussian and 

Laplace kernels, amongst others. 

(3.13) 

The empirical unbiased estimator of MMD2[F; P; Q] is: 

(3.14) 

To resolve manual annotation in evaluation, Bounliphone et al. exploit the joint asymptotic 

distribution of the MMDs and a hypothesis testing i.e. relative similarity test for model 

selections [19]. Under the assumption that Px 6= Py, Px 6= Pz,E[k(xi; xj)] < 1, E[k(xi; xj)] < 1 

and E[k(xi; yj)] < 1, the joint asymptotic distribution converges to a Gaussian: 

(3.15) 

Where X, Y, and Z are independent and identically distributed from the reference distribution 

Px, the candidate reference Py, and the candidate reference Pz, respectively. Random variables 

z follow Pz as random variables. The combined asymptotic distribution is determined by the 

inequalities between Px,Py and Px,Pz. The null hypothesis states that Px is more similar to Py 

than to Pz, namely MMD2(F,X,Y) MMD2 (F ,X,Z). The alternative hypothesis is that 

MMD2(F,X,Y) is greater than MMD2 (F ,X,Z). MMD2(F,X,Y) MMD2(F,Z) is a sequence of 

rotation and integration of the joint asymptotic distribution [18]. Kernel Inception Distance 

(KID) was developed by Bi'nkowski et al. to quantify the dissimilarity between two 

distributions using the squared MMD with the polynomial kernel, k(x,y) = (d1 xT y +1)3, 

where d is the dimension. In contrast to FID, KID is a nonparametric form with an unbiased 
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estimator, meaning that fewer samples are required for KID to converge to the theoretical value 

[16] than for FID. 

3.6   Wasserstein Critic 

Wasserstein critic, also known as Wasserstein distance or Earth Mover's Distance, is a 

measure of distance between two probability distributions. It is used in the field of generative 

adversarial networks (GANs) to evaluate the quality of the generated samples. The Wasserstein 

critic compares the distribution of the generated samples to the target distribution. The 

Wasserstein distance is calculated as the amount of "work" required to move the generated 

samples to match the target distribution. This "work" is represented as the minimum amount 

of probability mass that needs to be moved from one distribution to the other. The Wasserstein 

critic uses the concept of a "ground metric," such as the Euclidean distance, to calculate the 

amount of work required to move the probability mass from one distribution to the other. The 

ground metric is used to determine the cost of moving a unit of probability mass from one place 

to another. The Wasserstein distance is then calculated as the minimum cost of transforming 

one distribution into the other. 

The Wasserstein critic has several advantages over other evaluation methods. For example, it 

is able to handle high-dimensional data and multi-modal distributions, which makes it a good 

fit for evaluating the quality of generated samples in GANs. It is also less sensitive to the effects 

of mode collapse, which is a common issue in GANs where the generator only produces a small 

number of different samples. 

In conclusion, the Wasserstein critic is a useful evaluation method for GANs, as it provides a 

measure of the quality of the generated samples based on the amount of work required to match 

the target distribution. This allows for a more accurate evaluation of the generator's 

performance and can be used to guide improvements in the training process. The Wasserstein 

metric Earth-Mover (EM) distance is used to compare two distributions Pr, Pg : Prob(X). EM 

distance is the cheapest way to convert Pr to Pg. Equation 2.10 infimum is unsolvable. 

Kantorovich-Rubinstein duality (Equation 2.11) approximates Wasserstein distance. K-

Lipschitz can replace the 1-Lipschitz function, f: X → R. The supremum is intractable. 

Lipschitz continuous function is used to approximate [21]. 

(3.16) 
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where dY and dX are given X and Y metrics. If K exists for any x1,x2, f : X → Y is Lipschitz 

continuous. A parameterized function family fww, where w represents weights in a set of all 

possible weights W, is assumed to be K-Lipschitz. Solve Equation 3.12. Dimitrakopoulos et 

al. suggest Wasserstein Inception Distance (WInD), an extension of FID that integrates 

Wasserstein distance, to evaluate GAN models. They drop the Gaussian distribution 

assumption for Inception embeddings. 

(3.17) 

Instead, a multimodal Gaussian Mixture Model (GMM) models embedding distribution. GMM 

Equation 3.13 [28]. 

(3.18) 

where the π1,π2,...,πK  are weights which sum up to one, and µ1,µ2,...,µK , and Σ1, Σ2,..., ΣK  

are the means and covariances of Gaussian kernels. The Expectation- Maximization algorithm 

(EM) is used to estimate the parameters of a GMM. The Wasserstein distance which measures 

distances between Finite Mixture Models, is de- fined as Equation 3.14. 

(3.19) 

where f jk  is non-negative number that means the flow from kernel j to kernel k.  djk denotes 

ground distances between kernel j and kernel k [28]. 
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Figure 3.5: 1st Row Left:  Blur.  1st Row Middle:  Salt & Pepper.  1st Row Right: White 

Gaussian Noise. 2nd Row Left: Swirl. 2nd Row Middle: Occlusion [28]. 

In the study, the BBBC038v1 cell microscope imaging dataset's WInD and FID are compared 

with various disturbances (Figure 3.5). As the disturbance level rises, WInD rises as well. 

According to Dimitrakopoulos et al., the distributional flexibility of WInD makes it perform 

better than FID. If the dataset has a different distribution than expected, FID may have a 

tendency to consider the incorrect or poorly created samples to be realistic under the 

Gaussianity assumption. However, WInD can address the same distribution problem [28]. The 

high sample and time complexity, however, is the Wasserstein distance's drawback [18]. 

3.7   Geometry Score (GS) 

Geometry Score (GS) is a mathematical measure used to evaluate the similarity 

between two shapes. It is widely used in computer vision, image processing, and pattern 

recognition fields to compare and match shapes. The score is expressed as a numerical value 

between 0 and 1, where 0 represents no similarity, and 1 represents complete similarity. 

The Geometry Score is based on the concept of shape invariance, meaning that the score should 

remain unchanged even if the two shapes are transformed in different ways. The score takes 

into account several aspects of the shape, such as size, orientation, and shape features. 

The calculation of the Geometry Score involves finding the overlap between the two shapes 

and then normalizing the overlap based on the size of each shape. The overlap is calculated 

using mathematical algorithms that compare the pixel values in the two shapes and determine 

which pixels are common between them. This overlap value is then divided by the total number 

of pixels in the two shapes to determine the Geometry Score. 

The Geometry Score is an important tool for many computer vision applications, including 

object recognition, tracking, and classification. For example, in object recognition, the 

Geometry Score can be used to compare the shape of an object in an image to a database of 

known objects and determine the closest match. In tracking, the score can be used to evaluate 

the similarity between the current shape of an object and its previous shape, helping to track its 

movement over time. 

In conclusion, the Geometry Score is a mathematical measure that provides a numerical 

representation of the similarity between two shapes. It is widely used in computer vision and 

image processing applications, where it provides a reliable and efficient method for comparing 
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and matching shapes. Geometry Score (GS) is a tool developed by Khrulkov and Oseledets 

[48] to statistically assess the quality and variety of topology-based produced samples. GS 

examines how comparable the underlying manifolds of real samples and synthetic samples are 

(Figure 3.6).Simplicial complexes, which have a vertex, an edge joined by two vertices, a 

triangle, and a tetrahedron, are simpler approximations of manifolds. A convex hull with k+1 

vertices is a k-dimensional simplex. How to build a simplicial complex with a fix is shown in 

Figure 3.7 .  

The homology, which is defined as the number of holes of different diameters, is summarised 

by the persistence barcode (Figure3.8). How long the persistence interval may last is a key 

component of the persistence barcode. For instance, the status of one hole is dominant in the 

set, H1, in Figure3.8 because it lasts longer than the status of two holes. 

They introduce the homology's Relative Living Time (RLT). A persistence codebar with a 

persistence parameter encompassing the range [0, max] may be constructed given a dataset X 

and a few options for landmarks L. The picked landmark at random because to their reduced 

number, points facilitate computation. The Betti Kth number of persistence intervals having 

beneath the number given a fixed the size of k. 

 

Figure 3.6: The Manifold Hypothesis states that high dimensional data like natural images can 

be Fitted into low dimensional data manifold Mdata. The idea can be employed to assess the 

generated sample by comparing the topological properties of the manifold Mdata and Mmodel 

[48]. 
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Figure 3.7:  In order to construct a simplicial complex on X, with a fixed as the radius centered 

at each vertex, a k-dimensional simplex is added to the simplicial complex R if k + 1 pairwise 

intersections occur [48]. 

 

Figure 3.8:  The simplicial complexes are generated under different values of proximity 

parameters.  (a) Left:  no intersections among the balls when 𝜖 = ϵ1 Middle: one loop (hole) 

and a filled triangle pop up as there are pairwise intersections  ϵ =  ϵ1. When   increases, there 

is a small loop at the bottom of the data points which will disappear soon as keep increasing to 
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the point where the 4 balls below intersect with each other.   Right:  as reaches   3, the loop is 

smaller.  (c) is the persistence barcode which displays the change in H0 and H1  as the increases. 

[48]. 

The outcome demonstrates that the predominant numbers of holes match the actual samples 

(Figure 3.8). The comparison of WGAN and WGAN-GP on producing digits further 

demonstrates the applicability of the suggested GS metric for assessing performance (Figure 

3.8). In comparison to WGAN, WGAN-distribution GP's of the 1-dimension holes is closer to 

the genuine distribution. The topological character of GS, however, makes it insensitive to 

directions or embedding distances inside the manifold [14]. Instead of just utilising GS, 

Khrulkov and Oseledets advise using GS together with FID. Topology Distance (TD), which 

Horak et al. propose in 2020 and claims is a potent substitute for present metrics like FID, KID, 

and GS, is comparable to the concept of GS. In situations involving pixel noise capture, patch 

mask, and patch exchange, TD performs better than FID and KID. Additionally, compared to 

GS, TD is more consistent with the various types of perturbations [41]. 

 

Figure 3.9:  MRLT calculated for different 2D dataset. MRLT manages to compute 

the number of 1-dimensional holes existing in the dataset. [48]. 
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CHAPTER 4 

TRAINING CHALLENGES 

Generative Adversarial Networks (GANs) are a type of neural network that consists of two 

sub-networks: a generator and a discriminator. The generator is tasked with generating 

synthetic samples that resemble real data, while the discriminator tries to distinguish between 

real and synthetic samples. Both sub-networks are trained simultaneously, with the generator's 

objective being to fool the discriminator and the discriminator's objective being to correctly 

classify real and synthetic samples. Training GANs can be challenging due to a number of 

problems that can arise, including: 

Mode Collapse: In this scenario, the generator collapses and generates only a limited number 

of samples that represent the same mode, rather than producing diverse samples. This occurs 

when the generator finds an optimal solution that generates synthetic samples that are all 

similar and fool the discriminator. To avoid this problem, it is recommended to use different 

regularization techniques and update the generator with more frequent feedback. Instability: 

GAN training can be highly unstable due to the nature of the loss function, which is non-convex 

and requires both sub-networks to be trained simultaneously. This instability can lead to 

oscillations, vanishing gradients, and other optimization problems. To mitigate this issue, it is 

recommended to use a balanced generator/discriminator ratio and monitor the convergence 

criteria for both sub-networks. 

4.1 Gradient Vanishing 

Gradient vanishing is a problem that occurs in Generative Adversarial Networks (GANs) when 

the gradients of the generator's loss function become too small to update the parameters 

effectively during training. This problem can lead to slow training and poor convergence of the 

GAN model. To understand gradient vanishing in GANs, let's first define the basic components 

of a GAN: Generator (G): The generator takes in random noise and generates fake data samples. 

Discriminator (D): The discriminator takes in both real and fake data samples and tries to 

distinguish between them. 

Adversarial loss: The generator is trained to generate data samples that can fool the 

discriminator, and the discriminator is trained to correctly distinguish between real and fake 

data samples. The adversarial loss is the sum of the discriminator's loss and the generator's loss. 

The generator's loss function can be defined as: 
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                    $L_G = -\frac{1}{m} \sum_{i=1}^{m} log(D(G(z^{(i)})))$                             (4.1) 

where $m$ is the batch size, $z^{(i)}$ is a random noise vector, and $D(G(z^{(i)}))$ is the 

output of the discriminator on the fake data generated by the generator.During 

backpropagation, the gradient of the generator's loss function with respect to the generator's 

parameters is calculated. This gradient is used to update the generator's parameters using an 

optimization algorithm such as stochastic gradient descent (SGD). 

However, if the discriminator is too good at distinguishing between real and fake data samples, 

the gradient of the generator's loss function can become very small. This is because the 

discriminator's output becomes very close to either 0 or 1, causing the log function to approach 

negative infinity. This leads to the vanishing gradient problem, where the gradient becomes too 

small for the generator to learn effectively.One way to mitigate the gradient vanishing problem 

is to use a different loss function for the generator. One such loss function is the Wasserstein 

distance, which measures the distance between the distribution of real data and the distribution 

of fake data generated by the generator. The Wasserstein distance can be defined as: 

$W(\mathbb{P}r, \mathbb{P}g) = \sup{\Vert f \Vert_L \leq 1} \mathbb{E}{x \sim 

\mathbb{P}r}[f(x)] - \mathbb{E}{x \sim \mathbb{P}_g}[f(x)]$ 

where $\mathbb{P}_r$ is the distribution of real data, $\mathbb{P}_g$ is the distribution of 

fake data generated by the generator, and $f$ is a 1-Lipschitz function. The generator's loss 

function using the Wasserstein distance can be defined as: 

$L_G = -W(\mathbb{P}_r, \mathbb{P}_g)$ (4.2) 

During training, the discriminator is also updated to maximize the Wasserstein distance. This 

is done by minimizing the negative Wasserstein distance: 

$L_D = -W(\mathbb{P}_r, \mathbb{P}_g)$  (4.3) 

The gradients of the Wasserstein distance are generally more stable and avoid the vanishing 

gradient problem. Before the publication of the vanilla GAN by Goodfellow et al., the vast 

majority of generative models estimated the distribution of datasets through the use of 

Maximum Likelihood Estimation (MLE). In order to maximise the efficacy of the MLE's goal 

function 
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(4.4) 

is the same as minimizing the KL-divergence 

(4.5) 

The KL-divergence is famously asymmetric: DKL(PrǀPg) 6= DKL(PgǀPr) which means when 

DKL(PrǀPg) —0, DKL(PgǀPr) could still be very large, vice versa. The Jensen-Shannon(JS) 

divergence is symmetrical and based on KL-divergence, defined as follows 

(4.6) 

When the discriminator is at optimal, the objective function of the generator can be transformed 

as follow  

(4.7) 

Therefore, limiting JS-divergence is the same as optimising GAN for maximum performance. 

And in extreme conditions (or early stages of training), when Pr and Pg do not overlap or the 

overlap part is negligible, the JS-divergence will equal log2, which means the gradient will be 

0, and the generator will learn very slowly or even not at all. This is because the JS-divergence 

will be equal to the log2 of the difference between Pr and Pg. In the first publication of the 

GAN algorithm, Goodfellow and colleagues advocated use a different gradient step for G in 

order to circumvent the issue of vanishing gradients. 

(4,8) 

Remarked by Arjovsky et al. [11] For D* =
Pr

𝑃𝑔𝜃0+𝑃𝑟
  be the optimal discriminator, with axed 

value θ0, equation 4.5 can be transformed as follow.  
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(4.9) 

The first problem of the above equation is that JS-divergence is in the wrong direction, which 

means they push the distributions to be different, and the gradient might be unstable. Second 

problem is, KL-divergence is reversed which means it is not equiva- lent to MLE. In the case 

of DKL(Pg   Pr), when Pg (x) → 0, Pr(x) → 1, the penalty of generator could not generate real 

enough samples Pg (x)log PPgr ((xx))  → 0; when Pg (x) →1, Pr(x) → 0, the penalty of 

generator generate unreal samples Pg (x)log Pg (x)  → +∞.The generator will suffer huge from 

generator unreal sample thus it will tend to gen- erate samples with higher quality but less 

diversity, which could cause another issue called mode collapse. Some works that focused on 

replace cost function, like WGAN, WGAN-GP, LSGAN [57], BEGAN [15] are quite effective 

on eliminate gradient vanishing problem and performance improvement. 

Overall gradient vanishing is a common problem in GANs that can lead to slow training and 

poor convergence of the model. Using alternative loss functions such as the Wasserstein 

distance can mitigate this problem and improve the stability of the training process. 

4.2 Mode Collapse  

Mode collapse is a phenomenon that can occur in Generative Adversarial Networks (GANs) 

during the training process. It happens when the generator network produces limited and 

repetitive samples, resulting in a loss of diversity and quality in the generated images. In a 

GAN, the generator and discriminator networks are trained simultaneously through a min-max 

game. The generator network tries to create realistic images that can fool the discriminator 

network, while the discriminator network tries to distinguish real images from the generated 

ones. If the discriminator network becomes too good, it can sometimes overpower the generator 

and force it to produce a limited set of outputs. This is because the generator learns to produce 

images that are similar enough to fool the discriminator but lack the necessary diversity to 

cover the entire image space. 

Mode collapse can also happen if the generator network is not powerful enough to capture the 

full complexity of the data distribution. In this case, the generator produces a limited set of 

images that are representative of only a few modes of the underlying distribution. 
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Figure 4.1:  A mode collapse example on a toy 2D Gaussian dataset. Image from [59]. 

A generator that has collapsed to a certain parameter value and can only create a single mode 

is said to have collapsed in mode. This is shown in the following passage. There is no such 

mechanism to modulate the generator for more diverse output when the collapse is imminent 

because the discriminator processes all inputs independently, the gradients of the discriminator 

are unable to cooperate, and the gradient associated with z approaches 
𝜕𝐽

𝜕𝑧
 ≈ 0 , which 

encourages the generator to approach this single point. This is because the discriminator 

processes all inputs independently (collapse). In actual actuality, total mode collapse occurred 

only very infrequently, but partial mode collapse (when G only learnt a tiny subset of all modes) 

occurred far more frequently. There are a few strategies and approaches that may be utilised to 

prevent mode collapse, the most obvious of which is to enable the discriminator to accept 

numerous inputs. This method is referred to as minibatch discrimination and can be found in 

[67]. In addition, the purpose of the discriminator [12, 63] and the generator [76, 59] might 

potentially be altered to assist address the collapse problem, as shown by various published 

research. To mitigate mode collapse, several techniques have been proposed. One popular 

method is to use a variation of the GAN architecture, such as a Wasserstein GAN (WGAN), 

which provides a more stable training process and better gradient flow. Another approach is to 

introduce diversity-promoting objectives, such as the maximum mean discrepancy (MMD), to 

encourage the generator to produce a wider range of outputs.Overall, mode collapse is a 

significant challenge in GAN training, and researchers continue to explore new techniques to 

address this issue and improve the quality and diversity of generated images. 

4.3 Instability  

Generative Adversarial Networks (GANs) are a popular class of generative models used in 

machine learning for synthesizing realistic data. They consist of two networks: a generator and 

a discriminator. The generator tries to produce fake data that can fool the discriminator, while 

the discriminator tries to distinguish between the real and fake data. The training process 
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involves updating the generator and discriminator alternately until the generator produces data 

that is similar to the real data. However, GANs can suffer from instability issues during 

training, resulting in poor performance or failure to converge. There are several reasons for this 

instability, such as vanishing gradients, mode collapse, and oscillations. Let's discuss these 

issues in more detail. 

Vanishing Gradients: 

The generator and discriminator are trained using a loss function that measures the difference 

between the real and fake data. The gradients of this loss function are used to update the 

parameters of the networks. However, in some cases, the gradients can become very small or 

zero, making it difficult to update the network weights. This is known as the vanishing 

gradients problem. 

Vanishing generator gradients in original GAN 

The original value function suggested in the GAN paper is 

(4.10) 

where the dependence on discriminator, generator parameters θD, θG have been explicitly 

included. Since the discriminator wants to maximize this as a function of θD, a good 

discriminator will output 1 on real samples and 0 on fake samples. Remember that D is a 

probability and the output of a sigmoid, so DθD (s) = σθD (s), where s is the discriminator 

input (s = GθG (z)); the vanishing gradient/saturation referred to when the discriminator is 

good originate from the sigmoid. From the chain rule, 

(4.11) 

The difference in behavior comes from the product of the first two terms in the two cases. In the 

case above, σ/(s) → 0 as σ → 0, while the fraction remains finite. For a generator function log(Dθ 

(Gθ (z))), the fraction diverges and the two balance to give nonvanishing gradient. Figure 4.2 

plots log(1 − σ(s)) vs. log(σ(s)), as a function of s, and we see the vanishing gradient/saturation 

in the region s → −∞ (σ → 0). 
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Figure 4.2: Comparing two generator value functions, log(1 − σ(s)) and log(σ(s)), as a function 

of the logit value s to discriminator. 

The vanishing gradients problem can occur when the discriminator becomes too good at 

distinguishing between the real and fake data. In this case, the gradients from the discriminator 

to the generator become very small, and the generator fails to produce diverse samples. This 

results in a collapse of the generator, where it produces only a few samples that are similar to 

each other. To address these challenges further, a new class of GANs called Transformer-based 

GANs (T-GANs) have emerged. T-GANs replace the traditional convolutional layers with self-

attention layers, which allow the generator to model long-range dependencies in the input data 

[1]. 

 

Table 4.1: The results comparison of Transformer-based GANs for PET reconstruction on NC 

subjects and MCI subjects’ datasets [1]. 

"The self-attention mechanism in transformers can be formulated as follows: given a sequence 

of input vectors X = {x1, x2, ..., xn}, the self-attention module computes a set of attention weights 

α = {α1, α2, ..., αn}, where αi represents the importance of xi with respect to the other input 

vectors [1]. The attention weights are computed as follows: 

 

where αi is the energy associated with the ith element of the input sequence, defined as a dot 

product between a query vector q and a key vector k: 
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The query, key, and value vectors are learned parameters of the self-attention module and are 

computed from the input vectors using linear transformations. The output of the self-attention 

module is a weighted sum of the value vectors, where the weights are given by the attention 

weights [1]: 

 

Self-attention mechanism is a technique that helps to improve the quality of generated images 

by focusing on important regions of the image during the generation process. It allows the 

model to selectively attend to different parts of the input image and weigh the importance of 

each part based on its relevance to the generation task [6]. 

This mechanism has been applied in various GAN architectures such as "Self-Attention GAN" 

(SAGAN), "BigGAN", and "StyleGAN". These models have shown significant improvements 

in image generation quality and diversity [6]. 

4.4 Evaluation Metrics  

Evaluation of GANs is a challenging task since there is no objective metric to evaluate the quality 

of synthetic samples. Common evaluation methods include visual inspection and perceptual 

similarity measures, but these can be subjective and difficult to quantify. To address this issue, 

recent studies have proposed alternative metrics such as the Fréchet Inception Distance (FID) 

and Inception Score (IS). Further this will be discussed in the next chapter. 

4.5 Data Distribution 

The quality of synthetic samples generated by GANs heavily depends on the quality of the 

training data. If the training data is biased or limited, the generator may produce samples that do 

not represent the full range of the data distribution. This can be addressed by using more diverse 

training data or data augmentation techniques. 

4.6 Computational Cost  

GAN training can be computationally expensive, requiring significant resources such as GPU 

clusters and large amounts of memory. This can be a barrier for researchers and practitioners 

with limited resources. However, recent advances in GAN architecture and training techniques 

have addressed this problem to some extent by reducing the complexity and training time of 
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GAN models. The goal of GAN optimization is to locate the global Nash equilibrium of a zero-

sum game, which is also known as a minimax game. In this game, both the generator and the 

discriminator want to minimise their cost function by locating a point (D,G) where JD for the 

discriminator is at a minimum for D and JG for the generator is at a minimum for G. Nash 

equilibrium is already a difficult issue to solve; however, solving it with GANs is significantly 

more difficult due to the objective function being non-convex and the parameters having a large 

dimension and being continuous. In addition, gradient-based training, which is a local 

optimization method that has a tendency to identify local Nash equilibria and fails to converge, 

is the most popular training strategy employed in GANs training. This technique was developed 

in the 1980s. (A modification to D in order to decrease JD may result in an increase in JG, and a 

modification to G in order to decrease JG could also result in an increase in JD.) [67, 30, 31]. In 

training, GANs also have issues with mode collapse and gradient vanishing, both of which are 

common concerns. 

4.7 Oscillations: 

In some cases, the generator and discriminator can oscillate between different states, resulting in 

unstable training. This can occur when the discriminator is too weak, and the generator produces 

samples that are too diverse, making it difficult for the discriminator to distinguish between them. 

As a result, the discriminator becomes too strong, and the generator produces less diverse 

samples. This creates a feedback loop, where the generator and discriminator oscillate between 

different states. 

To mitigate these instability issues, several techniques have been proposed, such as: 

1. Adding noise to the input of the discriminator to prevent it from becoming too strong. 

2. Using gradient penalties to encourage the gradients to remain non-zero. 

3. Adding regularization to the generator to promote diversity in the generated samples. 

4. Using different loss functions that are more robust to instability. 

In conclusion, instability is a common issue in GANs that can result in poor performance or 

failure to converge. Vanishing gradients, mode collapse, and oscillations are some of the causes 

of instability. Several techniques have been proposed to mitigate these issues, but GANs still 

remain a challenging area of research. Overall, GANs are powerful tools for generating synthetic 

data that can be used in a variety of applications. However, the training process can be 

challenging due to the problems mentioned above, and it requires careful tuning and 

experimentation to achieve optimal results. 
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CHAPTER 5 

TRAINING CHALLENGES 

Generative Adversarial Networks (GANs) are a type of machine learning models that are 

designed to generate new data that is similar to a given dataset. Training GANs is a complex 

process, and there are several techniques that can be used to improve their performance. In this 

article, we will explain in detail the training techniques for GANs. 

5.1 Adversarial Loss 

The main idea behind GANs is to train two neural networks simultaneously: a generator and a 

discriminator. The generator generates new data, and the discriminator tries to distinguish 

between the generated data and the real data. The adversarial loss is used to train the generator 

and the discriminator simultaneously. The adversarial loss is computed based on the difference 

between the predictions of the discriminator for the real and generated data. The generator tries 

to minimize the adversarial loss, while the discriminator tries to maximize it. 

5.2 Gradient Penalty 

The gradient penalty is a regularization technique used to prevent the discriminator from 

becoming too powerful. In GANs, the discriminator is trained to maximize the adversarial loss. 

However, if the discriminator becomes too powerful, it can easily distinguish between the 

generated and real data, making it difficult for the generator to learn. The gradient penalty is a 

way to regularize the discriminator and prevent it from becoming too powerful. 

5.3 Mini-Batch Discrimination 

Mini-batch discrimination is a technique used to improve the diversity of the generated data. 

In GANs, the generator can generate similar data, which can lead to mode collapse. Mode 

collapse is a situation where the generator produces a limited set of outputs, ignoring the rest 

of the data. Mini-batch discrimination is a way to overcome mode collapse by introducing 

diversity in the generated data. The technique involves introducing additional information 

about the batch of data that the discriminator receives. The discriminator can then use this 

information to distinguish between the generated data. 

5.4 Label Smoothing 

Label smoothing is a regularization technique used to prevent overfitting in the discriminator. 

In GANs, the discriminator is trained to distinguish between the generated and real data. 
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However, if the discriminator becomes too good at this task, it can overfit to the training data, 

leading to poor performance on new data. Label smoothing is a way to prevent overfitting by 

introducing noise in the labels of the training data. 

5.5 Progressive Growing 

Progressive growing is a technique used to improve the stability and performance of GANs. 

The technique involves gradually increasing the resolution of the generated images during 

training. The generator and the discriminator are trained on lower resolution images first and 

then gradually move to higher resolution images. This allows the generator to learn low-level 

features first and then build on them to learn high-level features. 

5.6 Conditional GANs 

Conditional GANs are a type of GANs that allow the generator to generate data based on a 

specific condition. The condition can be any type of input, such as text or images. This 

technique is useful when the task involves generating data based on a specific input, such as 

image-to-image translation or text-to-image generation. 

In conclusion, the training of GANs is a complex process that requires several techniques to 

improve their performance. Adversarial loss, gradient penalty, mini-batch discrimination, label 

smoothing, progressive growing, and conditional GANs are some of the techniques that can be 

used to train GANs effectively. 

5.7 Architecture Rebuild 

Generative Adversarial Networks (GANs) have been used to generate realistic images, videos, 

and other media with impressive results. However, the architecture of GANs is often complex, 

and can be challenging to design and optimize for specific tasks. Architecture rebuild in GANs 

refers to the process of redesigning and refining the architecture of GANs to improve their 

performance on specific tasks. The architecture of a GAN typically consists of two 

components: a generator and a discriminator. The generator generates new data samples, while 

the discriminator distinguishes between real and fake data samples. The generator and 

discriminator are trained together in an adversarial setting, with the generator learning to 

produce more realistic data samples, and the discriminator learning to better distinguish 

between real and fake data. 
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The architecture of the generator and discriminator can have a significant impact on the 

performance of the GAN. A poorly designed architecture can lead to poor quality results, slow 

convergence, and other issues. Architecture rebuild in GANs can help address these problems 

by optimizing the design of the generator and discriminator. There are several approaches to 

architecture rebuild in GANs. One approach is to use different types of layers and activation 

functions in the generator and discriminator. For example, using convolutional layers in the 

generator can help it generate more realistic images, while using batch normalization in the 

discriminator can help it better distinguish between real and fake data. 

Another approach is to adjust the number of layers and neurons in the generator and 

discriminator. Adding or removing layers and neurons can impact the complexity and capacity 

of the GAN, which can affect its performance on different tasks. Other approaches to 

architecture rebuild in GANs include using different loss functions, adding regularization 

techniques, and adjusting the learning rate and batch size. These techniques can help improve 

the stability and convergence of the GAN and can lead to better results. 

The goal of training a GAN is to learn the underlying distribution of desired samples and create 

ones that are realistic. The conventional generator, on the other hand, may not be strong enough 

to learn complicated distributions. It is possible that GAN will become more powerful and 

stable with the assistance of the new architecture. CGAN [60] presented an enhanced 

conditional model that was designed to provide G and D with more information. CGAN was 

able to produce samples of higher quality thanks to the auxiliary information, although the 

training sample still has to be labelled. DCGAN [63] took the role of spatial pooling, which 

had the potential to degrade the quality of the samples generated. StackGAN [82], which is 

derived from CGAN, presented a sketch-refinement method as a means of partitioning the text-

to-image conversion procedure into two steps. In the first step, a crude picture with a low 

resolution is produced, and in the second stage, an image with a greater resolution and more 

information is produced. The progressive network that was proposed by PROGAN [46] begins 

with a resolution of 4 by 4 and builds up to a picture with a resolution of 1024 by 1024. SAGAN 

[80] developed an attention mechanism to collect information from a wider range, which 

allowed it to create pictures with more realistic features. This was accomplished by collecting 

information from a wider range. It was proposed by InfoGAN [22] to include a latent code as 

another input of the generator and to maximise the amount of mutual information between the 

output of the discriminator and the latent code. The Laplacian pyramid was included into 

CGAN by LAPGAN [26]. It was able to create photos of a better resolution and a quality that 
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was believable. StyleGAN [47] suggested a different generator structure as a means of 

untangling the latent space. CycleGAN [83] presented a novel structure that produced high-

quality translated pictures with unpaired samples. This structure had G and D numbers that 

were twice. 

In summary, architecture rebuild in GANs involves redesigning and refining the architecture 

of the generator and discriminator to improve the performance of the GAN on specific tasks. 

There are several approaches to architecture rebuild, including adjusting the layers, neurons, 

activation functions, loss functions, regularization techniques, and learning rate. By optimizing 

the architecture of the GAN, we can improve its ability to generate realistic data samples and 

achieve better performance on a range of applications. 

5.8 Cost Function  

The cost function in Generative Adversarial Networks (GANs) plays a crucial role in the 

optimization of the model. GANs are a type of deep learning algorithm that aims to generate 

synthetic data that resembles the real-world data. The GAN architecture is comprised of two 

networks, the generator and the discriminator. The generator produces the synthetic data, and 

the discriminator classifies it as either real or fake. The cost function in GANs is designed to 

ensure that the generator produces high-quality synthetic data that is indistinguishable from the 

real data. The cost function in GANs consists of two components: the generator loss and the 

discriminator loss. The generator loss measures the difference between the synthetic data 

generated by the generator and the real data. The discriminator loss measures the difference 

between the discriminator's classification of the synthetic data and the real data. 

The generator loss is calculated using the cross-entropy loss function. The cross-entropy loss 

function measures the difference between the probability distribution of the real data and the 

synthetic data. The generator loss is used to update the generator's parameters, which allows it 

to produce better synthetic data that resembles the real data. The discriminator loss is also 

calculated using the cross-entropy loss function. The discriminator loss measures the difference 

between the probability distribution of the real data and the synthetic data generated by the 

generator. The discriminator loss is used to update the discriminator's parameters, which allows 

it to classify the synthetic data more accurately. 

As discussed in Training problems, the KL-divergence and JS-divergence are defective for 

GANs. Some works focus on changing the objective function to encourage the model to 

convergence, and others focus on modifying the function with additional cost to enforce 
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constraints.  Table 4.1 lists the cost function of all the models we will discuss in this session.  

LSGAN [58] proposed to adopt Least square loss instead of the sigmoid cross-entropy loss, 

which could improve training stability and generate images with higher quality than the original 

GAN. Arjovsky et al.  [12] proved that for an optimal D, Wasserstein distance between actual 

and generated distribution can be minimized by minimizing the value function for G.  WGAN 

used Wasserstein distance which is smooth and can reflect the distance of two distributions 

even there is no overlap to replace the JS-divergence and solve the mode collapse and gradient 

vanishing problem.   

Table 5.1:  Discriminator and Generator Loss Function of each Model; MM GAN is the vanilla 

GAN, NS GAN is the vanilla GAN use alternative cost function in the original paper to improve 

the gradient signal. 

 

Because WGAN-GP [35] used gradient penalty to establish Lipschitz continuity, it was able to 

have a faster rate of convergence than WGAN. This was made possible by the fact that WGAN-

GP introduced gradient penalty. BEGAN [15] moved away from using a discriminator in 

favour of an autoencoder and made use of the Wasserstein distance as a gauge of convergence. 

In addition, the introduction of a new hyperparameter is suggested as a means to achieve a 

balance between D and G throughout the training phase. DRAGAN [51] suggested including 

a gradient penalty in the original GAN, which would have brought both an increase in results 

and stability. The experimental results for the aforementioned functions are displayed in Table 

4.2. These results were measured using FID while the architecture remained the same. It is 

difficult to determine which cost function is preferable to others due to the fact that certain cost 

functions may have worse results in one dataset but better results in another. In addition, if 

given sufficient processing power and an appropriate dataset, a subpar algorithm could be able 

to outperform superior ones. 
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Table 5.2:  Best FID for each Model. Data from [55]. 

 

The overall cost function in GANs is a combination of the generator loss and the discriminator 

loss. The goal of the cost function is to minimize the difference between the probability 

distribution of the real data and the synthetic data generated by the generator. As the generator 

produces better synthetic data that is more indistinguishable from the real data, the 

discriminator becomes better at classifying it. This creates a feedback loop, which allows the 

GAN to improve the quality of the synthetic data over time. In conclusion, the cost function in 

GANs plays a crucial role in the optimization of the model. It ensures that the generator 

produces high-quality synthetic data that is indistinguishable from the real data. The cost 

function is comprised of two components, the generator loss, and the discriminator loss, and it 

is designed to minimize the difference between the probability distribution of the real data and 

the synthetic data. 

5.9 Optimization Methods 

Generative Adversarial Networks (GANs) are a class of deep learning models used for 

generating realistic data, such as images, videos, and audio. GANs have two components: a 

generator network that creates fake data, and a discriminator network that tries to distinguish 

between real and fake data. 

The optimization of GANs involves training both the generator and discriminator networks, 

which can be challenging. The following are some of the most popular optimization methods 

for GANs: 

• A crucial iterative optimization approach in machine learning is referred to as 

Stochastic Gradient Descent (SGD). This method uses a gradient descent procedure to 

build an expectation of the gradient using just a minibatch of the available data. When 

used to huge datasets, it will prove to be more cost effective than gradient descent. In 
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addition, SGD has the ability to ensure that convergence takes place for a convex or 

pseudo-convex cost function. 

• Mini-batch stochastic gradient descent (SGD): This is a popular optimization method 

for training deep neural networks, including GANs. In mini-batch SGD, the weights of 

the generator and discriminator networks are updated using the gradients of the loss 

function computed on small batches of data. 

• Adam optimization: This is a variant of mini-batch SGD that uses adaptive learning 

rates. Adam adjusts the learning rate for each parameter in the generator and 

discriminator networks based on the first and second moments of the gradients.  

Kingma et al. [49] propose Adam as a first-order gradient-based stochas- tic 

optimization method with adaptive learning rate. Adam is described as having these 

characteristics. It is suitable for non-convex optimization as well as problems with 

highly noisy and/or sparse gradients because to its high level of robustness and 

adaptability. 

• Batch normalization is a technique used to normalize the inputs of a deep learning 

model. It is commonly used in Generative Adversarial Networks (GANs) to improve 

the training stability and convergence. In GANs, batch normalization is applied to the 

inputs of the generator and discriminator networks. The main idea is to normalize the 

inputs to have zero mean and unit variance across the training data. This helps to prevent 

the vanishing gradients problem and allows the networks to learn more efficiently. The 

batch normalization process involves computing the mean and variance of the inputs 

over a mini-batch of samples. Then, the inputs are normalized by subtracting the mean 

and dividing by the standard deviation. This is followed by a scaling and shifting 

operation, which allows the network to learn the optimal scale and bias for each layer. 

By applying batch normalization, the GANs can produce more stable and diverse 

outputs, and it is less sensitive to the choice of hyperparameters. This technique can 

also speed up the training process and reduce the number of training iterations required 

to achieve a good result. Batch Normalization [42] is a method that makes the 

optimization of deep neural networks simpler by lowering the amount of internal 

covariate shift. [42] It does this by i)normalizing each scalar feature individually with 

zero mean and variance of 1, and ii)producing estimates of the mean and variance of 

each activation for each mini-batch. This process is referred to as "whitening" [62, 78] 

the inputs of each layer. It's possible that using Batch Normalization will allow for a 
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faster learning rate while requiring less focus on the initialization. In addition to this, 

Batch normalisation may decrease the requirement for Dropout. In conclusion, batch 

normalization is an important technique for improving the training stability and 

convergence of GANs. It helps to prevent the vanishing gradients problem, and it can 

produce more stable and diverse outputs. 

• Virtual batch normalization (VBN) is a technique used in Generative Adversarial 

Networks (GANs) to improve the stability and performance of the generator network. 

In standard batch normalization, the mean and variance of a batch of samples are 

calculated and used to normalize the inputs to a layer of the network. However, in 

GANs, each generated sample is unique and may not represent the same distribution as 

the original batch used for normalization. VBN addresses this problem by normalizing 

each generated sample with respect to a reference batch that is fixed and pre-computed. 

This reference batch is independent of the generator network and does not change 

during training. This allows the generator to learn a more stable and consistent mapping 

between the noise input and the generated samples’ can also be used to facilitate 

network transfer between different data domains. By using a reference batch from a 

different domain, the generator can be trained to generate samples that are more 

representative of that domain. This technique has been shown to be effective in 

improving the performance and quality of GAN-generated images. 

The Virtual Batch Normalization (VBN) algorithm [67] was developed with the goal 

of eliminating the possibility that the output of a neural network for one input might be 

heavily reliant on the inputs of other networks in the same minibatch. It began by 

creating a reference batch that was normalised based on its own data, and then it 

repaired that batch before beginning training in order to normalise the input to the 

neural network. VBN is only utilised in generators due to the significant computational 

cost associated with executing forward propagation on two minibatch of data. VBN is 

only used in generators.   

• Gradient Penalty is a technique used in Generative Adversarial Networks (GANs) to 

prevent the discriminator from becoming too powerful and overfitting the generator. It 

does this by adding a regularization term to the loss function of the discriminator, which 

penalizes it for having a steep gradient. This encourages the discriminator to have a 

smooth gradient, which in turn helps to stabilize the training process and improve the 

quality of the generated samples. The gradient penalty technique was first introduced 
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in the Wasserstein GAN (WGAN) algorithm, which is a variant of GAN that uses the 

Wasserstein distance instead of the Jensen-Shannon divergence to measure the distance 

between the real and generated distributions. The gradient penalty is applied to the 

discriminator's loss function in WGAN by computing the norm of the gradient of its 

output with respect to the input samples and penalizing it if this norm deviates from a 

target value. The gradient penalty has several advantages over other regularization 

techniques such as weight decay or dropout. It is easy to implement, computationally 

efficient, and does not require tuning of hyperparameters. It has been shown to improve 

the stability of GAN training, reduce mode collapse, and improve the diversity and 

quality of the generated samples. 

• Spectral normalization: Spectral Normalization is a technique used to normalize the 

weights of neural networks to reduce the instability of the model during training. It 

works by constraining the maximum singular value of each weight matrix in the 

network to be less than or equal to a pre-defined constant. This helps in stabilizing the 

training process by reducing the chance of exploding or vanishing gradients. In simpler 

terms, the spectral normalization technique ensures that the weights of the neural 

network are not too large or too small, which can lead to a lack of convergence or poor 

generalization. By keeping the weights within a certain range, the model is able to learn 

more efficiently and effectively. This technique is particularly useful in deep neural 

networks, which are prone to instability during training due to the complex interactions 

between layers. The Lipschitz constant is the sole configurable hyperparameter in the 

Spectral Normalization [61] normalisation approach, which is used to stabilise the 

discriminator training. By normalising the spectral norm of the weight matrix, it meets 

the Lipschitz constraint, which enables it to achieve a greater level of stability and a 

superior outcome. Overall, spectral normalization is a powerful tool for improving the 

performance and stability of neural networks, particularly in deep learning applications. 

It is often used in combination with other techniques such as batch normalization and 

weight decay to further enhance the effectiveness of the model. 

• One-sided label smoothing: This is a technique used to prevent the discriminator from 

becoming too confident in its predictions. In one-sided label smoothing, the 

discriminator is trained to recognize real data as a range of values rather than a single 

value, which can prevent the generator from generating data that is too similar to the 

real data. 
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• A 1x1 convolution is a type of convolutional operation where the kernel size is 1x1. It 

is also called pointwise convolution since it acts on individual pixels or features. 1x1 

convolutions are often used to adjust the depth or number of channels in the feature 

maps without changing their spatial dimensions. They are commonly used in deep 

neural networks to reduce the computational cost of the network and improve its 

accuracy. On the other hand, Network in Network (NiN) is a type of neural network 

architecture that uses a combination of 1x1 convolutions, global average pooling, and 

multiple fully connected layers to improve the accuracy of the model. In a NiN network, 

instead of using traditional convolutional layers, 1x1 convolutions are used to extract 

features and multiple fully connected layers are used for classification. This architecture 

helps to reduce the number of parameters in the network while improving the accuracy 

and speed of training. 1 × 1 Convolution or Network in Network is an operation to learn 

the representations from images proposed by Lin et al.  [54].  It consists of a mlpconv 

layer and a global average pooling layer to generates feature maps. 

5.10 Activation Function 

An activation function is a mathematical function that is applied to the input of a neural network 

to introduce non-linearity in the output. This non-linearity helps the neural network to learn 

complex patterns in the data and make accurate predictions. Without an activation function, a 

neural network would just be a linear regression model that is unable to capture complex 

patterns in the data. Activation functions can be categorized into three types: sigmoid functions, 

rectified linear units (ReLU), and hyperbolic tangent functions. Sigmoid functions were widely 

used in the past, but now the most popular activation function is the ReLU function, which is 

simple and computationally efficient. The hyperbolic tangent function is another popular 

choice and is similar to the sigmoid function but with a different range. Activation functions 

take an input value and transform it into an output value, which is then used as the input for the 

next layer of the neural network. The output value is usually between 0 and 1 or -1 and 1, 

depending on the activation function used. The choice of activation function depends on the 

type of problem being solved and the architecture of the neural network. 

Additionally some analysis also reveals that the training dynamics of GANs can be affected by 

the choice of activation function used in the generator and discriminator networks. Specifically, 

we find that using activation functions that are not smooth can lead to slower convergence of 

the GAN training, whereas smooth activation functions can result in faster convergence [4]. 
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This highlights the importance of carefully selecting the activation functions for GANs and 

suggests that future research could explore the design of novel activation functions that are 

optimized for GAN training [4]. 

• Rectified Linear Unit (ReLU) is an activation function widely used in deep learning 

networks, particularly in convolutional neural networks. The ReLU activation function 

replaces all negative values in an input matrix with zero, while leaving positive values 

unchanged. The ReLU function is defined as follows: 

                                                 f(x) = max(0, x)                                                  (5.1) 

where x is the input value. ReLU is a non-linear activation function that has become 

popular because of its simplicity and efficiency. It is faster to compute than other 

activation functions such as the sigmoid function or the hyperbolic tangent function. 

 

Figure 5.1: Representation of  Rectified Linear Unit (ReLU) 

 

 ReLU is also less prone to the vanishing gradient problem, which can occur when 

training deep networks using other activation functions. The ReLU function is also 

sparsifying, meaning that it promotes sparse activations. This is because any input value 

that is less than or equal to zero is set to zero. As a result, ReLU helps to reduce the 

number of active neurons in a layer, which can lead to better performance in some cases. 

One downside of ReLU is that it can lead to "dead" neurons. If the input to a neuron is 

always negative, then the output of that neuron will always be zero[17]. This can 

happen if the weights of a neuron are initialized such that the input to the neuron is 

always negative. In this case, the neuron will never contribute to the output of the 

network, and its weights will not be updated during training. This is known as a dead 

neuron, and it can reduce the performance of the network. To mitigate the dead neuron 

problem, variants of ReLU have been proposed, such as leaky ReLU and parametric 

ReLU. Leaky ReLU adds a small positive slope to the negative values of the function, 

while parametric ReLU introduces a learnable parameter that controls the slope of the 

negative values. 
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In summary, ReLU is a popular activation function used in deep learning networks. Its 

simplicity and efficiency make it a good choice for large-scale networks, and its 

sparsity-promoting properties can lead to better performance. However, it can suffer 

from the dead neuron problem, which can be mitigated by using variants such as leaky 

ReLU or parametric ReLU. 

• The Leaky ReLU (Rectified Linear Unit) activation function is an improved version of 

the popular ReLU function. The ReLU function is a non-linear activation function that 

is widely used in neural networks. It is defined as  

                                                        f(x) = max(0, x),                                               (5.2) 

which means that it returns 0 if the input value is negative and returns the input value 

if it is positive[17]. The Leaky ReLU function, on the other hand, returns a small 

negative value for negative inputs. It is defined as  

                                                  f(x) = max(a*x, x),                                              (5.3) 

where a is a small positive value that is usually set to 0.01. This means that for negative 

input values, the Leaky ReLU function returns a small negative value, which helps to 

avoid the "dying ReLU" problem that can occur with the ReLU function. The "dying 

ReLU" problem occurs when the ReLU function returns 0 for negative inputs.  

 

Figure 5.2: Representation of  The Leaky ReLU (Rectified Linear Unit) 

 

This can cause the gradient of the activation function to become zero, which can lead 

to the "vanishing gradient" problem during training. The vanishing gradient problem 

occurs when the gradients of the loss function become too small, making it difficult for 

the network to learn. The Leaky ReLU function helps to avoid these problems by 

providing a non-zero gradient for negative inputs. This allows the network to learn more 

effectively and improve its performance. In summary, the Leaky ReLU activation 

function is an improved version of the ReLU function that returns a small negative 

value for negative inputs. This helps to avoid the "dying ReLU" and "vanishing 

gradient" problems that can occur during training. 
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• The sigmoid activation function is a widely used non-linear function in deep learning 

and artificial neural networks. It takes an input value and squashes it into a range 

between 0 and 1. It is defined as: 

                                               f(x) = 1 / (1 + exp(-x))                                           (5.4) 

Here, the input x can be any real number, and the output f(x) always lies between 0 and 

1. 

 

Figure 5.3: Representation of  The sigmoid activation function 

 

The sigmoid function is popular because it is easy to compute, and it provides a smooth 

gradient, which is necessary for backpropagation in neural networks. It is often used as 

an activation function in the output layer of a binary classification problem. 

There are several advantages of using a sigmoid function as an activation function in 

neural networks: 

1. Non-linearity: The sigmoid function is a non-linear function, which allows 

neural networks to learn complex relationships between inputs and outputs. 

2. Easy to compute: The sigmoid function is a simple mathematical function that 

can be easily computed on a computer. 

3. Smooth gradient: The sigmoid function provides a smooth gradient, which 

makes it easier to optimize the neural network using gradient descent. 

4. Binary classification: The sigmoid function is commonly used in the output 

layer of a neural network for binary classification problems, where the output is 

either 0 or 1. 

However, there are also some disadvantages of using a sigmoid function: 

1. Vanishing gradient: The gradient of the sigmoid function becomes very small 

for very large or very small input values. This can lead to the problem of 

vanishing gradients, which makes it difficult to train deep neural networks. 

2. Output range: The output of the sigmoid function is always between 0 and 1, 

which can cause problems if the output is required to be outside this range. 
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In summary, the sigmoid function is a useful activation function for neural networks, 

particularly in binary classification problems. However, it is important to be aware of 

its limitations and potential problems, such as vanishing gradients and output range 

constraints. 

 

• The tanh (hyperbolic tangent) activation function is a non-linear mathematical function 

commonly used in artificial neural networks. It is similar to the sigmoid function but 

with a range of -1 to 1 instead of 0 to 1. The formula for the tanh function is: 

tanh(x) = (e^x - e^-x) / (e^x + e^-x) 

where e is the mathematical constant approximately equal to 2.71828 and x is the input 

to the function. The tanh function takes any real-valued number as input and returns a 

value between -1 and 1.  

 

Figure : Representation of The tanh (hyperbolic tangent) activation function 

 

When the input is close to zero, the output of the tanh function is also close to zero. As 

the input moves away from zero, the output approaches -1 or 1, depending on the sign 

of the input. 

One of the main benefits of the tanh function is that it is symmetric around the origin. 

This means that if the input to the function is negated, the output will also be negated. 

This property can be useful in certain types of neural networks where the input can be 

positive or negative. Another advantage of the tanh function is that it is more sensitive 

to changes in the input compared to the sigmoid function. This can be helpful in certain 

applications where fine-grained distinctions need to be made between different inputs. 

However, one disadvantage of the tanh function is that it can suffer from the vanishing 

gradient problem, particularly when the input values are large. This means that the 

gradients can become very small, which can make it difficult to train the neural 

network. 
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In summary, the tanh activation function is a non-linear function that maps any real-

valued input to a value between -1 and 1. It is useful in certain types of neural networks, 

but care must be taken to avoid the vanishing gradient problem.  

• The Gaussian Error Linear Unit (GELU) is an activation function used in artificial 

neural networks. It was introduced in 2018 by Dan Hendrycks and Kevin Gimpel. The 

GELU function is a smooth approximation of the rectified linear unit (ReLU) function, 

which is commonly used in neural networks.The GELU function is defined as: 

$$\text{GELU}(x) = x\Phi(x)$$ ,where $\Phi(x)$ is the cumulative distribution 

function of the standard normal distribution. The GELU function is differentiable and 

monotonic, which makes it suitable for use in backpropagation algorithms. One of the 

advantages of the GELU function over the ReLU function is that it is smoother, which 

can help prevent overfitting. The ReLU function has a sharp corner at zero, which can 

cause problems during training. The GELU function, on the other hand, has a gradual 

transition from the linear region to the non-linear region, which can help prevent the 

network from getting stuck in local optima. Another advantage of the GELU function 

is that it has a mean of zero and a standard deviation of one, which can help improve 

the stability and convergence of the network. This is because the GELU function is 

based on the standard normal distribution, which is a well-behaved probability 

distribution. In summary, the Gaussian Error Linear Unit (GELU) is an activation 

function used in artificial neural networks. It is a smooth approximation of the rectified 

linear unit (ReLU) function and has several advantages over ReLU, including smoother 

behavior, better convergence properties, and a mean of zero and a standard deviation 

of one. 

• Historical averaging is proposed by Goodfellow et al. [67] is a technique for improving 

the performance and stability of neural networks during training. The technique was 

first proposed by Ian Goodfellow in his 2016 paper "On large-batch training for deep 

learning: Generalization gap and sharp minima."  

The historical average can be denoted as follows: 

(5.5) 

 

In the preceding equation, θ[i] is the value of parameters at a particular time, i. This 

approach can improve the training stability of GANs too. 
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The basic idea behind historical averaging is to keep track of the past weights of the 

network during training and use the average of these past weights as the final weights 

of the network. Specifically, during training, the network's weights are updated using 

stochastic gradient descent (SGD) or a variant of it such as Adam or RMSProp. At the 

end of each epoch or mini batch, the current weights are added to a running average of 

the past weights. The final weights used for inference are the average of all the weights 

seen during training. The benefit of using historical averaging is that it helps to 

regularize the network and prevent overfitting. By averaging the weights over time, the 

final weights are less likely to be influenced by the noise in the training data or the 

specific mini-batches used for training. This can result in a network that generalizes 

better to new data and is less sensitive to the specific training set used. In addition to 

improving the generalization performance of the network, historical averaging can also 

help to stabilize the training process. The average weights tend to be smoother and more 

consistent than the individual weights seen during training, which can reduce the 

oscillations and instability that can occur during training. Overall, historical averaging 

is a simple and effective technique for improving the performance and stability of 

neural networks. It is easy to implement and can be used in combination with other 

regularization techniques such as dropout or weight decay. 

In conclusion, the optimization of GANs is an ongoing research area, and many techniques 

have been developed to improve the stability and quality of generated data. The choice of 

optimization method depends on the specific application and the characteristics of the data 

being generated. 
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CHAPTER 6 

CONCLUSION 

In conclusion, Generative Adversarial Networks (GANs) have emerged as a powerful deep 

learning technique for generative modeling. GANs have proven to be effective in various 

applications, including image and video generation, style transfer, and data augmentation. The 

success of GANs can be attributed to their ability to learn the underlying data distribution and 

generate new samples that are similar to the real data. The survey of GANs presented in this 

paper provides an overview of the evolution of GANs, the challenges faced, and the progress 

made in addressing these challenges. The survey also highlights some of the key applications 

of GANs and the potential of GANs in solving real-world problems. 

One of the key challenges of GANs is their instability during training, which can lead to mode 

collapse and poor quality outputs. However, recent advancements such as Wasserstein GANs, 

Progressive GANs, and StyleGANs have addressed these issues and have improved the 

stability and quality of GANs. 

In addition to that, this study presents a variety of current metrics in order to evaluate the degree 

of similarity that exists between the synthetic samples and the actual samples. A decent 

measure should be able to compare the performance while also revealing the current faults that 

need to be improved. This article provides a wealth of examples that make use of supplemental 

metrics to paint a clearer picture of the performance being measured. For example, accuracy 

and recall separate the fidelity from the variety, which is something that FID does not support 

[66]. A number of different techniques, such as the Wasserstein Inception Distance [12] are 

proposed in addition to additional metrics in order to circumvent the inherent Gaussian 

limitation that is present in the FID. When assessing the efficacy of the models, researchers 

should think about utilising a variety of indicators to increase the likelihood of arriving at a 

convincing comparison. For a compelling demonstration, it is vital to have an understanding 

of the limits of the present measures, despite the fact that there is no general agreement over 

the standard metrics. Therefore, further research in the future is required to develop a generic 

metric that offers a comparison that is objective for all GANs. 

Moreover, the survey also identifies the limitations of GANs, such as their high computational 

and memory requirements, and the difficulty of evaluating the performance of GANs. 
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However, these limitations can be addressed with further research and advancements in the 

field of GANs. 

In summary, the survey paper on GANs presents an in-depth overview of the advancements 

and challenges of GANs in the field of deep learning. GANs have shown great potential in 

generative modeling, and with further research, GANs can be used to solve real-world 

problems in various domains. GANs are a promising deep learning technique, and their 

potential can be harnessed with continued research and development in the field. 
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