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Abstract 

 

One of the greatest and most complicated challenges of the 21st century for preventing 

even more disastrous effects on the habitability of our planet, is to minimize the 

increasing CO2 emissions representing the main cause of climate change. This 

challenge has raised a global interest towards process optimization, renewables, as 

well as CO2 capture for storage or for using it as valuable resource to convert it to 

valuable chemicals and fuels. Therefore, the focus of this thesis is the CO2 

hydrogenation to higher alcohols. Particular attention is given to finding new catalysts 

and alternative catalyst synthesis methods that allow a good control over the structure 

of the catalyst involved in the CO2 hydrogenation reaction. Following both literature 

studies and previous results obtained by the research group, rhodium (Rh) 

nanoparticles (NPs) supported on mesosilica has been chosen as metal catalyst. It was 

prepared with the sol immobilization method, which, compared to conventional 

techniques, such as wet impregnation and deposition–precipitation, allows a good 

control of metal particle size before embedding them in the support, thus reducing the 

influence of the support on metal dispersion. The mesoporous support guaranteed both 

thermal and mechanical stability to the catalyst, as well as a great dispersion of Rh 

NPs due to its high surface area. The tests were performed by varying the reaction 

conditions, the metal loading and by adding Li and Fe as promoters to verify any 

difference in the catalytic activity for the CO2 hydrogenation reaction. Due the high 

redox potential of Fe, the supported RhFeLi alloy NPs was not prepared with the same 

procedure used for the unpromoted catalyst. An innovative hybrid method was 

developed, combining sol immobilization with impregnation. The best catalytic results 

showed 14.3% CO2 conversion for 1wt%Rh/meso-SiO2@Li10% and 5.8% of 

methanol selectivity for 1wt%RhFe/meso-SiO2@Li10% (both at 250°C, 80 bar, 20 

mL/min of CO2/H2 with 1/3 ratio). As shown from the BET model, the low activity 

might be due either to a partial clogging of pores or the collapse of pore structure (or 

both). Despite the low selectivity towards ethanol production, XPS spectra confirmed 

the presence of the desired species, and TEM and BET analysis a mesoporous structure 

with uniform dispersion of Rh NPs throughout all the surface. The efficacy of the 

synthesis strategy adopted was thus validated. 
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1 Introduction  

1.1 Catalysis: definitions and general concepts 

 

Catalysis plays a vital role in many industries, such as energy and fuels, fine chemicals, 

pharmaceuticals, and commodity chemicals. Currently, about 90% of chemical 

manufacturing processes and more than 20% of all industrial products involve catalytic 

steps 1.  

The term "catalyst", derive from the Greek words κατα (kata) = down and λυδειν 

(lysein) = to split or break, was coined by Berzelius in 1835, who defined it as a 

substance which by its mere presence evokes chemical actions which would not take 

place in its absence1. It took about sixty years until a new definition of catalysis was 

given in 1894 by W. Ostwald. Based on the knowledge of chemical equilibrium, 

Ostwald defined a catalyst as a substance that increases the rate of a chemical reaction, 

without being consumed or produced. The catalyst changes only the rate of the 

reaction, and does not change the thermodynamics2. 

The activation energy Ea is that energy barrier the reactant molecules must possess to 

enable the reaction to take place and that this barrier can only be surmounted by a 

small fraction of reactant molecules for which the total collision energy exceeds the 

activation energy. As shown in the diagram in Figure 1, where the potential energy is 

plotted against the reaction coordinate, a catalyst is as any substance added to a 

chemical reaction that lowers its activation energy barrier by: 

 Orienting the reacting particles in such a way that a greater faction of the 

particles to have enough energy to react, 

 Reacting with the reactants to form an intermediate that requires lower 

activation energy to form the product, in this way providing an alternative 

pathway.  

In this way, the catalyst increases the reaction rate and allows the reaction to proceed 

under milder conditions (e.g., low temperature or pressure) towards equilibrium. 

Nevertheless, it is obvious that a catalyst which increases the reaction rate of the 
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forward reaction of a reversible reaction must also increase the rate of the reverse 

process by the same amount.  

 

Figure 1. Potential energy profile for a catalysed and uncatalyzed exothermic reaction1. 

 

1.2 Catalytic systems 

 

Mainly, it is possible to distinguish between three types of catalysts: homogeneous 

catalysts, heterogeneous catalysts, and biocatalysts.  

 

1.2.1 – Biocatalysis 

 

Biocatalysts are defined as natural substances, like enzymes or cells, used to catalyse 

chemical reactions3. Enzymes have pivotal role in the catalysis of hundreds of 

biological processes that occur within all living organisms (such as digestion of food 

or the build-up of proteins and DNA). Without enzymes, many of these reactions 

would not take place at a perceptible rate2. The reactant in an enzyme-catalysed 

reaction is called a substrate. Enzymes also have valuable industrial (such as 

fermenting of wine, leavening of bread, curdling of cheese, and brewing of beer)4 and 

medical applications (such as killing disease-causing microorganisms, promoting 

wound healing, and diagnosing certain diseases)5.  
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1.2.2 Homogeneous catalysis 

 

In homogeneous catalysis, the catalyst and the reactants are both in the same phase6, 

which is mostly liquid phase, but also gas phase (sometimes even in the solid phase). 

There are an extended variety of homogeneous catalysts, ranging from Brønsted and 

Lewis acids (which are widely used in organic synthesis), to transition metals, organic 

molecules and organometallic or coordination complexes6.  

The advantages of these catalysts include an excellent selectivity and a high and 

uniform dispersion of the catalyst throughout the reaction mixture, allowing the 

maximum number of collisions between reactants and catalyst and so and easy 

accessibility to all catalytically active sites3. However, they suffer from some 

disadvantages, such as corrosion, toxicity, poor thermal stability, difficult separation 

of the catalysis from solution after the interaction, high catalyst recovery costs, and the 

creation of solid waste2. Despite these problems, are still used in the food, fine 

chemical, pharmaceutical, and agrochemical industries. Moreover, a number of 

commercially viable processes, mainly using transition metal compounds, have been 

developed in recent years, such as high-density polyethylene and polypropylene. The 

first industrial catalysed reaction, performed in 1750, was the oxidation of SO2 to SO3 

using NO in the gaseous phase as a homogeneous catalyst (the so-called lead chamber 

process)4: 

 

Step 1: 2NO(g) + O2(g) → 2NO2(g) (1) 

Step 2: 2NO2(g) + 2SO2(g) → 2NO(g) + 2SO3(g) (2) 

Overall reaction: 2SO2(g) + O2(g) → 2SO3(g) (3) 

 

It is used for the manufacture of sulfuric acid (H2SO4)
5:  

 

SO3 + H2O → H2SO4 (4) 
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1.2.3 Heterogeneous catalysis 

 

Heterogeneous catalysis involves systems in which the reaction takes place in different 

phases6: the catalyst is usually in a solid form, and the reaction occurs either in the 

liquid or in the gaseous phase7. This means that the rate-limiting step occurs at the 

solid surface, which is why heterogeneous catalysis is also referred to as surface 

catalysis8. 

Moreover, it implies many advantages compared to the homogeneous catalysts, such 

as their easy separation from the products and easy recovery3. Some example of 

processes that use heterogeneous catalysts are Fe with small amounts of Al2O3 and 

K2O used in the Haber-Bosch process for the synthesis of ammonia from N2 and H2, 

but also the Fischer–Tropsch (FT) process to produce a variety of hydrocarbons8.  

Heterogeneous catalysts may be used as fine particles, powders, granules. They may 

be used in bulk form (unsupported catalysts) or be deposited on the solid support 

(supported catalysts)9. The first occupy the large section of industrial catalysis (e.g., 

Raney nickel in the hydrogenation of glucose to sorbitol10), while the second are 

mainly used in hydrogenation, hydrogenolysis, dehydrogenation, reforming reactions, 

and cracking of petroleum hydrocarbons.  Some common heterogeneous catalysts are 

metals, metal oxides, metal salts, or organic molecules. Noble metals, such as Pt, Pd, 

Rh, Ni, Co, and Ir, are superior heterogeneous catalysts11. They have been extensively 

used in the chemical and petrochemical industry for the production of energy and fuels, 

and commodity chemicals, but also medicine production, and environmental 

technology11. However, due to the high costs and low abundance of such noble metals 

in nature, they cannot fulfil the increasing demand12. This is only one of the reasons 

why, even if unsupported catalysts occupy the large section of industrial catalysis, 

considerable scientific and economic interest is given to the supported catalysts and, 

in particular, to high-performing supported metal nanoparticles (M-NPs)13
]. In fact, the 

first purpose of using a carrier is to achieve a high dispersion of the metal as small 

metal particles (see 1.3.3  “The size effect in nanomaterials”), so that smaller amounts 

of the often expensive active metal component can be used, which may also prove to 

be more economically favourable10. The second purpose is, of course, to provide a 
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structural framework to stabilize the metal both thermally and mechanically and to 

avoid it from sintering as well as to make it more robust, respectively14. The use of a 

support also increases the available metal surface area which can be directly related to 

the catalytic activity15. Choosing the appropriate support is a topic of main 

importance16. In most cases, it may be imposed by the type of reaction to be promoted. 

Typical support materials include carbon-based materials (such as carbon black17, 

carbon nanotube18,19, carbon nanofiber20, and graphene21), inorganic-based materials 

(such as zeolites or metal oxides like Al2O3, SiO2, and TiO2), and organic-based 

materials (such as polymers, e.g. polystyrene, copolymers, e.g. styrene-

divinylbenzene)9. 

In some cases, the support only plays a physical role (such as silica) and is considered 

inert towards the catalytic process. In this case, the adsorption usually occur via low 

energy van der Waals interactions. However, depending on the material used, in most 

cases supports may also interact with the active metal (bifunctional catalyst, such as 

silica-aluminas, zeolites or chlorinated aluminas). In this case, the overall process is 

actually a combination of two functions: the one of the metal and the one of the 

catalytically active support22. One such example could be that Au catalyst supported 

on TiO2 (i.e., a catalyst used in the methanol oxidation reaction), in which the TiO2 

acts not only as catalyst support, but also as a methoxy species reservoir for the 

reaction23. In general, when this occurs, metal–support interactions (MSI)  ], provided 

by the interfacial sites actually acting as the bridge to connect the metal species and 

support24, are in operation. The extent or strength of these interactions, can have 

significant effects on the catalytic performance25. The MSI has been widely exploited 

as a strategy to enhance stability, strengthen selectivity, and promote activity for 

various supported catalyst24, influencing the electronic environment of the active sites 

(by introducing new active sites to the system, usually acidic or basic or both), 

changing the number of active sites, and influencing the morphology of the metal 

crystallites.  

If an intrinsic size effect on catalytic properties is to be evidenced, much care should 

be taken to choose as much as possible an inert support and/or to avoid using 

conditions that could possibly induce any MSI. These precautions are often not 

sufficient, and also the conventional catalyst preparation methods are likely to not 
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allow having a good control over the size, shape, oxidation state and dispersion13 of 

the metal particles, thus influencing both activity and stability of the catalysts26. One 

mechanism to achieve this control, is to utilise another nanotechnology, that of 

nanoporous materials (See 1.1.4.1 “Nanoporous materials”), as well as enhanced and 

efficient preparation methods (such as the sol-immobilization).  

 

1.2.3.1 Heterogeneous catalysis processes on a solid surface 

 

Catalytic surface reactions mainly occur via three reaction mechanisms, i.e. 

Langmuir–Hinshelwood, Eley–Rideal or Mars Van Krevelen mechanism (Figure 2)27. 

The Langmuir–Hinshelwood mechanism proposes that both reactants first adsorb onto 

the surface and then, react to form the final product. Most catalytic reactions follow 

this mechanism. It consists of the following sequence of steps: (1) adsorption from the 

gas phase, (2) dissociation of molecules at the surface, (3) reactions between adsorbed 

molecules, and (4) desorption to the gas phase. 

According to the Eley-Rideal mechanism, only one of the reactants adsorbs onto the 

surface; then, the other reactant interacts with the adsorbed species directly from the 

gas–phase or liquid phase. The sequence is the following: (1) adsorption from the gas 

phase, (2) dissociation of molecules at the surface, (3) reactions between gas and 

adsorbed molecules, and (4) desorption to the gas phase.  

In the final mechanism (Mars–van Krevelen mechanism), the surface itself is an active 

part in the reaction: one reactant forms a chemical bond with the catalytic surface 

forming a thin surface layer of metal–reactant (1a). The other reactant now directly 

reacts from the gas–phase with the atoms from the chemically bonded reactant on the 

surface (1b)28. 

 

Figure 2. Langmuir–Hinshelwood mechanism (A), Eley–Rideal mechanisms (B) and Mars–Van Krevelen 

mechanism (C)27. 
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1.3 Nanomaterials 

 

In the following sections, some general concepts about nanomaterials are reported in 

order to underline their importance in scientific research as well as the influence the 

downsizing of metal sizes has on the performance of supported metal catalysts for a 

broad range of chemical transformations24 needed for a future sustainable society After 

that, the fusion between nanoparticle and nanoporous materials technology is 

discussed29. 

 

1.3.1 History of nanomaterials 

 

The term nanometer was first used in 1914 by Richard Adolf Zsigmondy30. 

In 1959, the American physicist and Nobel Prize laureate Richard Feynman was the 

first to introduce the concept of nanotechnology during the lecture ‘‘There’s Plenty of 

Room at the Bottom’’ presented in the American Physical Society’s annual meeting at 

Caltech. In his speech, he explained that our ability to work at the atomic and molecular 

levels it is not limited by the laws of nature, but it is rather a lack of appropriate 

equipment and techniques31. He imagined that huge amounts of information could be 

encoded onto increasingly small spaces, and that machinery could be made 

considerably smaller and more compact32. Due to this, he is often considered to be the 

father of modern nanotechnology.  

 

In 1974, the Japanese scientist Norio Taniguchi might be the first person who used the 

term “nanotechnology” as: “the processing of separation, consolidation, and 

deformation of materials by one atom or one molecule33,34. 

 

On the wave of Feynman’s influence, the term was then popularized by the American 

engineer Eric Drexler, suggesting an engineering vision of the phenomenon35 and 

directly inspiring numerous crucial scientific developments in the field of 

nanotechnology, among which the invention of the scanning tunneling effect 
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microscope (STM) in 1982, the atomic force microscope (AFM) in 1986, and the first 

images of single atoms using the STM (the Eigler-Schweizer experiment36). 

The motivation to develop hard discs with high storage density stimulated the 

measurement of electrostatic and magnetic forces. This led to the development of 

Kelvin-probe-, electrostatic-, and magnetic-force microscopy37.  

 

1.3.2 Nanomaterials categorization 

 

Nanomaterials can be classified according to the type of nanomaterials38,39: 

 Carbon-based nanomaterials; 

 Inorganic-based nanomaterials, mainly made of metal or metal oxide particles 

less than 100 nm; 

 Organic-based nanomaterials excluding carbon-based nanomaterials (for 

example, dendrimers, micelles, liposomes, and polymers); 

 Composite-based nanomaterials, which are multiphase complex 

nanostructures with one phase at least confined to the nanoscale range. The 

nanocomposites can be any mixture of carbon-based, metal-based, or organic-

based nanomaterials and bulk materials of every kind and form (metal, 

ceramic, or polymer, etc).40 

 

Furthermore, nanomaterials can be classified with respect to the number of dimensions 

which are not confined to the nanoscale range (> 100 nm) (Figure 3): 

 Zero dimensional (0‐D): length, breadth and heights are confined at single 

point and all three dimensions are in the nanoscale range (s e., nanoparticles); 

 One dimensional (1‐D): only two dimensions in the nanoscale range, the other 

one (either length, breadth or height) not (e.g., nanowires, nanorods, 

nanotubes); 

 Two dimensional (2‐D): only one dimension in the nanoscale range, the other 

two not (e.g., nanocoatings, thin‐film‐multilayers). 

Whereas, when all dimensions not confined to the nanoscale range, so they are all 

above 100 nm, it is the case of the three dimensional (3‐D) materials, such as bulk 

material (e.g., sand, cement, salts, pigments, etc)40. 
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Figure 3. Crystal structure of carbon nanomaterials with different dimensions.41 

 

 

1.3.3 The size effect in nanomaterials 

 

Conventionally, most of the chemical-physical properties of the bulk-sized material is 

determined by their chemical composition and crystal structure and not by the surface 

atoms because they account for only a fraction of total atoms, so are considered plying 

a negligible role. Compared to their bulk counterparts42, nanomaterials show very 

different and unique chemical, physical, optical, and electronic properties43. This is 

due to their size in the nano-scale, for which a greater proportion of atoms are present 

on the surface (Figure 4), which makes them no longer negligible.44  

 

 

Figure 4. The percentage of atoms in bulk and on surface as a function of particle size45. 
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A greater number of atoms present on the surface implies changes in the chemical and 

physical properties46. It entails increased surface area (surface-to-volume ratio) and 

quantum confinement effect47. Due to the huge surface area, all NMs possess a huge 

surface energy, which makes them thermodynamically unstable or metastable. 

Compared to the bulk materials, NMs’ surface atoms have incomplete bonds due to 

their low coordination number48, meaning they are more chemically reactive49,50. The 

relationship between the NMs dimension and their distinctive properties can be 

expressed by the following equation51 (eq.1): 

 

                                         (eq.1) 

 

, where Et = total energy content of a solid [J], 

ei = internal energy per unit of volume [J/cm3], 

es = surface energy per unit of surface [J/cm2], 

V is the volume of the solid, 

and A is its surface area.  

 

The A/V ratio takes the name of dispersion F51 and it represents the fraction of atoms 

on the surface with respect to the total number of atoms present in the sample. As the 

dispersion increases, in particular when it has a value between 106 -107 cm-1, the 

surface energy acquires a significant relevance, justifying the different chemical-

physical properties of the NMs compared to their bulk counterparts.  

In addition to their chemical properties, NMs’ small size and high surface energy 

affects some physical properties as well. For example, it: 

 Makes NMs excellent supports for catalytic applications, since their high 

surface area allows a good dispersion of the active catalyst, and so enhances its 

performance substantially52;.   

 Increases thermal and electrical conductivity; a material with high surface 

energy is energetically unstable and, in order to reach a state of greater 

equilibrium, tends to have phase transition at lower melting temperatures than 

macroscopic materials; 
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 Improves mechanical properties, including hardness (five times harder than 

their bulk counterparts, for which hardness does not depend on the particle 

size), fracture toughness and strength53,54; 

 Exhibit superparamagnetism, according to which sufficiently small 

nanoparticles can be magnetized in the presence of an external magnetic field, 

passing from being non-magnetic to magnetic55; 

 Increased permeability through biological barriers (membranes, blood‐brain 

carrier), improved biocompatibility, and an excellent capacity to deal with 

pathogen-related diseases56; 

 Changes the optical and electronic properties, which may arise from the so 

called quantum confinement effect. According to this effect, as the size of the 

particles becomes comparable to the exciton Bohr radius (which is the 

separation between electron and hole in an electron-hole pair), the continuous 

band structure expected for an infinite solid crystal (bulk material)57 becomes 

discrete and quantized (there is a splitting of the energy levels). As a result the 

optical band gap  (also called Kubo gap) between two successive quantic 

energy levels becomes larger. The spacing is expressed by: 

 

                                                                         (eq.2)                      

 

, where Ef = energy corresponding to the Fermi level for massive matter  

, and n = total number of valence electrons of the nanocrystal. 

 

The smaller the nanoparticles, the larger will be the Kubo gap. The more the 

energy level space increases, the more the system becomes confined. 

 

These properties can be arbitrarily tuned via precisely controlling their size58 shape 

(morphology), synthesis conditions, composition, and though an appropriate 

functionalization. 
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1.3.4 Applications 

 

The increasing interest of scientific research towards nanotechnology has allowed it to 

establish itself as a field of science with versatile and widespread applications in 

different fields: from computer chips to medical uses, space exploration, and so on. It 

is also well-known for its considerable potential in materials manufacturing and 

behaviour improvement; in particular, in producing the so-called nanomaterials 

(NMs), i.e. engineered nano-sized and nanostructured materials.59
.  Currently, a single 

and rigorous definition of the term “nano” is still under debate in the scientific 

community. In the absence of a generally internationally accepted definition60, it is 

usually referred to single atoms or molecules or, more in general, to materials with size 

or with one of their dimensions in the range of 1 to 100 nm 31,42. 

 

Nanomaterials seem to have been unknowingly used for various applications since 

ancient times: about 4000-4050 years ago they were used as ceramic mixtures 

reinforcement61 or in an ancient hair-dyeing formula38,62.  Nowadays, they have 

emerged as an exciting class of next-generation materials that are in high demand in 

materials chemistry for a wide range of practical applications, such as paints, surface 

coatings, electronics, cosmetics, environmental remediation, sports equipment, 

sensors, and energy storage devices63. 

 

1.3.4.1 Nanoporous materials 

 

For decades, the technological and scientific potential of porous materials has fuelled 

the growing interest of materials chemists in the development of nanoporous 

materials64. The technological and scientific importance of porous solids arises from 

their ability to interact with ions, atoms, and molecules at their outer surface, while 

their interior is also accessible. A porous material is normally a solid composed of an 

interconnected network of pores (voids). Many natural substances such as rocks, clays, 

biological tissues (e.g. bones) and synthetic materials including ceramics, metal 

oxides, carbonaceous materials and membranes can be considered as porous media29. 
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According to the pore size, porous materials can be generally divided into four main 

categories65: 

 Macroporous materials, when they have pore sizes > 50 nm. 

 Mesoporous materials, when they have pores between 2 and 50 nm. 

 Microporous materials, when they have pore sizes < 2 nm. 

 Nanoporous materials, when they have a pore diameter of less than 100 nm66 

 

The generation of pores in the material can introduce outstanding features into the 

material that are absent in non-porous materials, including easily functionalized 

surfaces or high surface-to-volume ratios67.  One of the most interesting expanding 

areas of research is the fusion between nanoparticle and nanoporous materials 

technology29. In particular, the use of nanoporous materials as supports for metal 

nanoparticles. The defined pore sizes and solid structure has the potential to 

immobilize and stabilize NPs, thus inhibiting NP aggregation, as well as allowing 

size/shape selective catalysis, which means controlling of size, shape and activity of 

the resulting NPs29. Furthermore, by selecting and manipulating the textural properties 

of the porous support (sometimes in unison with a reduction step), it should be possible 

to generate specific adsorption sites. The control of nanoscale activity and selectivity, 

potentially provides extremely efficient catalytic materials for specific applications in 

various fields, including environmental remediation, medicine, catalysis (production 

of commodity chemicals and energy) and sensors29,68. This is why, recently, research 

is focusing more on developing synthesis processes able to produce materials with 

precisely controlled pores for high-performance applications.  

 

1.3.4.2 An example of porous material: mesoporous silica  

 

Inorganic nanoporous materials include porous silicas, clays, porous metal oxides, and 

zeolites. Compared to other nanostructured materials, over the decades, porous silicas 

have emerged as a new generation of inorganic materials with potential applications 

as supports for catalysis, separation, selective adsorption, novel functional materials, 

and use as hosts to confine guest molecules. The widespread interest is due to the 

ordered and well-defined porous structure with large and uniform pore sizes of about 
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2.0–10.0 nm, narrow pore size distribution, their extremely high surface area (>700 

m2g−1), their biocompatibility, biodegradation, biodistribution, and excretion 

properties, and their two functional surfaces (the cylindrical pore surfaces and the 

exterior surfaces). In this way, they surpass the small organic molecules as templating 

compounds and the pore-size constraint (<2.0 nm) of microporous zeolites69. 

The structure, composition, and pore size of these materials can be tailored during 

synthesis by variation of the reactant stoichiometry, the nature of the surfactant 

molecule, the auxiliary chemicals, the reaction conditions, or by post-synthesis 

functionalization techniques. 

Mesoporous silicas’ surface is heavily covered with many silanol groups that act as 

reactive sites70, facilitate functionalization for the desired applications. Different types 

of silanol groups (single (a), hydrogen-bonded (b) and geminal (c)) are present on the 

surface of a mesoporous silica (Figure 5) and behave as weak Brønsted acidic sites71. 

It can be used in fuel cells, chemical engineering, ceramics, and biomedicine as 

excellent materials for use in drug delivery systems. It has been found that surface 

modification via introducing appropriate polymers or functional groups, such as CN, 

SH, NH2, and Cl, can control drug release rate72. 

 

 

Figure 5. Schematic representation of single (a), hydrogen-bonded (b) and geminal (c) silanol groups present on 

the surface of mesoporous silica73. 

 

Mesoporous silica synthesis happens in the presence of surfactants as templates for the 

polycondensation of silica species, originating from different sources of silica: sodium 

silicate, alkoxides like tetraethylortosilicate (TEOS) and tetramethyl orthosilicate 

(TMOS). The characteristics of the porous structure (type of mesostructure, diameter 

and volume of the pores, wall thickness) and the morphology74 can be controlled by 

changing the synthesis conditions, meaning reaction time71, temperature75, ionic 
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strength, pH, composition of the reaction mixture, source of silica, type of surfactant 

(MCM-41, MCM48 and MCM-50*). *MCM: Mobile Crystalline Material 

Although it is possible to use the mesoporous silica in basic catalysis, most of the 

applications found in literature involve acidic catalysis76, which is carried out by 

incorporation of strong acidic sites in the silica framework, such as aluminium (Al), 

into the lattice during or after the synthesis73. The tetrahedral substitution of Al in the 

mesoporous structure generates strong Brønsted acid sites, while the presence of tri-

coordinated Al species in the framework can generate weak Lewis acid sites as it is 

illustrated in Figure 6. The incorporation of Al increases the catalytic activity of 

mesoporous silica, as well as its stability since it increases the pore wall thickness.  

 

 

Figure 6. Representation of Brønsted and Lewis sites in mesoporous silica generated by structural tetra- (I) and 

tri-coordinated (II) aluminium, respectively.73 

 

In the last decade, an important application corresponds to the use of mesoporous silica 

as template for the synthesis of carbon nanotubes77, with the pores acting as a mold for 

the carbon nanotubes, and for this they need to be purified by acidic treatment. 

Furthermore, it has also been used as catalytic support for metallic clusters by 

impregnation 78, or by direct incorporation of a metal precursor into the silica structure 

by sol-gel process. The use of mesosilica as support is due to its high surface area 

allows a good dispersion of the active metal, generating metallic clusters of small size.  

 

 

1.3.5 Synthesis of nanomaterials 

 

During recent decades, the field of nanotechnology has been evolving every day, 

creating more and more powerful and optimized characterization and synthesis tools 

for producing nanomaterials with better-controlled dimensions15. The synthesis of 

nanomaterials can follow two different approaches: top-down or bottom-up. 
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1.3.5.1 Top-down approaches 

 

The top-down approach refers to all the processes that involve the direct generation of 

the nanomaterial starting from the breaking down of the bulk system, using advanced 

miniaturization techniques such as lithography (involves the patterning of a surface 

through exposure to light, ions or electrons, and the deposition of material on to that 

surface to produce the desired material79) or mechanical methods (such as mechanical 

milling, laser ablation, etching, sputtering, and electro-explosion80). Most of the 

instruments use high-energy systems such as lasers or plasmas, which are 

economically expensive. On an industrial level, mechanical and thermal treatments are 

the most used ones, but despite the ease of processing, the materials obtained show 

inferior properties compared to those obtained with bottom-up techniques.81 

 

1.3.5.2 Bottom-up approaches 

 

The bottom-up approach (Figure 7) refers to all the physical and chemical processes 

that involve the building-up of the nanomaterial starting from single nanobuilding 

blocks (atom-by-atom or molecule-by-molecule) that self-assembly spontaneously 

through non-covalent interactions (typically hydrogen bonding, electrostatic 

attraction, and van der Walls interactions). Frequently, molecular self assembly 

exploits the principle of molecular recognition (chemical complementarity and 

structural compatibility)82.  

 

Figure 7. Synthesis of nanomaterials using top-down and bottom-up methods83. 

 

In the next paragraph, a series of bottom-up technique have been discussed. 
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1.3.5.2.1 Chemical vapor deposition (CVD) 

 

Usually, CVD is an excellent method for producing high-quality and efficient 

supported metal NPs84 on a wide range of organic and inorganic supports under very 

mild conditions (< 50°C). The method involves the vaporisation (sublimation) of 

metals and growth of the metal NPs under high vacuum in the presence of an excess 

of stabilizing organic solvents (e.g. aromatic hydrocarbons, alkenes, THF) and/or 

reducing agent (e.g. H2), and then is deposited on the support. After the deposition, a 

heat treatment step occurs to burn the organic ligand presented in the metal precursor.  

A suitable precursor for CVD needs to have adequate volatility, high chemical purity, 

good stability during evaporation, low cost, a non-hazardous nature, and a long shelf-

life. Moreover, its decomposition should not result in residual impurities85.  

CVD can generate highly dispersed metal catalysts with a relatively narrow particle 

size distribution (2–8 nm) in a controlled and reproducible manner86. However, the 

method is often limited by the vapor-pressure of the precursor and mass-transfer-

limited kinetics29. 

 

1.3.5.2.2 Solvothermal and hydrothermal methods 

 

Hydrothermal and solvothermal methods are both useful methods for producing 

nanostructured materials through a heterogeneous reaction at high pressure and 

temperature around the critical point87. However, the hydrothermal process is the most 

well-known and extensively used one88,89. The two methods are both similar: they are 

both generally carried out in closed systems (autoclave)90, where processing conditions 

are controlled by adjusting temperatures and/or pressures. The only difference is that 

the hydrothermal method is carried out in an aqueous medium91, while the 

solvothermal method in a non-aqueous medium. They both allow a precise control of 

NPs size, however it implies a high cost due to the expensive autoclave. 
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1.3.5.2.3 Sol–gel method 

 

The sol–gel method is a wet chemical technique that is extensively used for the 

development of various high-quality metal-oxide-based nanomaterials. 

The name derives from the fact that, during the synthesis of the metal-oxide 

nanoparticles, the liquid precursor (conventionally metal alkoxides) is transformed to 

a sol, which is then ultimately converted into a network structure that is called a gel92. 

The synthesis process requires several steps, starting with the hydrolysis of the metal 

oxide in water or in presence of an alcohol to form a sol. Then there’s the condensation 

or polycondensation forming hydroxo- (M–OH–M) or oxo- (M–O–M) bridges, 

resulting in metal–hydroxo- or metal–oxo-polymer formation in solution (porous 

structures)93, which are then left to age. During the aging process, polycondensation 

continues, with changes to the structure, properties, and porosity (porosity decreases, 

and the distance between the colloidal particles increases). After, there is the drying, 

in which water and organic solvents are removed from the gel. Lastly, calcination is 

performed and NPs are finally produced94.  

The factors affecting the final product are precursor nature, hydrolysis rate, aging time, 

pH, and molar ratio between H2O and the precursor95. 

 

The sol–gel method is economically friendly and has many other advantages, including 

the low temperature required and being easy94. However, it does not allow complete 

control of the final dimensions of the NPs. 

 

1.3.5.2.4 Co-precipitation method 

 

The co-precipitation method is used to prepare bimetallic alloy NPs. It involves the 

simultaneous precipitation of two or more metal salts96 using precipitation agents (like 

sodium hydroxide, ammonia, and others). Precipitates are then aged to produce bigger 

particles, which are then collected via filtration or centrifugation. To remove 

contaminants that might have precipitated along with the product and obtain high 

purity NPs, additional wash with ethanol, distilled water, or other solvents are 
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required97. Particles may continue to expand beyond nanoscale if coarsening and 

agglomeration are not controlled. To stop growth and, thus, improve the size 

distribution of the NPs, some capping or stabilizing agents can be added, such as 

surfactants, inorganic molecules, and polymers77. It allows to produce very small metal 

NPs with high metal loadings. During coprecipitation, great care has to be taken to 

prevent local fluctuations in the conditions caused by, for example, temperature 

gradients, insufficient mixing, or concentration gradients, which can cause additional 

nucleation events, different or inhomogeneous growth patterns, or the precipitation of 

different phases97.  

 

1.3.5.2.5 Deposition-precipitation (DP) method 

 

The DP pathway involves the dissolution of the metal precursor in an appropriate 

solvent, followed by pH adjustment (i.e. within the range of pH 5–10) to achieve the 

complete precipitation in the hydroxide or carbonate form. The hydroxide is 

subsequently deposited on the surface of the support. The final solids are then 

washed, dried and calcined under a flow of H2 to reduce NPs to elemental metal.  

Some advantages of this method are that, by controlling the pH, it is possible to 

produce small NPs, as well as it allows to produce catalysts with metal loadings that 

exceed those obtained by impregnation which is limited by solubility98. However, 

great care has to be taken to prevent local concentrations exceeding the critical 

supersaturation, which would cause bulk precipitation96. 

 

1.3.5.2.6 Impregnation (IM) 

 

In the impregnation method a solution of the metal precursor is added to a support in 

a water solution. After impregnation, the excess of water and volatile species are 

removed by evaporation (drying process). The remaining product is calcined under air 

or H2 in order to allow the growth of the metal NPs onto the support. Depending on 

the volume of the initial solution contacted with the support, it is possible to distinguish 

two types of impregnation: 
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 Incipient wetness impregnation (IWI), also called dry impregnation or 

capillary impregnation, in which the volume of the solution is equal to the 

volume of the pores. This means using only the amount of solution necessary 

to fill the pores. It is referred to as the maximum water uptake and it is 

calculated by slowly adding water to the chosen support until it is saturated.  

 Wet impregnation, in which an excess of solution is used compared to the pore 

volume.  

It is widely used being a simple and practical procedure, it is easy to scale-up and 

it involves no washing. However, it allows low control of the particle size.97 

 

1.3.5.2.7 Sol immobilization (SI) method 

 

The sol-immobilization (SI)99 represents an effective and largely used method to 

synthesize supported NPs with a narrow particle size distribution. Compared to 

conventional techniques, such as wet impregnation and deposition–precipitation, it 

allows an easy and good control of metal particle size before embedding them in the 

support, thus reducing the influence of the support on metal dispersion100,101. Since 

usually calcination is not necessary, the final materials maintain a well-defined 

morphology.  

The process includes the preparation of the metal NPs through reduction of the metal 

salt precursor in presence of both a capping or stabilizing agent (polymer, surfactant, 

polar molecule, etc.) and a reducing agent (sodium borohydride [NaBH4], or hydrogen 

donors such as hydrous hydrazine and formic acid) and the subsequent immobilization 

on the NPs a support102. The capping agent has the role to both protect and stabilize 

the formed NPs, as well as enhance the dispersion regardless of the support. In some 

cases, the stabilizer can act also as reducing agent16. 

 

It is important to notice how the crucial point for obtaining good metal dispersion in 

this technique is the immobilization step. The latter depends on the surface properties 

and morphology of the support100. Normally the immobilisation is simply performed 

by dipping the support in the sol and metal particles adsorbed from the solution.  
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Many factors affect the kinetics of NPs adsorption such as the isoelectric point (IEP), 

the stabiliser and the surface area of support103. As a general trend, metal dispersion 

can be increased by increasing the functionalities of the support104, as well as by 

choosing the adequate capping agent103,105. The choice of the stabilizer depends on the 

desired characteristics of the final product, but also on the specific properties of the 

metal/substrate pair. So it has to be paid attention both to its interaction with the 

particles and with the support chosen100.  

Many studies reported how polyvinyl alcohol (PVA) represents a quite versatile 

protective agent that is able to provide a good metal dispersion regardless of the 

support106. Other examples are poly(N-vinyl-2-pyrrolidone) [PVP], poly(acryl amide), 

poly(acrylic acid), and poly(ethyleneimine).  

The stabilizer can be removed by thermal decomposition (>300 °C) or under milder 

conditions by solvent washing107. This last method has the advantage of limiting the 

coarsening of metallic nanoparticles that normally occurs during thermal treatment and 

is applicable to non-refractory supports. 

 

Rogers et al.108 prepared monometallic 1 wt% Pd/TiO2 by the sol-immobilization 

method using PVA stabilizer and NaBH4 reductant for the hydrogenation of 4-

nonylphenol (4-NP) to 4-Aminopyridine (4-AP) and reported high activity compared 

with other catalysts prepared by different methods109.  

 

In this thesis work, the sol immobilization just discussed is the method that has been 

chosen to synthesize the catalyst to be used in the hydrogenation of CO2 towards higher 

alcohols. This reaction is an important example of using CO2 as a resource to be 

converted into value-added products, such as liquid and aromatic fuels. Much attention 

has been paid to this response as it not only effectively alleviates climate change but 

also reduces the over-dependence of industries on fossil fuels. The following sections 

focus on this theme, starting from the problem of the increasing concentrations of CO2 

in the atmosphere. 
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1.4 CO2 as problem and valuable resource 

 

1.4.1 CO2 emissions 

 

Inevitably, an expanding world population, along with the global economy and 

industrialization, leads to a constant increase of the energy and resources 

demands110,111. Unfortunately, due to their low cost and availability, fossil fuels (coal, 

natural gas and oil) are still the most significant source of energy and raw materials 

production on which the world economy rely to meet these needs through the chemical 

and petrochemical industry.112 Fossil fuels’ combustion from these facilities continues 

to be one of the factors that most contributes to the increase of carbon dioxide (CO2) 

of anthropic origin in the atmosphere. In particular, for a power plant with equal 

capacity, the amount of CO2 coming from coal combustion is much higher than the 

CO2 produced from natural gas combustion112. This is important as increased CO2 is 

believed to be the main cause behind the harmful effects on the environment that have 

led to climate change.  

 

CO2 can come from a variety of natural sources, making it naturally present in the 

atmosphere where it can linger from ten to thousands of years113. It is part of the Earth's 

carbon cycle, namely the continuous exchange of the carbon atom within the molecule 

through a complex series of natural processes among the many different natural 

reservoirs: the ones that absorb CO2 from the atmosphere (with a process called 

"carbon sequestration") are called sinks (like plants, oceans and soil), whereas the ones 

that release CO2 into the atmosphere are called sources (like volcanic eruptions)114. 

Moreover, CO2 is one of the greenhouse gases (GHG): natural molecules that, despite 

constituting only about 1% of the atmosphere, have a significant impact on Earth's 

climate. This is due to their ability to absorb most of the infrared energy emitted from 

the Earth’s surface (after having absorbed about half of the UV-Vis one coming from 

the sun) rather than letting it escape into space115. In this way, GHGs create a heat-

reflective layer that insulates the planet (keeps the heat close to Earth's surface), 
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maintaining the Earth's climate (habitable) at a liveable temperature (warm enough to 

support most forms of life) and, in particular, at about 14°C116. 

 

However, based on analysis from NOAA’s (National Oceanic and Atmospheric 

Administration, US) Global Monitoring Lab, the amount of these gases in the 

atmosphere is increasing dramatically117. As a result, Earth's incoming and outgoing 

radiation is out of balance: more infrared radiation is absorbed and less escapes directly 

to space, causing an over-insulation and so an overheating of the planet. This is called 

the Enhanced Greenhouse Effect. CO2 is responsible for over 60% of the "enhanced 

greenhouse effect"118. 

 

According to the Intergovernmental Panel on Climate Change (IPCC), the United 

Nations (UN) body for assessing the science related to climate change, CO2‘s 

abundance and, most importantly, persistence in the atmosphere makes it the most 

responsible for the Enhanced Greenhouse Effect and climate change119, and so the 

most dangerous and prevalent greenhouse gas (GHG), despite not being the most 

powerful one in terms of global warming potential (GWP):  

 Methane (CH4). Even if it doesn't stay in the atmosphere as long as a molecule 

of CO2, is 25 times more powerful in terms of GWP. It accounts for about 16% 

of all GHG emissions coming from landfills, petroleum and natural gas (of 

which it represents the main component) industries, and agriculture. 

 Nitrous oxide (N2O), whose lifetime in the atmosphere exceeds a century, is 

298 times more powerful than CO2 in terms of GWP. It accounts for about 6% 

of the global GHG emissions coming from agriculture and livestock, including 

fertilizer, manure, and burning of agricultural residues.  

 Industrial gases, such as fluorinated gases, meaning hydrofluorocarbons (1430-

14800 times), perfluorocarbons, chlorofluorocarbons, sulphur hexafluoride 

(SF6), and nitrogen trifluoride (NF3), have heat-trapping potential thousands of 

times greater than CO2. SF6 is the most potent one, with a GWP 22800 times 

bigger than a molecule of CO2 and stay in the atmosphere for hundreds to 

thousands of years. Accounting for about 2% of all emissions, they're used as 

refrigerants, solvents, and in manufacturing. 
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 Other GHGs include water vapor and ozone (O3). Water vapor is actually the 

world's most abundant GHG, but it is not tracked the same way as other GHGs 

because it is not directly emitted by human activity and its effects are not well 

understood. Similarly, ground-level or tropospheric ozone (not to be confused 

with the protective stratospheric ozone layer higher up) is not directly emitted, 

but emerges from complex reactions among pollutants in the air120. 

Since the Industrial Revolution in 1750 to today, the amount of CO2 has rapidly and 

aggressively increased of about 49.40%: from 280 ppm or less (before the start of the 

Revolution) to 418.33 ppm in February 2023 (the highest levels ever recorded) and 

will increase up to 750 ppm until 2100117,121–123. Twenty countries are responsible for 

at least three-quarters of the world's greenhouse gas emissions, with China, the United 

States, and India leading the way. The figure below (Figure 8) makes it clear that the 

current trend must be broken down if we want to prevent the disastrous effects of 

climate change on the habitability of our planet: not only the rising average earth’s 

temperature we refer to as global warming prospected to increase by about 1.9°C124; 

but also the extreme weather events (such as droughts, floodings due to more frequent 

and intense heavy precipitation events, rising of the average sea levels by about 3.8 m, 

and retreat of glaciers and Arctic ice), the shifting of wildlife populations and habitats, 

the disruptions of food supply, the increased wildfires, and the alteration of the carbon 

cycle (the CO2 released in the atmosphere is about half more than the one that natural 

processes can remove). However, this it’s still considered one of the biggest and most 

complicated challenges of the 21st century.  

 

 

  

 

 

 

 

 

 

Figure 8: CO2 global monthly mean since 1980. [Figure retrieved from NOAA’s Global Monitoring Lab117] 
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1.4.2 Possible solutions 

 

As just stated, one of the ongoing and prospective challenges would be implementing 

appropriate methods and strategies to mitigate greenhouse gas emissions. During the 

UN Climate Change Conference (COP21) in Paris, France, on 12 December 2015, in 

an attempt to solve this problem and move towards a climate neutral world, 197 parties 

signed the so called Paris Agreement125
, which aspires to limit the temperature increase 

to 1.5°C above pre-industrial levels125.. This can be achieved if the GHG emission will 

peak before 2025 at the latest, will decline by 43% by 2030 and reach net zero by 2050. 

Each sector of the global economy contributing to the GHGs to the atmosphere, from 

manufacturing to agriculture to transportation to power production needs to evolve 

away from fossil fuels and swap to renewable sources, such as wind, solar, geothermal, 

biomass, and biofuel energies. Besides the already mentioned carbon emissions they 

imply, GHGs potential depletion represents another big issue. The problem is that, as 

previously stated, the world’s economy is currently based on these resources, which 

means that turning them off instantly wouldn’t be economical favourable. Since the 

agreement demands short term solutions, besides boosting energy efficiency and 

discouraging carbon emissions by putting a price on them, according to the Integrated 

Assessment Models (IAMs), other pathways consistent with the Paris target rely on 

large-scale greenhouse gas removal (GGR) from the atmosphere (IPCC and Climate Change, 2014). 

GGR ‘technologies’, also known as negative emissions technologies (NETs), involve 

the direct or indirect removal of CO2 from the atmosphere, thereby resulting in 

potential sources of negative emissions126. They can be divided into three different 

categories:  

 Nature-based solutions, i.e. afforestation/reforestation (AR), soil carbon 

sequestration (SCS)127,128, coastal blue carbon129; 

 Enhanced natural processes, i.e. enhanced weathering of minerals (EW)  ocean 

fertilization130, ocean alkalinisation, microalgae culture in photobioreactors, 

biochar and artificial photosynthesis. 

 Technology-based solutions, i.e. bioenergy with carbon capture and storage 

(BECCS)131, direct air capture (DAC)132. 
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1.4.2.1 Afforestation/reforestation (AR) 

 

Due to plants’ ability to be both carbon sinks and storages as they grow, it is important 

to preserve and manage existing forests and grasslands. This can be done both by 

avoiding deforestation and/or by planting new trees. On one hand, old forests have 

accumulated more carbon and have more leaves to absorb CO2 through photosynthesis, 

but on the other hand young forests grow rapidly removing much more CO2 each year 

from the atmosphere than older forests covering the same area133..  

According to the United Nations definition134, afforestation and reforestation refer to 

planting trees, respectively, in an area that hasn’t been forest for at least 50 years and 

in a previously forested area which has been recently deforested for other 

uses. Because of their large carbon sequestration potential (through photosynthesis), 

AR are among the most promising natural climate solutions135,136. However, their 

effectiveness depends on several factors. First, the extent of changes in albedo (i.e., 

the amount of solar radiation reflected by a surface) and incident radiation and 

precipitation, both changing at different latitudes. Secondly, biodiversity loss and 

carbon-storage potential, that in turn depend on the species chosen to be planted. From 

a carbon uptake perspective, it is always preferable choose fast-growing species that 

absorb more carbon faster137. However, it is important to take into consideration 

biodiversity and, so, the utilization of native species, so not to disrupt the 

ecosystem138. Lastly, AR depend on natural or artificial events that can disturb it, such 

as fires, droughts, or land use changes. All of these factors, together with the fact that 

it is difficult to monitor the storage potential and global contribution to atmospheric 

CO2 levels, may make AR a less attractive option for climate change mitigation.  

 

1.4.2.2 Soil carbon sequestration (SCS) 

 

SCS is a well-known process that relies on adopting improved management practices 

that increase the amount of carbon captured from the atmosphere and stored in soil. 

Moreover, once the soil has reached saturation, these practices help keeping the carbon 

in the soil and avoid CO2 to be released back to the atmosphere139. The advantages of 
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SCS include its potential beneficial effect in soil quality and crop yields140, its low 

water footprint, that it can be applied without modifying land use and that it involves 

practices that are not only well-known and proven, but also easy and quick to 

implement. The main disadvantage of SCS is the limited storage capacity of the soil, 

which varies significantly, depending on where it is applied: the initial carbon capture 

rate is high, but it decreases until the soil has reached saturation141, which generally 

happens after around 20 years114.  

 

1.4.2.3 Blue carbon 

 

According to current studies carried out by NOAA (National Oceanic and 

Atmospheric Administration), coastal ecosystems (e.g. salt mangroves and coastal 

wetlands) annually sequester carbon at a rate ten times greater and in a quantity up to 

3 to 5 times higher per equivalent area than mature tropical forests142. However, coastal 

development for housing, ports, and commercial facilities, is exposing them to an 

increasing destruction/damaging rate. This causes not only the loss in their carbon 

sequestration capacity, but also on the release of the carbon stored, which contributes 

to increased levels of GHGs in the atmosphere. This is why, conserving and protecting 

coastal habitats play an important role in reducing the effects of climate change142. 

 

1.4.2.4 Enhanced weathering of minerals (EW)  

 

EW, first proposed in 1995, consists in spreading large quantities of pulverized 

alkaline materials (i.e., silicate and carbonate minerals143) onto the Earth’s surfaces 

(including extensive land areas or marine environments) to mimic and/or accelerate 

natural weathering processes. The latter is a slow carbonation process that is estimated 

to consume and absorb about one billion tonnes of CO2 from the atmosphere every 

year. However, its realization implies great expenses due to necessity to mine, crush, 

transport and disperse the suitable rocks, as well as due to the damages to ocean 

ecosystems, the high water and energy consumption (comparable to coal mining), and 

the possible increase in the microbial organisms that produce GHGs such as methane 

and nitrous oxide. These carbonates may ameliorate ocean acidification, increasing its 
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alkalinity144. This is why EW leads to a higher uptake of atmospheric CO2 compared 

to the one that would naturally occur. The rate of weathering depends on temperature, 

runoff (the availability of water to remove reaction products), grain size of rock or 

mineral and biological activity, like volcanoes.  

 

1.4.2.5 Biochar  

 

Biochar is defined as a carbon-rich material produced together with syngas and bio oil,  

during  biomass pyrolysis145. Adding biochar to soils can improve their 

physicochemical and biological properties, which results in both an increase in their 

ability to absorb atmospheric CO2 and in crop productivity due to the increased water 

retention146, as well as the lower fertilizer requirements, which means reduction of 

N2O and CH4 emissions147. On the other hand, its high price and the detrimental effect 

its potential release can have on air quality due to wind and soil erosion inhibit its 

large-scale application.  

 

1.4.2.6 Bioenergy with carbon capture and storage (BECCS) 

 

Despite lacking of a singular definition, BECCS concept, first developed by 

Obersteiner148  and by Keith in 2001149, has come to be viewed as a key CO2 removal 

approach. Generally, it involves: 

1. Biomass production - from a residual product (e.g. sugar cane waste) or 

dedicated-energy crops (e.g. fast-growing tree species like willows trees) 

planted purely as a feedstock – which, as the plants grow, captures CO2 from 

the atmosphere through photosynthesis.  

2. Then, biomass is transported to the end-user or a conversion facility, where it’s 

converted into renewable energy. In particular, it can be either combusted to 

produce heat or converted through digestion or fermentation to produce, 

respectively, gaseous or liquid fuels150.  

3. The CO2 coming from these processes is then captured and stored. If the CO2 

stored is greater than the CO2 emitted during biomass production, transport, 

conversion, and utilisation, it can lead to net negative emissions151. 
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1.4.2.7 Carbon capture, utilization, and storage 

 

In general CO2 can either be captured from point sources with a high CO2 partial 

pressure, e.g. power plant or industry exhaust gases, or can be obtained directly from 

the air via direct air capture (DAC) technologies. DAC requires much higher energy 

inputs and the processing of greater gas volumes152, which means higher costs (up to 

ten times higher). It is difficult to estimate the costs of CO2 from different carbon 

sources due to the variety of capture technologies location-specific circumstances and 

variable energy and utility costs. 

Originally developed for air pre-purification in air separation units and for trace CO2 

removal in confined spaces, the use of direct air capture (DAC) for global warming 

mitigation was first introduced by Lackner in the 1990’s153. DAC is a method of 

removing CO2 from the atmosphere using either liquid solvents operating at high 

temperatures (300°C-900°C) or solid sorbents (e.g., zeolites, activated carbon (AC), 

metal organic framework (MOF)) operating at ambient-to-low pressures and medium 

temperatures (80-120°C). When air moves over these chemicals, they selectively react 

with CO2 and trap it, allowing the other components of air to pass through. Once CO2 

is captured, a heat treatment (above 800°C) is applied to release it from the solvent or 

sorbent, which can then be used for another capture cycle152.  

Nowadays, DAC has become a research hotspot, despite its many disadvantages: the 

sorbents can degenerate due to chemical stability after thousands of working cycles, 

affecting the sorption performance154; the low CO2 concentration in the atmosphere 

(~400 ppm) requires large loading sorbents and high specific energy demand during 

the thermal regeneration process155. 

However, it has also many advantages: compared to BECCS and Coastal blue method, 

it does not require arable land and does not have to be near a coastal region, 

respectively. Moreover, unlike carbon capture and storage (CCS) that captures CO2 

from large point sources (meaning a specific process or group of processes), DAC 

technology can do it from any point or distributed sources (however, ideally this would 

be in proximity with both an energy source and CO2 storage site). This means that 

existing industries that operate on a relatively small scale do not need to modify their 
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processes; CO2 producing facilities that are geographically remote do not require 

extensive CO2 transport infrastructure; DAC facilities can be co-located with 

renewable energy generation facilities to reduce transmission losses, and/ or with CO2 

storage facilities to minimise transport costs and infrastructure. 

 

Going back to the process, the pulled CO2 can be injected deep underground and 

permanently stored in geologic formations156. This is the end that most of the CO2 

should have in order to maximize DAC’s climate change mitigation strategies. When 

combined with geological storage of CO2, DAC is known as direct air carbon capture 

and storage (DACCS or DACS). 

 

 

1.4.3 CO2 utilization  

 

Instead of “simply” being stored, the captured CO2, can also be used as an available 

waste resource. That can be done both in a direct way (i.e. no chemical alteration) by 

using it, for example, in plastics, concrete or carbonated beverages, or in an indirect 

way as a cheap raw material that can be transformed into various high-value added 

products, in combination with renewable energy sources7,8. 

In this case, CO2 can be supplied via the integration with various chemical plants, such 

as ammonia production plants or the cement industry, as well as steel and iron plants9 

or industrial and municipal wastes10. This route is a key strategy to not only reduce the 

concentration of atmospheric CO2 through the utilization of CO2 as feedstock, but also 

relieving chemical industry’s dependence on fossil fuels as the main source of carbon 

building blocks for energy and useful chemicals production11. Moreover, even if would 

quickly lead to the release of carbon back into the atmosphere, the emissions will also 

be correspondingly lower compared to the petroleum-based ones.  

 

Nowadays, CO2 can be used to synthesize several products, such as methanol, ethanol 

or higher alcohols (used as clean and multipurpose fuels), but also formic acid (FA), 

dimethyl ether, polyols for polyurethanes, urea, carbonates. It can also be used to 
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produce liquid hydrocarbon (C5+) fuels including gasoline (C5−11), jet fuel (C8−16), and 

diesel (C10−20), wildly used as transportation fuels around the world157,158. 

Using CO2 as a feedstock has many advantages. First, it is inexpensive, abundant, non-

toxic, non-corrosive, and non-flammable and, therefore, safe to use159. However, CO2 

reaction mechanisms might be quite complicated due two intrinsic drawbacks: CO2 

high kinetic inertness and exceptional thermodynamic stability due to its low standard 

enthalpy of formation, ΔHf = - 393.5 kJ/mol160, and its low Gibbs energy of formation, 

ΔG° = - 400 kJ/mol161, its linear structure of CO2 with two strong double carbon-

oxygen bonds (O=C=O)12 with an average bond dissociation energy of 782.4 kJ mol−1 

(or 391.2 kJ for each shared pair of electrons). Thus, exergonic CO2 conversion 

reactions are quite difficult to be obtained, and its related industrial processes likely 

require a substantial energy input, optimized reaction conditions, and a catalyst with 

high stability and activity are required for converting CO2 into value-added chemicals. 

Often the processes are more energy-demanding than the conventional ones, thus, 

requiring in higher operational costs and, sometimes, resulting in even higher CO2 

emissions162.  

 

CO2 molecule can be used either as a weak acid or as an oxidizing agent, and it can be 

activated over catalyst surface through several activation methods, each generally 

leading to a characteristic reactivity of CO2 and products due to the unique form of 

activated CO2 during transformation13: 

 Chemical (thermal) activation, which in turn can be divided into acid-base or 

metal activation, consisting in using metallic or acid-base catalysts, 

respectively; 

 Electrochemical activation through electro catalytic processes; 

 Photochemical activation through photo catalytic processes; 

 Plasma activation163. 
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1.4.4 CO2 hydrogenation  

 

In the following sections, a focus on the reaction on which this work was based is 

done. This is the CO2 hydrogenation reaction to alcohols using renewable hydrogen.  

 

1.4.4.1 The use of renewable H2 

 

CO2 catalytic hydrogenation is the point of interest in this scenario. To ensure a neutral 

or negative carbon balance, the required H2 should originate from a carbon neutral 

process such as from water dissociation by electrolysis using a renewable source of 

electricity as well (wind, solar, waves, etc):  

 

                                                                                                (R.5)                                                                                       

 

In this way, it is also possible to store renewable energy on a large and long-term 

scale164. Furthermore, other H2 sources can be biomass pyrolysis or steam/oxygen 

gasification processes and reforming of biomass-derived products165. Other routes are 

still under investigation. One of them involves the production of biological hydrogen 

by means of a biological process involving microorganisms activated by sunlight166. 

 

 

1.4.4.2 C1 products and applications 

 

In both academic research and industrial practices, great progress has been made in the 

CO2 hydrogenation to C1 molecules, such as methane (CH4), methanol (CH3OH), and 

formic acid (FA)167,168. Methane is currently used to produce chemicals, heat, and 

electricity. It is primarily obtained from natural gas, but it can also be synthesised 

through the so called methanation or Sabatier by reacting CO2 with H2 with H2/CO2 

ratio equal to 4169: 

 

(6) CO2 + 4H2 → CH4 + 2H2O           ΔH298K = −164.63 kJ/mol 
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This reaction is carried out at a temperature of about 150−500 °C and pressure range 

from atmospheric pressure to 100 bar usually with metal-based catalysts. Moreover, it 

predominantly require either a fixed-bed, a fluidized-bed, or a three phase reactor. 

Despite being a well-known process, first introduced in 1900, its application as an 

appropriate route for CO2 utilization is hindered due to the large H2 consumption, 

lower energy per unit volume and difficulties in storage compared with oxygenates 

(methanol, DME). 

Methanol is one of the main raw materials in chemical/petrochemical industries,  

considered to be the transition molecule from fossil fuels to renewable energies170. The 

reason behind it lies in its extensive applications as solvent, carrier for hydrogen 

storage, as an easily transportable fuel (as a liquid, it can be handled and transported 

more easily than gases or solids171), and as C1 chemical feedstocks for the production 

of many valuable products and fuels: about 65% of the methanol produced worldwide 

is consumed for the production of acetic acid, methyl methacrylate, dimethyl 

carbonate, chloromethane, methylamines, dimethyl terephthalate, methyl terbuthyl 

ether (MTBE), fuel additives, and other chemicals172; the remaining 35% is converted 

into formaldehyde and the resulting products. In addition, methanol can be used to 

produce166 ethylene and propylene via methanol-to-olefin (MTO) processes173. 

Currently, Carbon Recycling International (CRI)’s in Iceland is the largest CO2-to-

renewable-methanol plant, capable of producing 4000 t/year of methanol by 

converting about 5500 t/year of CO2
174. CH3OH can be produced from several carbon-

containing feedstocks, such as natural gas, coal, biomass, and CO2. About 90% of 

methanol is produced from syngas (a mixture of CO and H2) produced from gasified 

coal or natural gas, but the need of sustainable development is pushing for an 

alternative feed for methanol production. Today, there are many reports about 

methanol production by CO2 hydrogenation175 according to the reaction (7): 

 

(7)   CO2 + 3H2 ⇌ CH3OH + H2O       ΔH298K = − 49.4 kJ/mol 
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However, a more traditional route for methanol production is the gas-to-methanol 

process, where CO is obtained from CO2 via the reverse water gas shift (RWGS) 

reaction and transformed to methanol as presented in (8) and (9): 

 

(8)   CO2 + H2 ⇌ CO + H2O       ΔH = 41.2 kJ/mol 

(9)   CO + 2 H2 ⇌ CH3OH       ΔH = − 90.6 kJ/mol 

 

Both (7) and (9) are exothermic reactions and involve a decrease of volume. This 

implies that they are both favoured at low temperatures and high pressures. CO 

hydrogenation is significantly more exothermic than CO2 hydrogenation resulting in a 

higher cooling demand. For high CO2 concentrations the methanol synthesis is 

inhibited by water formed in the RWGS reaction176. 

Reaction (8), instead, from a thermodynamic point of view, it’s an endothermic 

reaction, which means ΔH° > 0. This means it requires to work at high temperatures 

and, in particular, around 500°C because at low temperature the reaction would 

compete with methanation cited above (6)177.  

Fig. 9 below shows the maximum conversion determined by the chemical equilibrium 

for a CO- and CO2-based feed gas. In the picture, the equilibrium limited methanol 

yield of CO2 (18–58% at 200–250°C, 50–100 bar) is substantially lower than that of 

CO (55–89%). Based on equilibrium considerations, for the CO-based feed gas the 

highest methanol yield results from a H2/CO ratio of 2, while for CO2-based feed gas 

a H2/CO2 ratio of 3 to 1 is optimal178. 

 

 

 

 

 

 

 

 

 

 

Fig 9. Equilibrium conversion of CO- or CO2-based feed gas to methanol178. 
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As reported by Ganesh in 2014164, due to the strong C-O bonds, converting one mole 

of CO2 to methanol requires an energy input of about 228 kJ and six electrons to reduce 

C4+ of CO2 to C2- of methanol.  

Large impacts of reaction pressure and temperature on the catalytic performance can 

be evidenced. CO2 hydrogenation to methanol (CO2 + 3H2 ⇌ CH3OH + H2O, ∆H298 = 

−49.5 kJ/mol) is an exothermic reaction and the RWGS reaction (CO2 + H2 ⇌ CO + 

H2O, ∆H298 = +41.2 kJ/mol) is an endothermic reaction. Knowing that CO2 is a stable, 

low-reactivity compound, a sufficiently high temperature is required to activate CO2 

by overcoming its energy barrier from the prospect of reaction kinetics. However, as 

the reaction temperature increases, even if the conversion of CO2 increases, methanol 

selectivity decreases because the reaction competes with the simultaneous RWGS 

reaction, which depletes H2 and generates H2O, inhibiting methanol production. 

Therefore, developing an effective catalyst able to drive the CO2 reaction under a 

relatively low operating temperature and moderate-pressure conditions is of crucial 

importance179. In addition to the catalyst material, another critical factor affecting the 

performance of CO2 hydrogenation to methanol is the thermodynamic limitation, 

where a sufficiently high equilibrium conversion of CO2 is not achievable under a 

moderate low pressure. 

Currently, all commercially applied low-pressure catalysts are based on CuO and ZnO 

in most cases on a carrier of Al2O3 with variable stabilising additives and promoters 

like Zr, Cr, Mg and rare earth metals180. CO2-based feed gases usually show lower 

space time yields (STY) in the order of 0.4–0.8 kg lcat
-1h-1 (40–100 bar GHSV around 

10 000 h-1), compared to 0.7–2.3 kg for the CO-based feed gases181.  

Catalyst impurities (residual amounts of alkalis), high pressures, high temperatures 

(requiring adequate control of the converter temperature), higher CO/H2 and CO/CO2 

ratios, as well as lower space velocities (higher residence time), promote the formation 

of thermodynamically favoured by-products: higher alcohols (predominantly ethanol), 

esters (mainly methyl formate), ether (dimethyl ether), ketones (mainly acetone) and 

hydrocarbons178. 

In industrial applications, the common catalyst life time varies from 4 years182 up to 8 

years. Life time is limited by catalyst deactivation caused by thermal sintering and 

poisoning (blocking of active sites), which for copper catalysts is mainly due to 
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chlorides and sulphur compounds. In particular, sintering happens at temperatures 

above 227°C for copper and above 300°C for ZnO)183. Other examples of poisons 

reported in industrial applications are arsenic or carbonyls, causing a decrease of 

selectivity due to promotion of FT side reactions184. To protect the catalysts, a prior 

gas cleaning is done to remove these poisons and guard beds are often installed185. 

 

Methanol can also be converted to DME via catalytic methanol dehydration (10) based 

on either Langmuir-Hinshelwood186 or Eley-Rideal187 mechanisms: 

 

(10)    2 CH3OH ⇌ CH3OCH3 + H2O            ΔH298K = −23.4 kJ/mol 

 

DME is a colourless, non-toxic, non-corrosive ether, that can be employed as a clean 

fuel and chemical building block for the production of valuable materials such as light 

olefins (ethylene and propylene)188, alkyl aromatics as a hydrogen source in fuel cells, 

methyl acetate and dimethyl sulfate189. 

As for formic acid, the hydrogenation reaction is the following: 

 

(11)    H2 + CO2 ⇌ HCO2H 

 

The first report on CO2 hydrogenation to formic acid was by Farlow and Adkins in 

1935 using Ni-Raney as catalyst190.. The renewed interest toward this process is mainly 

due to two advantages, involving the easy reaction conditions and its use as a potential 

liquid “hydrogen-carrier”. The two reactions, namely CO2 hydrogenation and FA 

decomposition into the starting CO2 and H2, give a quasi-CO2-neutral cycle. 

 

 

1.4.4.3 C2+ products and applications 

 

CO2 hydrogenation to C2+ higher alcohols (HA)191–194 remain a great challenge in 

research195. This is due the lack of highly effective and selective catalysts with high 

stability, as well as for the complexity of various reaction routes and the 

uncontrollability of C–C coupling. Other than that, to promote the formation of HA, it 
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is required, prior to C–C coupling, a distinct balance between dissociative C–O bond 

adsorption and activation (alkylation) to get surface alkyl species and non-dissociative 

C–O activation (alcohol formation)196
 through CO insertion into *CHx to form 

CH3CO* species, followed by CH3CO* hydrogenation to ethanol197. Generally, the 

mismatching of these processes in kinetics and the existence of various side reactions 

(such as the formation of water that can easily deactivate the catalysts) would result in 

low activity and low selectivity of HA. Besides their production process being more 

challenging, higher alcohols have various advantages compared to other potential 

fuels, including higher energy density and lower toxicity compared to methanol. The 

most useful HA are C2–C5 alcohols, some of which can be used directly as 

transportation fuels, either alone or in gasoline blends, to extend gasoline supplies and 

enhance octane levels, thus improving the engine performance198. Among these C2–C5 

alcohols, ethanol has been used as a fuel additive in many countries, such as the US, 

Canada, Brazil, and Sweden. Developing countries, such as China, have also started 

promoting ethanol gasoline199. These short-chain alcohols are also used as solvents or 

starting reagents in many chemical products. By contrast, long-chain alcohols (C5+), 

mainly used as reaction intermediates and surfactants, are much less required. The 

demands of these HAs are foreseen to increase dramatically in the short run due to the 

growing world population200. Nowadays, ethanol, along with butanol, is primarily 

produced by fermentation of sugars from agricultural products such as potato, corn, 

and sugarcane201. The wide industrialization of this technology is hampered both by 

the food shortages, due to the large consumption of agricultural products, and by the 

huge investment required for the product- separation process. On the other hand, 

heavier alcohols are mostly prepared by commercialized-route involving the hydration 

of corresponding petroleum-derived alkenes over acid catalysts202. Because of 

increasing demands, alternative technologies for HAS have been explored, and some 

of them have met with industrialization. For example, the novel CuFe-based catalysts 

for the synthesis of mixed-alcohol via syngas, developed by the Institute of Coal 

Chemistry (Chinese Academy of Sciences). Furthermore, the Dalian Institute of 

Chemical Physics (Chinese Academy of Sciences) has built the first plant for ethanol 

production from coal with the indirect route, including coal to syngas, syngas to 

methanol/DME, methanol/DME carbonylation, followed by hydrogenation to 
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ethanol203. Even if much progress has been made both industrially and academically 

in the past few years, developing new more efficient catalysts is still under continuous 

investigation. 

 

 

1.4.4.4 CO2 to C2+ mechanism 

 

The mechanisms for C2+ production generally involves two indirect pathways that are 

classified by the intermediates, as shown in Figure 10.  

 Modified Fischer-Tropsch (MFT) process, in which CO2 hydrogenation results 

first in CO formation (RWGS) and further direct hydrogenation of CO 

(Fischer−Tropsch synthesis, FTS) to hydrocarbons.  

 Methanol-to-hydrocarbon (MTH) process, in which CO2 hydrogenation results 

first in methanol, which is converted to hydrocarbons via further 

hydrogenation203. 

 

When CO serves as the intermediate to form C2+ hydrocarbons, there are several 

bottlenecks to overcome. Since RWGS and FTS are, respectively, endothermic and 

exothermic reactions, a major issue is to find the temperature region compatible for 

both reactions. Another bottleneck is to overcome the intrinsic limitation of traditional 

FTS process, which proceeds via surface polymerization of CHx and usually produces 

hydrocarbons following the Anderson−Schulz−Flory (ASF) distribution. According to 

this model, the selectivity for target products is inevitably restricted by theoretical 

limits such as 58% for lower olefins, 45% for gasoline, and 30% for diesels204. To 

break this limit and control selectivity, bi-functional FT catalysts were first 

successfully proposed by Chang et al.205 in 1978. They have multifunctional active 

sites that allow for the secondary reactions (such as oligomerization, isomerization, 

and aromatization), making possible to produce hydrocarbons with the certain desired 

carbon number range206. They contain metallic (syngas to alcohol) and acidic (alcohol 

to hydrocarbon) components207. 
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When methanol is the intermediate to form long-chain hydrocarbons, the issue is the 

temperature since the high temperature (≥350 °C) kinetically required for methanol-

to-olefins process, is thermodynamically unfavourable for CO2 hydrogenation into 

methanol. A solution is to construct complementary active sites for CO2 conversion to 

methanol and the subsequent MTH. The component for methanol synthesis generally 

involves metal oxides such as In2O3 and ZnO-ZrO2, whereas that for MTH comprises 

molecular sieves such as SAPO-34 and HZSM-5191,208. 

 

In addition to constructing multifunctional active sites for long-chain products, another 

promising strategy is to precisely construct the active site that comprises specific 

number of atoms within a proper distance. This strategy holds great potentials in 

breaking the theoretical limits of selectivity, especially for ASF distribution. For the 

active sites with geometric confinement, possibility of chain growth is likely to be 

highly sensitive to the length or configuration of the products. For example, dual Cu 

sites with a proper distance (2.70 ± 0.01 Å) enabled high selectivity (>99%) for 

ethanol209. Specifically, one Cu site adsorbed methanol, while the other adsorbed 

formyl species. During the formation of C−C bond, the formyl underwent a 

nucleophilic attack on the carbon of methanol209. 

 

 

Figure 10. Reaction paths for the hydrogenation of CO2 into higher alcohols, lower olefins, aromatics, and 
gasoline. The reaction products are enclosed in red solid lines167. 
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1.4.4.5 CO2 hydrogenation to C2+ catalysts  

 

The synthesis of HAs requires rationally designed catalysts that are able to promote 

the CO2 partial reduction to CO, the controlled growth of carbon chains (C–C 

coupling) and to accelerate the insertion of oxygen-containing intermediates (e.g., 

CHO*, CO) into the carbon chains (–OH group formation and insertion)210–212. Typical 

catalysts that exhibit preferable catalytic performances in CO2 hydrogenation to HAs 

include Rh-based catalysts213, Co-based FTS214, Cu-based MS catalysts215, and Mo-

based catalysts216 on metal oxide supports (e.g., Fe2O3, Co3O4, Al2O3, etc.)217,218. As a 

result, CO2-to-HA catalysts are classified into four categories, namely noble-metal-

based catalysts (Rh-based, Pt-based, Pd-based, and Au-based), Co-based catalysts, Cu-

based catalysts, and Mo-based catalysts, respectively. 

 

1.4.4.5.1 Rh-based catalysts  

Rh-based catalysts have been widely used in selective CO hydrogenation to C2+ 

oxygenates due to their ability to simultaneously catalyse CO dissociation and 

insertion over their atomically adjacent Rh0-Rhn+ species219. Among all HAs, ethanol 

is the dominant product over the Rh-based catalysts due to its relatively low C–C 

coupling ability220. According to the record, Rh-based catalyst used for CO2 

hydrogenation via syngas to ethanol was first reported by Tanabe et al.213. 

Recently, it was highlighted the importance of the support and, in particular, of the 

hydroxyl groups on the surface of support, presumably offering the stabilization of 

polar surface species, to improve ethanol selectivity in CO2 hydrogenation221.  

Among various supports for Rh, SiO2 was most often used210,222,223, but also TiO2 and 

Fe3O4
224–226, and mesoporous material (e.g., MCM-41) have been underlined. The 

synergism of high Rh dispersion and high-density hydroxyl groups on TiO2 improves 

the reaction. Mesoporous material, instead, guarantees high dispersion of Rh 

nanoparticles owing to the high surface area over its mesoporous structure223. 

In general, CO2 hydrogenation over unpromoted Rh catalysts mainly favours C1 

species (e.g., CO or CH4). Thus, alkali and/or transition metals are required to shift the 
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catalyst selectivity toward C2+ oxygenates in CO2 hydrogenation196. Several studies, 

confirmed Li, Fe209,222,223,226, and V to be the most effective ones210,223,224,227–230. One 

of these was conducted by Arakawa et al.210,222,224. After an extensive screening of 28 

promotors, they found Li-modified and Fe-modified Rh-SiO2 catalysts to improve 

ethanol selectivity in CO2 hydrogenation, respectively with 2–5 wt % and 3 wt % 

loading. In particular, the best results were obtained over the RhFe-SiO2 catalyst at 5 

MPa and 260°C, with CO2 conversion of 26.7% and ethanol selectivity of 16.0%. 

According to the reported results, both Li and Fe addition can increase the electron 

density of Rh, leading to an increase the amount of bridged CO species210. For Li this 

means decreasing the number of unoccupied Rh sites for H2 adsorption (suppressing 

methanation) and promoting CO insertion into CH3– Rh, hence favouring the ethanol 

synthesis210,224. 

A significant improvement of CO2 conversion of 12.1% and ethanol selectivity of 

24.1% was also observed over the V-modified Rh/MCM-41 catalyst223 at 0.3 wt % 

loading. V was found to promote the ethanol synthesis by forming the VOx-Rh 

interfacial sites, which can also improve the fraction of Rh+ species, enhancing CO 

adsorption. The amount of dissociative adsorbed CO was almost equal to the non-

dissociative CO adsorbed, resulting in the highest ethanol selectivity and yield.  

The best catalytic performance was obtained over RhFeLi/TiO2 catalyst at 3 MPa and 

250°C obtained 31.3% of ethanol selectivity and high stability after 20 h testing221. 

However, these catalysts are not ready for application because of the high cost of Rh. 

 

1.4.4.5.2 Other noble-metal catalysts  

Pd, Pt, and Au were also investigated in CO2 hydrogenation to HAS213–215. Aiming at 

reducing the high cost of commercial noble-metal catalysts, single-atom 

heterogeneous catalysts have been particularly explored in recent years231. 

An impressive catalytic performance in CO2 hydrogenation to ethanol was obtained 

over Pd/Fe3O4 single-atom catalyst at 300°C and atmospheric pressure with ethanol 

selectivity of 97.5% and ethanol STY of 0.41 mmol gcat
-1h-1232. In comparison, 

Pd/Fe3O4 catalyst containing Pd nanoparticles demonstrated to be less selective to 

ethanol (<15%), with CO as the main product. In the study, it was theorized that Pd 
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single atoms and Fe3O4 constructed specific active sites for C–C coupling. The support 

might also help stabilizing the Pd single atom, reducing the chance for the surface 

moieties to diffuse across to other neighbour atoms for deep hydrogenation. 

Additionally, hydroxyl groups have also been proven to be favourable for improving 

alcohol selectivity in CO2 hydrogenation233–235. However, as in general happens for 

single-atom catalysis, as the temperature increased, there was sintering of the Pd single 

atom on the surface leading to catalyst deactivation.  

The catalytic performances of the catalysts reported above were all evaluated in fixed-

bed reactors. However, recent studies proved that the catalyst and 

reactants/intermediates interaction may require sufficient contact time to achieve high 

HAS selectivity. This is why, recently, it has been investigated the use of  batch-wise 

tank reactor in a solvent, which gives better results due to the recirculation. Wang et 

al.226 found that for the tank reactor, the choice of solvent is an important factor that 

greatly affects the catalytic performance. They studied Au catalyst supported on TiO2 

and tested it at 6 MPa and 200°C with ethanol selectivity of over 99%, using DMF as 

the solvent. Compared with NMP, cyclohexane, THF, and water, DMF was the most 

appropriate solvent, exhibiting unique advantages for CO2 dissolution and interaction 

between CO2 and catalyst.  

He et al.218 tested Pt-Co3O4 in a tank reactor using different solvents. They found polar 

solvents, such as water, DMI, and NMP were better solvents for alcohol synthesis. 

They managed to obtain highest HAS selectivity of 72.0% was obtained in a water, 

outperforming those results tested in fixed-bed reactors. This may be due to the solvent 

stabilization, which may involve H-bonding to alcoholic species. In particular, C2+OH 

was obtained with high selectivity in water. The D2O-labeling experiments proved that 

water was involved in the reaction and promoted the reaction kinetically by providing 

a hydrogen source.  

Later, Bai et al.236 developed Pd–Cu nanoparticles supported on TiO2 obtaining 

outstanding catalytic performance, even at mild and clean reaction conditions (3.2 

MPa and water as the solvent), with 92.0% of ethanol selectivity and 41.50 mmol gcat-

1 h-1 of ethanol STY. 
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1.4.4.5.3 Co-based catalysts  

Co shows intrinsically very low RWGS activity, but strong hydrogenation ability, thus 

acting primarily as methanation catalyst in CO2 hydrogenation237,238. Co-based catalyst 

catalysing CO2 hydrogenation to ethanol were first tested by Arakawa et al.239 with 

ethanol selectivity of only 7.9%. To improve the C2+ alcohol synthesis over Co-based 

catalysts, Ouyang et al.240 tried synthesizing Pt supported on Co3O4. However, the 

results were not very promising: at 2 MPa and 200°C they obtained a C2+ alcohol yield 

of 0.56 mmol gcat
-1 h-1 and a C2+OH fraction of only about 22%. Using mesoporous 

Co3O4, improved the ability of carbon-chain growth and so increase of C2+OH yield 

(0.75 mmol gcat
-1 h-1) and C2+OH fraction (41.8%)241. Co3O4 nanorods, synthesised by 

Yang et al.211, showed low reducibility and high RWGS activity. Cu supported on 

Co3O4 nanorods catalysts exhibited CO2 conversion of 13.9% with ethanol yield of 

1.87 mmol gcat
-1 h-1at 3 MPa and 250°C.  

Another strategy to improve the C2+ alcohol synthesis was to vary the support in order 

to find the one that exhibited a strong interaction with Co to stabilize the active Co 

centers (the CoO or Co2C phases) and suppress the complete reduction of Co3O4 to 

metallic Co and enhance HAs production. Several Na-promoted Co catalysts 

supported on different supports (Al2O3, ZnO, TiO2, SiO2, and Si3N4) were investigated 

in Co-catalysed CO2 hydrogenation by Zhang et al.242. Among them, inert supports 

and, in particular, SiO2, and Si3N4 were the most promising one to favour the formation 

and stabilization of Co2C on their surface, which are known to be active sites in CO2 

hydrogenation to ethanol. However, as the temperature reached 400°C, Co2C would 

be reduced to Co. Na–Co/SiO2 showed 18.8% of CO2 conversion, 8.7% of C2+ alcohols 

selectivity, and 87.5% of C2+OH fraction.  

Furthermore, the pre-treatment conditions of catalyst was found having great impact 

on catalytic performance. Gnanamani et al.243 revealed that catalysts activated by 

prolonged CO treatment exhibited the highest alcohols selectivity (73.2%) and C2+OH 

fraction (about 90%) due to the formation of cobalt carbide. By contrast, catalysts 

reduced by H2 exhibited high methane selectivity (>70%) because of the formation of 

metallic Co.  
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Moreover, alkalis addition has proved to be very efficient in Co-based catalysts to 

improve the RWGS activity and suppress methanation, improving carbon-chain 

growth, regardless of whether the product is a HA or a HC196,244. Gnanamani et al.243, 

comparing the structure differences of catalysts with or without Na+ promoters before 

and after reaction by XRD and TEM, although cobalt carbide was produced in catalysts 

both with or without Na+ after CO reduction. They concluded that Na+ is essential in 

preserving the cobalt-carbide phase.  

 

1.4.4.5.4 Cu-based catalysts  

Cu supported catalysts using metal oxides (such as ZnO, ZrO2, and ZnO/ZrO2) as 

supports, have the intrinsic tendency to favour the formation of C1 alcohols196,199,245. 

This is why, a great number of researches have been focused on modifying Cu-based 

catalysts in order to improve the ability of C–C coupling (the formation of CHx 

species, either from direct C–O dissociation or H-assisted C–O dissociation) and shift 

the main product to C2+ alcohols from syngas in fixed-bed reactors246,247. 

The Cu catalysts modification can be applied following two strategies:  

(1) Alkali addition, which act as an active site for HxCO-HxCO coupling, as well 

as the non-dissociative activation of CO248,249 and inhibit methanation by 

reducing hydrogen activation capacity through its coverage of the active 

sites250,251. The HAS selectivity over alkali-modified Cu-based catalysts has 

been shown to increase with the metal’s basicity strength, i.e., Cs > Rb > K > 

Na > Li252. However, excess alkalis showed a negative effect toward HAS due 

to the severe coverage of active sites248,253 and for most reported alkali-

modified Cu-based catalysts, methanol was still the main alcohol product246.  

(2) FTS (Fe and Co) elements addition, which act non only as a promoter, but also 

as an active site for HxC–HxC coupling254. The Cu-Fe carbides interface 

facilitate the non-dissociative CO activation and CO insertion into surface 

alkly species to C2-oxygenates and, thus, enhance ethanol selectivity in CO 

hydrogenation to ethanol255. To promote HAS it’s important to control the 

Cu/Fe molar ratio and build abundant Cu–Fe interfaces254.  
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Li et al.14 used the K-modified CuZn catalyst in CO2 hydrogenation to HAS at 6 MPa 

and 350°C, obtaining C2+ alcohol yield of 7.3 mg mLcat
-1h-1 and C2+OH fraction of 

28.1%.  

Takagawa et al.256 first reported the K/Cu– Fe–Zn catalyst with CO2 conversion of 

44.2% and ethanol selectivity of 19.5% at 7 MPa and 300°C.  

Some researchers reported the enhancement of the selectivity and yield of HA with the 

addition of K2O promoters250. Guo et al. reported the K2O-modified CuZnFeZrO2 

catalyst with K2O loading in the range of 0%–7%, suppressing MS and obtaining HA 

yield of 2.55 mmol mLcat
-1 h-1 and C2+OH fraction of 38.3% at 3 MPa and 320°C.  

Xu et al.15
] recently studied the effect of Cesium (Cs) in CO2 hydrogenation over 

CuFeZn catalysts, discovering its role in weakening the hydrogenation ability of 

catalysts, improving both CO2 conversion and product selectivity. They also studied 

the effect of Cu/Fe molar ratio on HAS and realized the best activity at a Cu/Fe ratio 

of 0.8. So they developed a Cs-C0.8F1.0Z1.0 catalyst (3 wt %) and tested it at 5 MPa and 

330°C, obtaining HA yield of 1.47 mmol gcat
-1 h-1 and HA fraction of 93.8%. 

Li et al.,16 studied the effect of Fe promoters on CO2 hydrogenation to HA and found 

out that the synergistic effect between Cu–Fe and Zn–Fe interactions led to the higher 

catalytic activity by forming more Cu and Fe carbides species. The best catalytic 

performance was obtained at 6 MPa and 300°C with the CuZnFe0.5K0.15 catalyst with 

a Cu/Fe molar ratio of 2. CO2 conversion was 42.3%, alcohol selectivity 36.7%, HA 

yield 148.1 mg mLcat
-1 h-1 and HA fraction 87.1%.  

Guo et al.17 studied the optimization of the catalyst loading, finding that indicated that 

the HAS from CO2 hydrogenation can be effectively conducted over the optimal 

CZK(1.5)//CFCK(4.5)* two-stage bed Cu-based catalyst system due to the cooperative 

effect of both increasing the C-C coupling and product conversion. They tested it at 6 

MPa and 350°C, obtaining HA yield of 72.4 mg mLcat
-1 h-1 and HA fraction 55.3%.  

*For convenience, Cu25Fe22Co3K3 catalyst was denoted as CFCK and the CuZnK0.15 catalyst was denoted as CZK17. 

Metal Organic Framework (MOF)** supported Cu-based catalysts have also been 

widely used in CO2 hydrogenation257,258, but their selectivity is mainly directed 

towards methanol as the only alcohol product. Lately, An et al.18 achieved a high 
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ethanol selectivity (over 99%) and ethanol STY of 87.9 mmol gcat
-1 h-1 at 2 MPa and 

100°C by using MOF as a support (in particular Zr12-bpdc*) and tank reactors. The 

latter exhibited better catalytic activity compared with the low C2+ oxygenates 

selectivity in fixed-bed reactors. Moreover, the higher catalytic activity was attributed 

to the cooperative nature of bimetallic CuI sites, which facilitated H2 activation, but 

also the direct C–C coupling with the assistance of Cs promoters. By comparison, over 

the Cu0-ZrO2 catalyst, the agglomeration of Cu nanoparticles lead to the absence of 

ethanol product, which means that methanol was the main product.  

** MOFs are crystalline extended structures constructed by stitching together inorganic polynuclear clusters, named secondary bu ilding units 

(SBUs), and organic linkers by strong bonds. SBUs help to build potentially porous periodic networks by linking organic ligands.  

*[1,1′-biphenyl]-4,4′-dicarboxylate (bpdc) 

Additionally, zeolites as supports have been applied in direct hydrogenation of CO2 to 

ethanol. Recently, Ding et al.,194 reported a highly active Cu-based catalyst applied in 

fixed-bed reactors: the Cu@Na-Beta catalyst with 2–5 nm Cu particles embedded in 

the Na-beta zeolite. They tested it at 2.1 MPa and 300°C, obtaining a high ethanol 

selectivity of 79% and ethanol STY of 8.65 mmol gcat
-1 h-1 with CO as the only by 

product. The “entrapment” of the small Cu particles in the porous structure of zeolite 

stabilizes the active surface, promoting the reaction of adsorbed CO2 and methyl 

intermediates to ethanol.  

 

1.4.4.5.5 Mo-based catalysts  

Several studies use Mo-based catalysts (e.g., Mo2C and MoS2) for CO hydrogenation 

to HA259,260. However, there are only a few reports about Mo-based catalysts used for 

CO2 hydrogenation to HA, which is due to the low CO2 conversion and low C2+ alcohol 

selectivity obtained using these catalysts. Strong metal-support interaction, as well as 

the choice of the right solvent appears to be of great importance for the selective HAS. 

Moreover, alkali addition was theorized to play a dual role of both suppressing 

hydrocarbon synthesis and favouring alcohol formation, while the presence of Co 

contributed to the production of ethanol. 

Tominaga et al.,216 was the first to perform CO2 hydrogenation to HA using alkali-

promoted Mo-based catalyst, obtaining different HA selectivity.  
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Catafat et al.,261 worked on CO2 hydrogenation to alcohols using K-promoted CoMoO4 

catalysts, but the catalytic results were not very promising with only 7.2 % of CO2 

conversion and 6.5 % of ethanol selectivity.  

Chen et al.,262 tried to use Mo2C supported metal (e.g., Cu, Pd, Co, and Fe) catalysts 

in tank reactors. The addition of Cu and Pd enhanced the production of methanol from 

CO2 via formate intermediate, while Co and Fe enhanced the chain-growth ability and 

improved the formation of ethanol via CO intermediate.  

Liu et al.,263 used MoCoK sulfide catalysts at 5 MPa and 320°C, obtaining CO2 

conversion of 8.1%, C2+ alcohols selectivity of 15.9%, and C2+OH fraction of 27%.  

 

1.4.4.5.6 Recap 

As for the reactions carried out in a fixed-bed reactor, the catalyst groups can be  

ranked respect to their HA yields as follows: Cu-based catalysts > noble-metal 

catalysts > Co-based catalysts. Cu-based catalysts generally exhibit high CO2 

conversion with moderate HA selectivity. Noble-metal catalysts show high HA 

selectivity but low CO2 conversion. Although Co-based catalysts exhibit comparable 

CO2 conversion, the HA selectivity is still too low due to the strong methanation 

ability. The “entrapment” of small Cu particles in the Na-beta catalyst showed 

outstanding catalytic activity with 79% of ethanol selectivity and 8.65 gcat-1 h-1 of 

STY, even at mild conditions (at 2.1 MPa and 300°C).  
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2 Aim of the study 

The catalytic transformation of captured CO2 to liquid fuels such as methanol, ethanol, 

and jet fuel using renewable energy can not only mitigate worldwide climate change 

by reducing carbon emission through the utilization of CO2 as feedstock, but also 

decrease the industries enormous reliance on fossil fuels. 

Given the overall low efficiency of the available catalysts for the CO2 hydrogenation 

to higher alcohols process, the aim of this thesis project was investigating new catalysts 

and, more importantly, alternative catalyst synthesis methods. This is done in an 

attempt to enhance the commercial ethanol production since it represents a highly 

valuable way to lower CO2 emissions. 

Conventional techniques, such as wet impregnation and deposition–precipitation, 

although easy to apply, do not allow a good control over the size of the metal NPs. 

This is why, as synthesis method, sol immobilization was chosen. This technique 

allows, instead, a good control of metal particle size before embedding them in the 

support, thus reducing the influence of the support on metal dispersion. Moreover, for 

an even higher dispersion of Rh nanoparticles, a high-surface-area support 

(mesoporous silica) was chosen. 

Following the indications given by the literature, as well as the footsteps of the 

catalytic testing performed by the previous students in the research group, Rh-based 

catalysts have been chosen as metal catalyst. In particular, supported Li-doped 

rhodium nanoparticles both mono- (Rh/mesoSiO2@Li) and bi-metallic 

(RhFe/mesoSiO2@Li) with a nano-alloy morphology. Fe and Li have already been 

tested before and displayed promising promoting behaviour at lower210,222,264. 

To synthesise RhFe alloy nanoparticles, a hybrid method that combines sol 

immobilization with impregnation was developed.  

Apart from the synthesis method, this study focused on how the morphology of the 

support, as well as the reaction conditions, the molecular weight of the active phase 

and the presence of promoters can influence the catalytic activity of the catalyst in the 

CO2 hydrogenation reaction. In the end, several characterization techniques (TEM, 

XPS, BET) were performed to gain insight into the characterization of the material.  
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3 Experimental part 

 

3.1 Catalyst Selection  

 

After a catalyst screening, Rh-based catalysts on a mesosilica support were chosen to 

perform the CO2 hydrogenation reaction. From literature results, Rh showed adequate 

ethanol selectivity and seemed not to produce higher hydrocarbons at low pressures. 

Noble metal elements such as Rh are generally known for their ability in activating 

CO2 and catalysing C-C coupling19. The second reason for choosing this catalyst was 

to then be able to compare it with the Rh-based catalysts on commercial silica support 

previously studied in the research group. 

 

To identify the role of each component in the catalyst, thirteen different catalysts were 

prepared. The tested catalyst are summarized in the following table: 

 

Rh/SiO2 Rh/mesoSiO2 Rh/mesoSiO2@Li Rh1Fe1/mesoSiO2@Li10 

Rh0.25/SiO2 Rh0.25/mesoSiO2 Rh1/mesSiO2@Li0.5% Prepared with  

Sol-immobilization + IWI 

Rh0.5/SiO2 Rh0.5/mesoSiO2 Rh1/mesoSiO2@Li1% Prepared with 

IWI + Sol-immobilization 

Rh1/SiO2 Rh1/mesoSiO2 Rh1/mesoSiO2@Li10%  

  Rh2/mesoSiO2@Li10%  

  Rh3/mesoSiO2@Li10%  

 

Table 1. Summary of all catalysts synthetized in this study. 

 

It is possible to notice how, for the catalyst screening, the same catalyst was tested at 

different loading of active phase (Rh) and Li promoter. In particular, the test was done 

first on 0.25wt% Rh, then on 0.5wt% Rh, and finally on 1wt% Rh catalysts supported 

on meso-SiO2 at 20 bar for a temperature range that goes from 180 °C to 250°C. 

Afterwards, the same amount of Rh (Rh 1 wt%) was maintained increasing the amount 
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of Li promoter (before 0.5%, then 1% and then 10% of Li) in order to find the 

minimum amount of promoter at which a significant catalytic improvement is showed. 

After having selected the desired amount of Li to add, Rh catalyst on mesosilica with 

10% Li was tested this time increasing the amount of active phase: first 1Rh wt%, then 

2Rh wt% and finally Rh3 wt%. The pressure adopted was always 20 bar, but this time 

the temperature chosen was only one (250°C). 

Later, a bi-metallic catalyst was synthesised using Fe as second metal and maintaining 

the same amount of Rh (1 wt%) and the same amount of Li promoter. An attempt was 

done to synthesise the same catalyst adopting two different synthesis methods: first 

using sol-immobilization method and then incipient wetness impregnation method, 

and then viceversa. 

 

3.2 Catalyst synthesis (synthetic protocols) 

 

All the synthetic procedures described are conducted in the chemical laboratory in the 

building 67 of the Catalysis Engineering department of Applied Science at TUDelft 

University of Technology in Delft, Netherlands. The methodologies follow a green 

and safe approach (risk of category 2) and have been widely optimized and employed 

in several papers265–267. 

 

3.2.1 Solvents and reagents 

 

Pluronic-p123 (Poly(ethylene glycol)-block-poly(propylene glycol)-block-

poly(ethylene glycol), MF: C7H16O4, MW: 164.2g/mol), Hydrochloric Acid (HCl, 

MW: 36.46g/mol), TEOS (Tetraethyl orthosilicate, MF: C8H20O4Si, MW: 

208.33g/mol), Lithium Chloride (LiCl), Rhodium(III) Chloride Trihydrate 

(RhCl3·3H2O), polyvinyl alcohol (PVA, Mw: 13000-23000), Sodium Borohydride 

(NaBH4, MW: 45.87g/mol), Iron Chloride (FeCl3, MW: 162.2g/mol), Iron(III) nitrate 

hydrate (Fe(NO3)3 ∙ 7H2O, MW = 367.9667 g/mol). 
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3.2.2 Meso-SiO2  

 

A Pluronic-p123 (Poly(ethylene glycol)-block-poly(propylene glycol)-block-

poly(ethylene glycol)) solution was prepared by dissolving 6g in 134 ml of distilled 

water previously acidified with HCl (1M). The mixture was heated at 40°C overnight. 

After, to obtain a polymeric solution, 9 mL of TEOS (Tetraethyl orthosilicate) was 

added. The solution was covered and stirred overnight at 60°C. Subsequently, the 

reaction mixture was dried in air for 24h to complete the crosslinking. At the end, the 

solid obtained was dried in the oven at 80°C overnight. The as-prepared product was 

treated in the muffle with the following heating route: 1 step, heating at 5°C/min to 

reach 600°C; 2 step, isotherm at 600°C for 5 hours. 

 

 

Figure 11. Synthesis of support. 

 

3.2.3 Meso-SiO2@Li 

 

A Pluronic-p123 (Poly(ethylene glycol)-block-poly(propylene glycol)-block-

poly(ethylene glycol)) solution was prepared by dissolving 6g in 134 ml of distilled 

water previously acidified with HCl (1M). The mixture was heated at 40°C overnight. 

After, to obtain a polymeric solution, 9 mL of TEOS (Tetraethyl orthosilicate) and 

LiCl were added, different amount of the lithium salts was used in order to modify the 

doping degree. The solution was stirred overnight at 60°C. Subsequently, the reaction 

mixture was dried in air for 24h to complete the crosslinking. At the end, the solid 

obtained was dried in the oven at 80°C overnight. The as-prepared product was treated 

in the muffle with the following heating route: 1 step, heating at 5°C/min to reach 

600°C; 2 step, isotherm at 600°C for 5 hours. 
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3.2.4 Rh/Meso-SiO2 and Rh/Meso-SiO2@Li 

 

A colloidal Rh solution was prepared by dissolving 0.32 g (1.5 mmol) of RhCl3·3H2O 

in 200 mL of distilled H2O. Then 12,7 mL were taken from the initial solution and 

diluted to 747 mL of distilled H2O, to which was added a volume of 1% w/w polymer 

aqueous solution to obtain the desired Rh:PVA weight ratio. After 3 min, a freshly 

prepared aqueous solution of NaBH4 (Rh:NaBH4 = 1:5 mol/mol) was added. A gray-

brown Rh0 sol was immediately formed. The colloidal solution was stirred for 30 min 

and, at the end, the Rh colloidal nanoparticles were immobilized by adding the meso-

silica (and mesosilica@Li for preparing the Rh/mesosilica@Li) under vigorous 

stirring. The solution was acidified at pH 2 by using sulfuric acid. To have a nominal 

metal loading of 1 wt%, the amount of support was calculated. The mixture was stirred 

overnight at room temperature. Then, the catalyst was centrifuged several times and 

was washed with hot distilled water to remove ionic species and the polymeric 

stabilizers, until a neutral pH was reached. After drying overnight at room temperature, 

the solids were dried at 80°C in an oven for 4 h in static air conditions. 

 

 

Figure 12. Metal loading. 

 

3.2.5 RhFe/Meso-SiO2@Li 

 

To prepare 100 ml of Fe stock solution, 0.307 g of Iron(III) nitrate hydrate 

(Fe(NO3)3∙7H2O, MW = 367.9667 g/mol). 

Unfortunately, it was not possible to use the same procedure (sol-immobilization) also 

for the preparation of the RhFe alloy supported nanoparticles, since Fe tends to easily 

and rapidly oxidise, thus not allowing to obtain the metallic state. Therefore, an hybrid 

method was developed combining the sol-immobilization method with the 

impregnation method. First, Rh/meso-SiO2 doped with Li was prepared with the 
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classical sol immobilization mentioned above. After having centrifuged it, let it dry 

overnight and then put in an oven at 80°C for 4 h in static air conditions, the 

impregnation was performed to produce the RhFe alloy. The catalyst is dispersed in a 

solution containing Fe3+ at wt 0.5% (so to have 1% metal loading with Rh), which is 

then put on a plate at 40-50°C and let it be absorbed on the support as the water 

evaporates. 

 

3.3 – Catalytic activity testing  

 

For the catalytic testing, before loading the catalyst in the reactor tube, it was first 

pelletized using hydraulic press with a force of 5 kton. The catalyst was then crushed 

and sieved in order to get a particle distribution between 180 - 300 µm. After, a 100 

mg of catalyst was loaded into the reactor tube, with on one side quartz wool and a 

support rod to hold the catalyst in place (Figure 13).  

 

 

Figure 13. Reactor tube in pressure setup. 

 

The reactor tube with catalyst was placed in the CO2 hydrogenation setup and 

tightened. Subsequently, the setup was leak tested at 20 bar. If no leaks were detected 

the catalyst was reduced under a hydrogen flow of 15.2 mL/min with the reactor 

temperature set at 200 °C under atmospheric pressure. A high pressure thermal mass 

flow controller (Bronkhorst, Hi-Tec) was used to control the flow of hydrogen to the 

reactor system. These conditions are kept for about 1 hour. After that, the reactor is 

cooled down. Once the reactor has reached room temperature, the pressure of the gas 

feed line is set to 20 bar and CO2 flow to 6.4 ml/min, so that a 1/3 CO2/H2 ratio is 

applied. As soon as the flow composition remains constant in time (reaches a steady 
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state), the hydrogenation reaction can start. Using temperature-programmed control, 

the reactor tube is kept at 180 °C for 4 hours and then, at 210°C for 3h, 230°C for 3h, 

250°C for 3, and at the end 0°C for e8h in order to make it cool back to room 

temperature. Once the reaction is complete, the set pressure is slowly decreased, the 

H2 flow is set back to 0 ml/min, the CO2 valve is closed.  

For some tests, the reaction was performed at only one temperature and, in particular, 

by keeping a constant temperature of 250°C for 6 hours.  

 

A similar procedure was then followed for the testing at 80 bar. The inlet of syringe 

pump was connected to a high-pressure mixture of CO2/H2 line. It is important to make 

sure to first empty the line. Then, the CO2/H2 valve is opened to let the mixture flow, 

until the desired (80 bar) pressure is reached. After stabilization, the reaction can be 

started by increasing the temperature activating the temperature-programmed control. 

 

 

3.4 Formulas 

 

Selectivity, conversion, and STY were calculated using the following formulas:  

 

                                                                                                                       (eq.3) 
 

 

                                                                                                                       (eq.4) 

 

 

                                                                                                                       (eq.5) 

 

 

                                                                                                                       (eq.6) 
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3.5 Characterization techniques 

 

After the testing, the catalysts were analysed using several characterization techniques, 

XPS, N2 adsorption and TEM. The characterization analysis of the products 

synthesized in this thesis were performed using the instruments present in the 

Department of Chemical Engineering "Applied Science" of TUDelft University of 

Technology in Delft, Netherlands. 

 

3.5.1 X-ray photoelectron spectroscopy (XPS) 

XPS experiments were conducted using a K-alpha Thermo Fisher Scientific 

spectrometer equipped with a monochromated Al K-alpha X-ray Source and a Flood 

Gun to avoid charging of the sample. The electron energy analyzer was operated with 

a pass energy of 50 eV, and every location was scanned ten times. 

X-ray photoelectron spectroscopy (XPS) is a surface characterization technique used 

to measure the elemental composition and chemical and electronic state (valence state 

and type of surrounding chemical environment) of atoms within a material. This 

spectroscopy is based on the photoelectric effect (PE), according to which when a 

material is hit by photons (Fig. 14), an internal electron of an atom of the material can 

absorb the entire energy of the incident photon and then be expelled (as photoelectron) 

with a kinetic energy T proportional to the energy of the incident photon and to the 

binding energy of the corresponding electron shell (or subshell) of the photon. PE was 

discovered by Hertz in 1887 and proved mathematically by Einstein in 1905268 in the 

equation: 

KE = hν – BE  (eq. 7) 

where hυ is the energy of the incident photon, BE the binding energy of the electron, 

referred to the vacuum level and KE the kinetic energy of the ejected electron269.  

 

 

Figure 14. Photoelectric effect. 
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The probability of this effect is greatest when the energy of the incident photon is equal 

to or slightly greater than the binding energy of the electron in its shell. 

The XPS technique studies the energy spectrum of the electrons emitted from the 

surface of the sample (in very high vacuum conditions)270, obtaining a graph of the 

binding energy as a function of the total electron count. Fig. 15 shows a schematic 

representation of the XPS process. Since the binding energies of the electrons emitted 

through the XPS are discrete (quantized) and depend on the nature of the elements, it 

is possible to associate a particular XPS peak with a chemical species in a unique and 

well-defined way. Furthermore, for each chemical element, the signal intensity is 

related to its concentration on the sample surface. 

Interestingly, the observed binding energies also depend on the oxidation state and the 

surrounding chemical environment. A change in these aspects gives rise to small 

translations in the position of the peak (the so-called "chemical shifts"). 

According to the Koopmans approximation271, the ionization energy E0 is equal to the 

energy of the ejected electron. However, this approximation neglects the fact that the 

remaining electrons adjust their distributions as ionization occurs and neglects effects 

due to electron correlation. To take these factors into account, it is possible to insert a 

correction factor φ (the work function of the spectrometer) and the equation 

becomes272: 

KE = hν − BE −φ (eq.8) 

 

Figure 15. Schematization of the XPS process. 
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The ejection of an electron from an inner shell creates a hole, representing an 

electronically excited state, followed by electron shell rearrangement. In particular, 

this energized state can decay through two distinct relaxation pathways: 

 The x-ray emission or X-ray fluorescence (radiative decay), Fig. 16(a), 

according to which the hole is filled by an electron from an outer shell, which 

decays by emitting an X-ray photon with equal energy to the difference in 

binding energy of the two levels involved in the electronic transition. 

 The non-radiative Auger decay, Fig. 16(b), according to which the hole is filled 

by an electron from an outer shell as in the previous case, but the excess energy 

is transferred to another electron of the outer shell, which it is then emitted 

(Auger electron) creating a doubly ionized final state. 

While the kinetic energy of the Auger electrons depends exclusively on the energies 

of the levels involved (characteristic of each element and of the valence state) and is 

therefore independent of the energy of the photons, for that of the XPS electron instead 

it is the opposite. This aspect allows to distinguish Auger electrons from 

photoelectrons273. 

 

Figure 16. Schematic representation of the Auger effect (a) and X-ray fluorescence (b) 

A typical XP spectrum (Figure 17) appears as a graph in which the abscissa axis refers 

to the BE, expressed in eV, while the intensities of the XP peaks are reported in the 
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ordinate. Background usually increases with BE due to inelastic photoelectron 

scattering. 

 

Figure 17. Example of an extended XP Spectrum. 

In the spectrum shown in Fig. 17 the bands due to the photoelectrons coming from the 

core levels (La5p, Cu3p, C1s…) and the peaks due to the Auger effect (CuLMM, 

CKVV, …) are clearly evident: the so-called “primary structure” of a spectrum. The 

photoelectronic peaks are indicated with an alphanumeric abbreviation which includes 

the chemical symbol of the element, followed by the level occupied by the emitted 

electron. 

As far as the Auger electrons are concerned, however, it is customary to mention the 

levels involved in the decay process. In addition to the "primary structure", it is 

possible to obtain much more detailed information, that is, to outline the "secondary 

structure" of a sample, by analyzing the position and shape of the photoelectronic 

bands. This investigation involves the minor intensity peaks that form as a result of the 

radiation (satellite peaks - which are observed if the source is not monochromatic - or 

ghost peaks - which originate from contamination of the source) or signals deriving 

from multielectronic processes, such as example the shake up, the shake off or the 

division of multiplets. The shake up and the shake off arise from the interaction of a 

photoelectron with electrons of the valence band, the splitting of the multiplet occurs 

when unpaired electrons are present. Measurements can be affected by surface loading 

effects, for example insulating materials, when bombarded by X-rays, acquire a 

surface charge. The positive charge causes the emitted electrons to lose an aliquot of 
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KE which records a BE that is apparently higher than the real one. To overcome this 

problem, the BE of C1s (285 eV) is used as a reference. In this way, the difference 

between the position (i.e., the BE) of the measured C1s band and the aforementioned 

one of 285 eV allows to trace the loading value. Finally, the XPS analysis allows to 

determine the relative quantities of the elements present on the surface of the 

investigated sample. 

In general, the intensity of the photoelectronic bands depends on various other factors, 

some of which are specific to the sample (composition, differential cross-section, 

probability of electron leakage without loss), others due to the characteristics of the 

instrument (X-ray flux, angle acceptance solidity of the electronic analyzer, 

investigation efficiency of the instrument), which is why the measurements must be 

read in relative and not absolute terms274. 

 

3.5.2 Nitrogen adsorption analysis 

 

The nitrogen adsorption technique measures the amount of gas adsorbed or desorbed 

from the surface of the material as a function of temperature and partial pressure of the 

adsorbate. This analysis allowed the study of material parameters, such as the specific 

surface area (SSA) or BET area, the porous volume, the mean diameter and the 

distribution of the pores. To carry out the measurement, the sample was ground into a 

powder, weighed, placed in the sample holder and pre-treated under vacuum at 120°C. 

Then, nitrogen is adsorbed on the surface of the material under examination at its 

liquefaction temperature at -196°C using a Quantachrome autosorb degasser and 

autosorb-6B or a Micromeritics TriStar II 3020. The adsorption portion of the N2 gas 

adsorption–desorption isotherms was used to calculate the pore size distribution. The 

analysis is divided into two parts. First, the sample is placed in an airtight glass burette 

and is subjected to a degassing for 16 h at 200 °C in order to eliminate any impurities 

and/or water already adsorbed on the surface of the sample275. Secondly, there is the 

actual analysis in which the burette is placed in a bath of liquid N2 and gaseous N2 is 
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sent for the adsorption/desorption cycle. At the end of the measurement, the data that 

allow the construction of the isotherm are obtained.  

To obtain the value of the specific surface area, the BET model (Brunauer-Emmett-

Teller) is used calculated via the multipoint BET method over a linear range of relative 

pressures between 0.05 and 0.26 using 20 to 21 data points. The BJH model (Barett, 

Joyner and Halenda) is used to obtain the pore size distribution value based on the 

physisorption equilibrium isotherms. The data is represented in curves, called nitrogen 

adsorption isotherms. According to the IUPAC classification (Figure 18), there are six 

types of absorption isotherms20. Materials with mainly narrow micropores (such as 

such as zeolites and some types of activated carbon) display type I or Langmuir 

isotherm, where the pores fill at very low relative pressure with a steep uptake, because 

of considerable adsorbent-adsorbate interactions21. The transition point from 

monolayer coverage to multilayer begins at point B in Figure 18. Nonporous and 

macropores materials mainly yield isotherms of type II (reversible isotherms), where 

N2 molecules are absorbed in mono/multi-layers without restriction. Type IV isotherm 

is characteristic of micro- and mesoporous solids, and therefore also typical of the 

substrates studied in this thesis work. Initially, the curve follows the same profile as 

the type II isotherm. Then, by further increasing the pressure, the interactions between 

gas molecules and adsorbent mesopore surface lead to a rapid vertical stretch due to 

the capillary condensation (i.e., the gas adsorbed inside the mesopores is no longer 

stable in the vapor and condensate). The initial zero slope of types III and V at low 

relative pressure reflects weak adsorbate-adsorbent interactions, comparable to the 

adsorbate-adsorbate interactions. This type of isotherms does not allow the estimation 

of the solids monolayer capacity and thus SSA. Type VI corresponds to stepwise 

multilayer adsorption on a uniform non-porous surface22. 
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Figure 18. The IUPAC classification of adsorption isotherms showing both the adsorption 

and desorption pathways. Note the hysteresis in types IV and V23. 

 

Often, in the type IV isotherm, typical of mesoporous adsorbents, the presence of an 

hysteresis loop is observed. This is because the desorption curve does not correspond 

to the adsorption one. In presence of hysteresis, IUPAC further classifies porous 

materials according to the shape that the hysteresis loop takes (Figure 19). According 

to IUPAC, type H1 is often associated with porous materials with well-defined 

cylindrical pores. In contrast, the H2 type is attributed to materials with a disordered 

pore size and shape distribution. Materials giving rise to hysteresis with the form H3, 

in which there is no adsorption limit at high P/P0 values, have slit-shaped pores due to 

aggregates of particles arranged in thin layers. Finally, H4-type hysteresis is often 

associated with materials containing both micropores and mesopores22. 
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Figure 19. The relationship between pore shape and the adsorption-desorption isotherm23
) 

  

 

3.5.3 Transmission electron microscopy (TEM) 

 

Transmission electron microscopy (TEM) is a technique by which an electron beam is 

transmitted through a very thin sample (5 to 500 nm) and two-dimensional images of 

nanoparticles are generated, from which is possible to determine particle size by hand 

from the images using ImageJ software. For the observation of the sample, a FEI 

Tecnai F20 electron microscope was used, equipped with a FEG and operated at 200 

kV. It is necessary to create a vacuum inside the microscope (P = 10-4/10-5 mbar) to 

reduce the interaction between electrons and gas molecules. The image provided by 

an electron microscope is formed in a cathode ray tube synchronized with a beam of 

charged particles, mainly electrons, which scan the surface of the object. The electrons 

are generated by a source, generally made up of a tungsten filament, which emits 

charged particles by the thermionic effect; these are then accelerated by a potential 

difference varying between 0.3 and 30 KV. After, a system of electromagnetic lenses 

provides a reduced image of the source in the sample plane. The electrons pass into 

the scanning system where they are deflected by magnetic fields which scan the 

surface of the sample. The electron beam that strikes the sample has a synchronized 

movement with the beam that excites the fluorescent elements of the screen, thus 

allowing the image to be displayed. 
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4 Results and discussion 

 

In this chapter, the obtained results from the tested catalysts are shown and discussed. 

The material is then characterized using TEM, XPS and BET techniques.  

 

4.1 Catalytic activity testing  

 

CO2 hydrogenation to ethanol follows these reaction steps: 

 

(12) CO2 + 6H2 ⇌ C2H5OH(g) + 3H2O(g)      ΔH = − 173.7 kJ/mol 

(13) 2CO + 6H2 ⇌ C2H2OH(g) + H2O(g)       ΔH = − 255.9 kJ/mol 

(14) CO + H2O(g) ⇌ H2 + CO2      ΔH = − 41.1 kJ/mol (3) 

 

Eqs. (12) and (13) are both exothermic and thermodynamically controlled. Therefore, 

the literature reports that the CO2 hydrogenation to ethanol should be performed at a 

low temperature (around 200°C) to have a good conversion and selectivity1. During 

the process, a water gas shift (WGS) reaction also occurs (14), which is essential in 

affecting the equilibrium of CO and CO2 hydrogenation reactions. The RWGS reaction 

(reverse of 14) can also occur, which partially reduces the CO2 into CO and is the 

source for ethanol synthesis.  

Moreover, the product carbon oxides methanation reaction can also occur2,3: 

 

(15) CO + 3H2 ⇌ CH4 + H2O              ΔH298K = - 206.2 kJ mol-1 

(6) CO2 + 4H2 → CH4 + 2H2O           ΔH298K = −164.63 kJ/mol 

 

For the catalyst screening, the same catalyst was first tested at different Rh loading 

(0.25wt%, 0.5wt%, and 1wt%); then, at different Li quantities (0.5wt% and 1wt%) 

keeping the same wt%Rh (1wt%). The same reaction was performed at 20 bar and 

varying the temperature from 180 °C to 250°C and under 10 ml/min of CO2/H2 flow 

with a molar ratio of 1/3. After, the reaction was performed keeping a constant loading 

of Li (10wt%), but varying the one of Rh (1wt% and 3wt%), and then keeping a 

constant Li and Rh loadings (10wt% and 1wt%, respectively), but adding a second 
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metal (Fe) at 1wt%. In this case, the pressure was kept at 20 bar, but at a constant 

temperature of 250°C for 6h, always under 10 ml/min of CO2/H2 flow with a molar 

ratio of 1/3. The 1wt%Rh/meso-SiO2@Li10% and the 1wt%RhFe/meso-SiO2@Li10% 

catalysts were tested also at 80 bar and at 250°C, under 10 ml/min of CO2/H2 flow 

with a molar ratio of 1/3.  

 

4.1.1 Rh/meso-SiO2 

 

The first results of the catalytic activity testing for Rh/meso-SiO2 at different Rh 

loading are displayed in Figures 20-22.  

 

 

Figure 20. Results of catalytic testing of a 100mg of 0.25wt% Rh/meso-SiO2 under a flow of 20 mL/min of CO2/H2 

with a molar ratio of 1/3 at 20 bar. 

 

Figure 21. Results of catalytic testing of a 100mg of 0.5wt% Rh/meso-SiO2 under a flow of 20 mL/min of CO2/H2 

with a molar ratio of 1/3 at 20 bar. 
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Figure 22. Results of catalytic testing of a 100mg of 1wt% Rh/meso-SiO2 under a flow of 20 mL/min of CO2/H2 

with a molar ratio of 1/3 at 20 bar. 

 

Theoretically, as the temperature increases, as CO2 conversion should increase, the 

selectivity of methanol should decrease since the reaction competes with the RWGS 

reaction. However, in practice, during catalytic testing, this doesn’t always happens. 

Indeed, in the above graphs (Figure 20-22), this trend is not perfectly respected, which 

does not mean that there is any problem with the reaction or the data analysis, also 

because the variations of methanol selectivity with the temperature are negligible (only 

about 1-2%). In all three graphs (Figure 20-22), a slight increase of methanol 

selectivity was observed when the temperature reached 210°C and then decreased 

again around 250°C (see Table 2 below). 

 

The most important information that can be gleaned from these results is that as the 

Rh concentration increases, the methane concentration increases, which means that the 

methanation activity is highly favoured, especially at Rh1 wt%. On the other hand, this 

could also justify the decrease of CO selectivity with increasing Rh burden. Indeed, 

one explanation could be that the increase in active phase (Rh) could have likely led 

to the CO produced being further transformed into methane 

 

For lower Rh concentrations (0.25 wt% Rh), CO concentration is much higher, which 

means that the RWGS reaction is more active. With 0.5 wt% Rh, however, there is a 

balance between RWGS and methanation. 
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Figure 23. Results of catalytic testing of a 100mg of 0.25wt% Rh/meso-SiO2 under a flow of 20 mL/min of CO2/H2 

with a molar ratio of 1/3 at 20 bar. 
 

 

Figure 24. Results of catalytic testing of a 100mg of 0.5wt% Rh/meso-SiO2 under a flow of 20 mL/min of CO2/H2 

with a molar ratio of 1/3 at 20 bar. 
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Figure 25. Results of catalytic testing of a 100mg of 1wt% Rh/meso-SiO2 under a flow of 20 mL/min of CO2/H2 

with a molar ratio of 1/3 at 20 bar. 

 

Figure 23-25 show the test performed using same catalysts but maintaining the same 

reaction temperature (250°C) in order to check catalyst stability and spot any possible 

deactivation effect. However, the same trend was observed: as Rh loading increases, 

methane concentration increases, while CO concentration decreases. Overall, Figures 

23-25 showed a constant trend, proving the stability of the catalyst during the reaction.  

 

As for the ethanol, unfortunately, it was not detected in the products mixture, meaning 

the unpromoted catalyst is non-selective for ethanol production. 

 

As regards the conversion (Figure 26), although it was low for all three samples, it 

maintained an almost constant value during all the reactions. 
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Figure 26. Results of catalytic testing of a 100mg of 0.25wt% Rh/meso-SiO2, 0.5wt% Rh/meso-SiO2 and 1wt% 

Rh/meso-SiO2 under a flow of 20 mL/min of CO2/H2 with a molar ratio of 1/3 at 20 bar. 

 

All the results are summarized in the table below (Table 2). 

 

Table 2. Summary of catalytic results obtained for Rh/meso-SiO2 with increasing metal loading (0.25%, 0.5%, 

and 1%) tested from 180°C to 250°C of CO2/H2 with a molar ratio of 1/3 at 20 bar.. 
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4.1.2 Rh1%/meso-SiO2@Li0.5% and Li1% 

 

In an effort to try to improve the selectivity of ethanol, the catalyst was doped with the 

addition of Li. Alkali promoters are required to shift the catalyst selectivity toward C2+ 

oxygenates in CO2 hydrogenation4. To find the lower limit at which the catalytic 

activity would start to show better results, Li was first added in a very low amount 

(0.5%). After that, its amount was doubled to 1%. As can be seen from figures 27 and 

28 below, going from Li0.5% to Li1%, there was an actual increase in both the 

methanol and ethanol selectivity, going from 0.4% to 1.7% and from 0 to 0.6% 

respectively. Methane and CO instead maintained a more or less constant value, 

showing selectivities of approximately 20% and 80% respectively (Table 3). 

 
Figure 27. Results of catalytic testing of a 100mg of 1wt% Rh/meso-SiO2 with 0.5%Li under a flow of 20 mL/min 

of CO2/H2 with a molar ratio of 1/3 at 20 bar. 
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Figure 28. Results of catalytic testing of a 100mg of 1wt% Rh/meso-SiO2 with 1%Li under a flow of 20 mL/min of 

CO2/H2 with a molar ratio of 1/3 at 20 bar. 

 

 

As for the conversion (Figure 29), it remained almost constant between the two 

catalysts, with a slight increase from 180°C and 210°C using the catalyst doped with 

Li1% (see Table 3). 

 

Figure 29. Results of catalytic testing of a 100mg of 1wt% Rh/meso-SiO2 with 1%Li under a flow of 20 mL/min of 

CO2/H2 with a molar ratio of 1/3 at 20 bar. 
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Also this time, the results are summarized in the following table: 

 

 

Table 3. Summary of catalytic results obtained for 1 wt% Rh/meso-SiO2 with increasing Li loading (0.5% and 
1%) tested from 180°C to 250°C under a flow of 20 mL/min of CO2/H2 with a molar ratio of 1/3 at 20 bar. 
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4.1.3 Rh1%/meso-SiO2@Li10% 

 

By increasing the amount of promoter (Li10%), there was a great increase in CO2 

conversion, passing from 1.8% to 14.2% at 250°C (Figure 32), while for methanol and 

ethanol selectivity there is no significant change. Moreover, by increasing the active 

phase (using 3wt%Rh) while keeping the same quantity of Li promoter (Li10%), there 

is actually a slight decrease in methanol and ethanol selectivity (Figure 31), but a huge 

decrease in CO2 conversion (Figure 32), which passed from 14.2% with 1wt%Rh to 

2.1% with 3wt%Rh. 

 

Figure 30. Results of catalytic testing of a 100mg of 1wt% Rh/meso-SiO2 with 10%Li under a flow of 20 mL/min 

of CO2/H2 with a molar ratio of 1/3 at 20 bar. 

 

Figure 31. Results of catalytic testing of a 100mg of 3wt% Rh/meso-SiO2 with 10%Li under a flow of 20 mL/min 

of CO2/H2 with a molar ratio of 1/3 at 20 bar. 
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Figure 32. Results of catalytic testing of a 100mg of 1wt% and 3wt% Rh/meso-SiO2 with 10%Li under a flow of 

20 mL/min of CO2/H2 with a molar ratio of 1/3 at 20 bar. 

 

 

4.1.4 Rh1%/meso-SiO2@Li10% – 80 bar 

 

 

Figure 33. Results of catalytic testing of a 100mg of 1% Rh/meso-SiO2 with 10%Li under a flow of 20 mL/min of 

CO2/H2 with a molar ratio of 1/3 at 80 bar. 
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Figure 34. Results of catalytic testing of a 100mg of 3% Rh/mesosilica with 10%Li under a flow of 20 mL/min of 

CO2/H2 with a molar ratio of 1/3 at 80 bar. 

 

As just discussed above, no improvement has been recorded for Rh/meso-SiO2 doped 

with Li10% by increasing the active phase from 1wt% to 3 wt% (Figure 30 and 31) 

and the best results in terms of CO2 conversion were actually obtained with the one 

with lower Rh loading. However, both catalysts (1wt%Rh/meso-SiO2@Li10% and 

3wt%Rh/meso-SiO2@Li10%) were tested also at 80 bar (Figure 33 and 34). CO2 

conversion increases with increasing pressure because thermodynamically, ethanol 

formation is favored at high pressure5. As shown in the table below, surprisingly, 

compared to the 20 bar test, CO2 conversion remained steady for 1wt%Rh/meso-

SiO2@Li10% at 80 bar, while quadruplicate in case of 3wt%Rh/meso-SiO2@Li10% 

passing from 2.1% to 10.7%. An opposite trend was recorded for methane and CO 

selectivities. By increasing the pressure from 20 bar to 80 bar, while for 1wt%Rh, 

methane significantly decreased (from 76.8% to 5%) and CO increased (from 22.1% 

to 93.8%), for 3wt%Rh it was the opposite: methane had a distinct increase (from 5.4% 

to 66%) and CO decreased (from 94.4% to 33.3%). 

The results obtained are summarized in the following table: 

 

Table 4. Summary of catalytic results obtained for 1 wt% and 3 wt% Rh/meso-SiO2 with 10% Li tested from 
180°C to 250°C at 20 and 80 bar flow of 20 mL/min of CO2/H2 with a molar ratio of 1/3. 
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4.1.5 1wt% RhFe/meso-SiO2@Li10% – 20 bar vs 80 bar 

 

At this point, a bimetallic catalyst was synthesized by adding Fe to the Rh-supported 

catalysts using first the sol immobilization method and then the IWI method. This was 

done since transition metals, especially Fe, has showed to shift the catalyst selectivity 

toward C2+ oxygenates in CO2 hydrogenation4. Compared to the monometallic catalyst 

(1wt% Rh/meso-SiO2 with 10wt% Li) showed in Figure 30, for the bimetallic catalyst 

(Figure 35) a slight increase in both methanol and ethanol selectivity, as well as in CO2 

conversion (5%) were recorded. 

By testing the same catalyst at 80 bar (Figure 37), a significant increase in methanol 

selectivity was recorded especially at 180°C (19.5%). Then, it slowly decreased as the 

temperature increased until reaching 5.8% at 250°C. This might be due to deactivation 

effects due to the sintering of the particles at high temperatures. It can also be due to 

the RWGS reaction with which it competes at higher temperatures. However, 

compared to the catalyst tested at lower pressures (Figure 35), there is an increase in 

methanol selectivity at 250°C, passing from 1.3% at 20 bar to 5.8% at 80 bar, and only 

a slight increase for ethanol selectivity and CO2 conversion, respectively, passing from 

0.2% at 20 bar to 0.9% at 80 bar, and from 5.0% at 20 bar to 6.8 at 80 bar. The changes 

are not very relevant, if compared with those reported in the literature. 

 

 

Figure 35. Results of catalytic testing of a 100mg of 1wt% RhFemeso-SiO2 with 10%Li under a flow of 20 

mL/min of CO2/H2 with a molar ratio of 1/3 at 20 bar. 
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Figure 36. Results of catalytic testing of a 100mg of 1% RhFe/meso-SiO2 with 10%Li under a flow of 20 mL/min 

of CO2/H2 with a molar ratio of 1/3 at 20 bar. 

 

Figure 37. Results of catalytic testing of a 100mg of 1% RhFe/meso-SiO2 with 10%Li under a flow of 20 mL/min 

of CO2/H2 with a molar ratio of 1/3 at 80 bar. 

 

The figure below (Figure 38) summarizes all the CO2 conversions obtained from 

testing the catalysts at 80 bar, increasing temperature from 180°C to 250°C. It is clear 

that 1 wt% Rh on mesosilica with 10 wt% Li is the best catalyst, with 14.1% of CO2 

conversion at 250°C, compared to 3% obtained with 1 wt% Rh on mesosilica with 1 

wt% Li. This underlines the importance of adding the alkali promotor Li to enhance 

the catalytic activity, even though still great improvements are needed since the results 

were not satisfactory.  
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Figure 38. Results of catalytic testing of a 100mg of 1% RhFe/meso-SiO2 with 10%Li under a flow of 20 mL/min 

of CO2/H2 with a molar ratio of 1/3 at 80 bar. 

 

 

Table 5. Summary of catalytic results obtained for Rh/meso-SiO2 with 1% Li, 1 wt% and 3 wt% Rh/meso-SiO2 
with 10% Li, and 1wt% RhFe/meso-SiO2 with 10% Li tested from 180°C to 250°C at 80 bar under a 20ml/min of 

CO2/H2 with a molar ratio of 1/3. 
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The table above (Table 5) summarizes all the results obtained for the catalysts tested 

at 80 bar. While, 1 wt% Rh on mesosilica doped with 10 wt% Li was the best one in 

terms of CO2 conversion, the bimetallic catalyst 1 wt% RhFe on mesosilica doped with 

10 wt% Li was the best one in terms of methanol and ethanol selectivity. However, by 

increasing the temperature, while CO2 conversion increased, methanol selectivity 

decreased from 19.5% at 180°C to 5.8% at 250°C. Deviations might originate from a 

slight particle size dependence of the specific activity, and/or a change in the 

effectiveness of Li promoter species following Rh particle growth. 

 

4.1.6 Rh/SiO2 – 20 bar 

 

The disappointing results might be due to two things: either a problem with the reaction 

conditions since the reaction is favoured at higher pressures or it might imply a 

problem with the material itself. This is why the same reaction, at the same temperature 

and pressure conditions, was run using a catalyst with the same amount of active phase, 

but changing the support. In particular, it was used commercial silica, which is also 

the one that has been adopted by the previous students in the research group. However, 

instead of using the impregnation method that was chosen by the previous students, 

the same method using for synthesising the other catalysts in this study was chosen: 

the sol-immobilization method. 

  

Figure 39. Results of catalytic testing of a 100mg of 0.25% Rh/SiO2 under a flow of 20 mL/min of CO2/H2 with a 

molar ratio of 1/3 at 20 bar. 
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Figure 40. Results of catalytic testing of a 100mg of 0.5% Rh/SiO2 under a flow of 20 mL/min of CO2/H2 with a 

molar ratio of 1/3 at 20 bar. 

 

 

Figure 41. Results of catalytic testing of a 100mg of 1% Rh/SiO2 under a flow of 20 mL/min of CO2/H2 with a 

molar ratio of 1/3 at 20 bar. 
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Figure 42. Results of catalytic testing of a 100mg of 0.25%, 0.5%, and 1% Rh/SiO2 under a flow of 20 mL/min of 

CO2/H2 with a molar ratio of 1/3 at 20 bar. 

 

Compared to Figure 20-22 showing the results obtained for Rh/mesosilica with 

increasing concentrations of active phase (0.25%, 0.5% and 1%), also in case of 

Rh/SiO2 (Figure 39-41), as the temperature increase, methane concentration decreases 

while CO concentration increases. This shows that at higher temperatures, RWGS is 

favoured. However, increasing the active phase, while for the Rh supported on 

mesosilica the trend remained almost constant among the three catalysts, with Rh 

supported on commercial silica there is a net decrease in CO concentration and a net 

increase in methane concentration passing from 0.25 wt% Rh to 1 wt% Rh. This is 

true, except for the last plot with 1 wt% Rh/SiO2, where both methane and CO remain 

almost constant throughout all the temperature, meaning that there might be an issue 

with the methane and CO detection.  

Unfortunately, also in this case no ethanol was detected. However, CO2 conversion 

(Figure 39), also in this case it increased as the temperature was increased and this 

time also as the active phase was increased. As for methanol selectivity, it peaked at 

210°C, except again for 1 wt% Rh/SiO2, where it is higher at 180°C and then decreases 

as the temperature increased. This means that this experiment might give wrong 

information, so it is not possible to be critical on this test. It might be necessary to run 

the reaction again and check the results.  

The following table summarizes all the results obtained for Rh/SiO2: 
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Table 6. Summary of catalytic results obtained for Rh/SiO2 with increasing concentrations of metal loading 
(0.25%, 0.5%. and 1%) tested from 180°C to 250°C at 20 bar under a 20ml/min CO2/H2 with a molar ratio of 1/3 

at 20 bar. 

 

 

Figure 43. Results of catalytic testing of a 100mg of 0.25 wt% Rh/SiO2 under a flow of 20 mL/min of CO2/H2 with 

a molar ratio of 1/3 at 20 bar. 
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Figure 44. Results of catalytic testing of a 100mg of 0.5 wt% Rh/SiO2 under a flow of 20 mL/min of CO2/H2 with a 

molar ratio of 1/3 at 20 bar. 

 

The same catalysts were also tested at only one temperature (250°C) to check the 

stability of the catalysts and the same trend was observed: by increasing the active 

phase CO concentration decreased and methane concentration increased, possibly 

showing that only by increasing the loading of the metal it is possible to favour the 

RWGS reaction and slightly inhibit methanation reaction. However, again, the test 

with 1 wt% Rh/SiO2 gave contradictory results, indicating maybe a problem with the 

material synthesis itself. For this reason it is not showed in the study. Another synthesis 

might be necessary, which for time reasons couldn’t be carried out. 
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4.2 Catalyst characterization 

4.2.1 XPS characterization 

To evaluate the oxidation state of the active phase in the nanocatalysts, XPS analyzes 

were performed. During the preparation of the catalysts, the sample at 1 wt% Rh on 

meso-SiO2 was subjected to hot water washing in order to eliminate any residual 

polymeric coating around the metal NPs which would have led to the degradation of 

the stabilizers during the catalytic reaction. To verify the effectiveness of the washing 

phase in reducing the atomic percentage of C, as a first analysis at the TEM, the spectra 

of Rh and Si have been studied in which the pre (in black) and post washed (in red) 

sample were compared. In addition, the spent sample was analysed, which was 

reported in the same graph (in blue) to be able to compare it with the fresh. 

 

 

Figure 45. XPS spectra of Rh from the 1wt% Rh/mesosilica with and without being washed (respectively, red and 
black lines), as well as after the reaction (in blue). 
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Figure 46. XPS spectra of Si from the 1wt% Rh/mesosilica with and without being washed (respectively, red and 
black lines), as well as after the reaction (in blue). 

 

As expected, the XPS spectra of Rh (Figure 45) showed the presence of Rh in the 

metallic state (Rh0). The peaks are composed of spin-orbit doublets (Rh 3d5/2 and 

Rh3d3/2). They have characteristic binding energy peaks at 306 and 311 eV for the 

Rh 3d5/2 and 3d3/2 electrons, respectively. Comparing the untreated fresh material 

with its spent counterpart (black and blue spectra), a strong presence of rhodium 

oxide can be observed in the untreated material due to the large peak and the peculiar 

peak shift towards a higher binding energy (highlighted in Table 7 below). 

As regards the silica spectra (Figure 46), they present the complex multiplets relating 

to the mixed form of silica oxide. Although a correct interpretation was not possible, 

the XPS confirmed the presence of silica on the support and therefore the validity of 

the synthesis strategy adopted.  

As for the washing step, its efficiency in removing polymeric coating around metal 

NPs can be confirmed by performing a qualitative comparison of the Rh spectra in 

Figure 45. From the table below (Table 7), the atomic % of C passed from 10.71% to 

6.4% in the treated sample. Moreover, the major presence of Rh0 valent on the 

sample treated with hot water is evidenced by the lower BE values.  
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Subsequently, the catalysts with different metal loading (1, 0.5, 0.25 %) were analysed. 

Also in this case, a co-presence of metal state and oxide was highlighted. A right 

quantification can be calculated by deconvolution analysis of the peak. The presence 

of Rh oxide justifies the employment of reduction with hydrogen before the catalytic 

reaction.    

 

Figure 47. XPS spectra of 1wt%, Rh5 Si with and without being washed (respectively, red and black curve), as 
well as after the reaction (in blue). 

 Figure  

 

 

 

 

 

 

 

 

 

 

 

 

 

48.  XPS spectra of Rh Si with different metal loading (0.25%, 0.5%, and 1%), both with and without being 

washed (respectively, red and black curve), as well as after the reaction (in blue). 
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At the end, the catalyst that showed the best results (RhFe/meso-silica@Li10%) was 

subjected to characterization in fresh and spent form at both 20 and 80 bar. The Rh 

spectra (figure 49) showed the presence of Rh oxide in the fresh sample, after the 

reaction for both pressures only metallic rhodium is present. Regarding the Fe spectra 

(Figure 50), a large peak can be observed due to the classical behaviour of the iron 

system to have different oxidation states. That is why a specific assessment of what 

kind of iron species is not possible without further analysis combined with the 

deconvolution approach. 

 

Figure 49. XPS spectra of 1 wt% Rh/mesosilca: Rh pattern. 

 

 

Figure 50. XPS spectra of 1 wt% Rh/mesosilca: Fe pattern. 
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Table 7. Summary of results obtained from the XPS analysis of the washed and not wasted Rh/mesosilica sample. 

 

 

4.3.2 BET characterization 

 

Barrett, Joyner, and Halenda (BJH) analysis was employed to determine the pore area 

and specific pore volume using adsorption and desorption techniques. This technique 

characterizes pore size distribution independent of the external area due to the particle 

size of the sample. 

 

4.3.2.1 Mesosilica calcined - 330°C vs 550°C    

 

First, a comparison was done between the meso-SiO2 calcined at 330°C and the one 

calcined at 550°C (Figure 51). As shown in the table below (Table 8), as the calcination 

temperature increased, a moderate decrease of the surface area of the material and in 

the micropore volume was observed. This might have been due to the increase in 

particle size and the degree of agglomeration following the sintering that occurs in the 

material. 
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Figure 51. Nitrogen adsorption/desorption isotherms of mesosilica support calcined at different temperatures 

(330°C vs 550°C). 

 

Table 8. Comparison of BET Surface area (m2/g) and micropore volume (cm3/g) of mesosilica calcined at 330°C 

and 550°C. 

On comparison the presently synthesized mesosilica shows significantly lower surface 

area than reported in the literature (about 650 m2/g)276. This difference might be 

attributed to the synthesis procedure, precursor and surfactant used. 

 

4.3.2.2 Meso-SiO2 - Li0.5% vs Li1% 

 

In the plot (Figure 52), it is possible to notice that the bare silica is mesoporous, but in 

the meso-SiO2 with lithium the bare silica has a completely different pore structure, 

even though they both have a well-defined pore structure. 
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Figure 52. Comparison between nitrogen adsorption isotherms of mesosilica support calcined at 

550°C, mesosilica doped with 0.5 wt% Li and 1 wt% Li. 

 

Table 9. Comparison of BET Surface area (m2/g) and micropore volume (cm3/g) of mesosilica 

calcined at 550°C, mesosilica@Li0.5% and Li1%. 

 

BET gas adsorption experiments indicate that meso-SiO2 has actually a mesoporous 

structure. Table 9 indicates that the BET surface area of the bare silica is, again, lower 

than the one reported in literature for mesosilicas and then it decreases with the 

addition of 1 wt% Li due to the decrease of the pore volume, when the pore size was 

continuously reduced. The BJH Adsorption analysis in Figure 53 indicates that meso-

SiO2 has a consistent pore size distribution that is throughout the structure of the 

material. Most of the pores have an average pore size diameter near 6.2 nm for the bare 

mesosilica, about 7.66 nm for Rh/mesosilica@Li0.5% and 7.41 nm for 

Rh/mesosilica@Li1%. 
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Figure 53. BET pore size distribution for of mesosilica support calcined at 550°C, mesosilica doped 

with 0.5 wt% Li and 1 wt% Li.  

 

4.3.2.3 Rh/meso-SiO2 

 

 

Figure 54. Comparison between nitrogen adsorption isotherms of meso-SiO2 support with different 

loading of Rh (0.25%, 0.5%, and 1%). 
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The adsorption isotherms of 0.25 wt% Rh/meso-SiO2 and 0.5 wt% Rh/meso-SiO2 

(Figure 54) resemble the measurement of the meso-SiO2 calcined at 550°C. The 

samples are definitely mesoporous, but they don’t have the well-defined pore structure, 

as the one showed for the samples meso-SiO2 0.5% Li and meso-SiO2 1% Li in figure 

52.  

As for 1 wt% Rh/meso-SiO2, the first data point took almost 3 hours. That is even 

slower than in the measurement done on the meso-SiO2 sample calcined at 550°C. 

That slow adsorption might indicate that slow diffusion in very narrow pores with a 

diameter of about 0.4 nm is hindering normal adsorption. Two possible explanations 

for the presence of such narrow pores might be: 

 The pore structure collapsed, 

 Something is partially blocking the pores, 

 or a combination of the two alternatives. 

For this measurement, it was not possible to use the t-plot to calculate the micropore 

volume, because the t-plot method is not valid for this isotherm. The adsorption 

continues to increase at all relative pressures; there is no real plateau that indicates the 

completion of the micropore filling. Therefore, it is not possible to distinguish between 

the micropores and the mesopores. The value for the micropore volume shown in the 

table below (Table 10) is too high because it would include also the supermicropores 

and the small mesopores in the micropore volume. Moreover, the table below (Table 

10) showed decreasing BET surface area with increasing loading of the metal. 

 

 

Table 10. Comparison of BET Surface area (m2/g) and micropore volume (cm3/g) of mesosilica with 

increasing Rh loading (0.25%, 0.5%, and 1%). 
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4.3.3 TEM characterization 

 

Figures 55 and 56 are TEM analysed images of mesoporous silica, respectively, before 

and after the 5 h calcination at 550°C. Comparing the two figures, after calcination 

(Figure 56), it is possible to see how the organic template has clearly been removed 

from the support, while preserving the silica meso-structure.  

 

 

     

 

 

 

 

 

a                                                                          b 

Figure 55. TEM results for meso-SiO2 before calcination (100 nm scale). 

 

 

 
 

 

 

 

 

c                                                                            d 

Figure 56. TEM results for meso-SiO2 after calcination at 550°C (100 nm scale). 
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Figures 57 (e and f) show the addition of the active phase (Rh) on the meso-structure, 

indicated by the darker spots on the images. Rh (3.08 nm) appears to be well-

distributed thanks to the sol-immobilization method, which allows a good control over 

the catalyst structure. Figure d and e showed that, even after performing the reaction 

at 20 bar, the silica matrix was not perturbed, meaning that the reaction caused no 

nanoparticle aggregation and little change to the particles’ appearances. 

 

 

 

 
 

 

 

 

           e                                                                           f 

Figure 57. TEM results for 0.5 wt% Rh/meso-SiO2 before reaction (e at 100 nm scale and f at 80 nm scale). 

 

 

 

 

  

 

 

         g                                                                                 h 

Figure 58. TEM results for 1 wt% Rh/meso-SiO2 before reaction (g at 100 nm scale and h at 80 nm scale). 
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       i                                                                                 j 

Figure 59. TEM results for 1 wt% Rh/meso-SiO2 after reaction (I at 200 nm scale and j at 100 nm scale). 

 

Figures 60 and 61 below represents, respectively, the structure of the mesosilica doped 

with Li, and the structure of the doped support on which the metal was deposited. In 

particular, while Figure 60l shows the meso-structure of the SiO2, in Figure 60k, 

instead, it is possible to identify the formation of elongated and symmetrical structures. 

These might be due to the formation of Lithium Chloride (LiCl) that crystallize as 

hydrate (LiCl 2H2O). LiCl is both hygroscopic and deliquescent, meaning it readily 

absorbs water (usually from the atmosphere), even to the point of dissolving in the 

sorbed water and turning into a liquid form. This probably explains why the more the 

structure gets exposed to the air the more is prone to melting, which is showed in 

Figure 61 (o and p). For this reason, protecting the solid from excessive moisture 

exposure is the primary requirement to maintain product quality while in storage. In 

most cases, the water can be removed from the material performing a heating treatment 

(sometimes under vacuum or under a flow of dry gas such as nitrogen).  
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k                                                                                  l 

Figure 60. TEM results for meso-SiO2@Li10%. 

 

m                                                                          n 

o                                                                    p 
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Figure 61. TEM results for Rh1%/meso-SiO2@Li10%. 

Figure 62 shows how the meso-structure is maintained even after the reaction both at 

20 bar (q) and 80 bar (r), which indicates a strong and solid structure thanks to the 

support. Rh appears well-distributed on the support. However, Rh particle growth for 

the Rh/mesosilica@Li10 catalyst were revealed during catalysis.  

q                                                                r 

Figure 62. TEM results for Rh1%/meso-SiO2@Li10% spent under 20 bar (q) and 80 bar (r).  

The same can be said in case of figure 63 where the second metal is added to the 

catalyst structure. The alloy structure might be represented by the bigger darker 

chunks formed, which appear to be well-integrated in the meso-SiO2 structure. 

Figure 63 shows how the catalyst structure is preserved, even after being subjected to 

80 bar pressure. 

 

 

 

 

 

 

s                                                                                           t 

Figure 63. TEM results for 1 wt% RhFe%/meso-SiO2@Li10%. 
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u                                                                          v 

Figure 64. TEM results for 1 wt% RhFe%/meso-SiO2@Li10% spent under 20 bar (u) and 80 bar (v). 

 

For some of the images obtained from TEM and, in particular, for Rh0.5/mesosilica, 

Rh1/mesosilica, Rh1/mesosilica@Li10% and RhFe/mesosilica@Li10%, the particle 

sizes of at least 100 random particles of the samples were manually analyzed using 

the ImageJ Open Source Image Analysis Program (version 1.51, NIH, Bethesda, 

MD, USA) and the line measurement tool. The results are summarized in the table 

below (Table 11). Small variations in the particle size were detected between all the 

samples, except for 1wt%Rh/mesosilica where it’s actually almost 4 times higher. 

This explains the abnormal behaviour in the catalytic testing as well as for the very 

different structure showed in the TEM images (58 and 59).  

 

 

Table 11. Summary of Rh particles diameter over 100 random particles using ImageJ software. 
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Finally, commercial SiO2 microparticles were analysed with TEM. The ultra-small 

particles are easily detectable from the picture.  

 

 

 

 

 

 

 

 

 

x                                                                    y 

Figure 65. TEM results for commercial SiO2 nanoparticles. 

 

Figure 66 shows the difference between the same catalyst (Rh/SiO2) prepared with 

two different methods: IWI (z) and sol-immobilization (z), where the first was 

synthetized by another student (Singh B.) during his research project. It is clear how 

different is structure. In the catalyst prepared with sol-immobilization method Rh 

appears well-dispersed among the support, which might strongly affect the catalytic 

performance of the catalyst. In Figure 67 it is possible to confirm the stability of the 

structure, even though some bigger points are present, which might be due to an 

agglomeration of the metal. 
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z                                                                z1 

Figure 66. Comparison between the TEM results for 1 wt% Rh/SiO2 using commercial silica. The one on the left 

was prepared with the IWI method by Singh B., 2021 [Singh B., 2021, Catalytic hydrogenation of CO2 to higher alcohols 

at elevated pressure, Master of Science, TU Delft, Delft] 

and the one on the right with the sol-immobilization method. 

 

 

 

 

 

 

 

 

z2                                                                               z3 

Figure 67. TEM results for 1 wt% Rh/SiO2 using commercial silica spent under 20 bar. 
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5 Conclusions and future recommendations 

 

 A study on the CO2 hydrogenation reaction to higher alcohols was performed. 

Following literature studies and previous results obtained by other students in 

the research group, supported rhodium Rh NPs on mesosilica have been chosen 

as metal catalyst. 

 For the catalyst screening, the same catalyst was first tested at different loading 

of Rh (0.25wt%, 0.5wt%, and 1wt%); then, at different quantities of Li 

(0.5wt% and 1wt%) while keeping the same Rh loading (1wt%). The same 

reaction was performed at 20 bar and varying the temperature from 180 °C to 

250°C and under 10 ml/min of CO2/H2 flow with a molar ratio of 1/3. After, 

the reaction was performed keeping a constant loading of Li (10wt%), but 

varying the one of Rh (1wt% and 3 wt%), and then keeping a constant Li and 

Rh loadings (10wt% and 1wt%, respectively), but adding a second metal (Fe) 

at 1wt%. In this case, the pressure was kept at 20 bar, but at a constant 

temperature of 250°C for 6h, always under 10 ml/min of CO2/H2 flow with a 

molar ratio of 1/3. The 1wt%Rh/meso-SiO2@Li10% and the 1wt%RhFe/meso-

SiO2@Li10% catalysts gave the best results in terms of CO2 conversion: 

respectively, 14.2% and 5%. Thus, these two catalysts were tested also at 80 

bar and at 250°C, under 10 ml/min of CO2/H2 flow with a molar ratio of 1/3. 

At higher pressure, 1wt%Rh/meso-SiO2@Li10% gave the best results in terms 

of CO2 conversion (14.3%) and 1wt%RhFe/meso-SiO2@Li10% in terms of 

methanol selectivity (5.8%) of methanol selectivity. These results proved the 

importance of adding Li and Fe, as well as of increasing the pressure to enhance 

the catalytic activity of Rh/meso-SiO2 catalyst in CO2 hydrogenation reaction 

towards alcohols. 

 Since no variation of the contact time were performed, it could be useful to do 

it and compare any possible difference in catalytic activity. Moreover, in 

previous projects, the use of high pressures (360 bar) has showed to 

significantly enhance the catalytic performance of the Rh catalysis on silica 

and titanium oxide supports. Therefore, it could be valuable to test the same 
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catalysts (Rh/meso-SiO2@Li and RhFe/meso-SiO2@Li) using extremely 

higher pressure conditions (360 bar). 

 Mesosilica was chosen as support to allow stabilization of the metal NPs as 

well as good dispersion of Rh NPs. 

 The sol-immobilization was chosen as catalyst synthesis method. Compared to 

conventional techniques, such as wet impregnation and deposition–

precipitation, sol immobilization allows, instead, a good control of the catalyst 

morphology and metal particle size. To increase the interaction between the 

rhodium and the promoters, it would be valuable to try synthesizing promoted 

rhodium-based catalysts using other preparation methods, such as the co-

precipitation method or the strong electrostatic adsorption method. 

 Due to the high redox potential of Fe, it was not possible to use the sol 

immobilization for the preparation of the supported RhFeLi alloy NPs. 

Therefore, an innovative hybrid method was developed, combining sol 

immobilization with impregnation. However, another alternative methods for 

synthesizing RhFe/meso-SiO2@Li can be searched, maybe changing the Fe 

precursor or working under better controlled anaerobic conditions. 

 The BET analysis showed that there could be something blocking the pores in 

the mesosilica structure or that the porous structure might have collapsed (or a 

combination of both). This can explain the discrepancy observed in some 

results, as well as an overall low catalytic activity of the synthesised catalyst in 

the CO2 hydrogenation reaction. 

 The validity of the synthesis strategy for the catalyst adopted was confirmed 

by the characterization analysis. XPS spectra confirmed the desired species as 

well as underlined the efficiency of washing the support with hot water in order 

to remove polymeric coating around metal NPs (% C passed from 10.71% to 

6.4% in the treated sample). The BET analysis of mesoporous silica depicted 

surface area of 413.81 m2/g with a micropore volume of 0.0272 cm3/g. TEM 

analysis showed a stable mesoporous structure with uniform dispersion of Rh 

nanoparticles throughout all the surface and Rh nanoparticles with diameters 

of about 3 nm.  
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 During XPS analysis of RhFe/meso-SiO2@Li10%, Rh spectra showed the 

presence of Rh oxide in the fresh sample, after the reaction for both pressures 

only metallic rhodium is present. Regarding the Fe spectra, a large peak can be 

observed due to the classical behaviour of the Fe system to have different 

oxidation states. That is why further analysis combined with the deconvolution 

approach would be necessary for specific assessment of what kind of iron 

species are formed. 

 Performing in situ DRIFTS can be done to gain a better understanding of the 

CO2 hydrogenation reaction using the synthesised catalyst. In a previous 

project, a student performed in situ DRIFTS for this reaction using Rh NPs 

supported on commercial silica nanoparticles. One of the findings was that the 

introduction of promoters introduced carbonyl on oxidized Rh to the catalyst. 

However, no detailed knowledge was gained on the oxidation state of the 

catalyst during the reaction. For this, it would therefore be extremely valuable 

to do XAS experiments.  

 The present study concludes the overall unsuccessful application of 

synthesized supported Rh NPs on mesoporous SiO2 for the CO2 hydrogenation 

reaction towards higher alcohols, but good results for methanol production. 

Following the recent studies, alternative catalysts can be proposed instead of 

supported Rh NPs. Recently, it has been discovered how the entrapment of the 

small particles in the porous structure of zeolite stabilizes the active surfaces, 

promoting the reaction of adsorbed CO2 and methyl intermediates to ethanol6. 

The Cu@Na-Beta catalyst with 2–5 nm Cu particles embedded in the Na-beta 

zeolite seems to be a promising catalyst. At 2.1 MPa and 300°C, it resulted in 

79% of ethanol selectivity and 8.65 mmol gcat-1 h-1 of ethanol STY, with CO 

as the only by product. 
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