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Abstract
The incompatibility between the proton radius values measured in recent years has given
rise to what is now called the proton radius puzzle. This discrepancy is nowadays without
explanation.

In order to find a solution to the proton radius puzzle a new experiment has been
proposed. The aim of this experiment, called FAMU, is to obtain a new and more
precise measure of the Zemach radius of the proton, ie the quantity that has the highest
uncertainty in high precision spectroscopy.

If this measurement confirmed the results obtained before 2010, the starting date
of the puzzle, then the discrepancy would be caused by procedural errors or ignored
corrections. Otherwise, the new value would indicate the presence of new physics still
unknown.
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Introduction
In recent years there has been a series of discrepancies in the measured values of the
proton radius. This discrepancy originated from a new measurement methodology that
employed muonic hydrogen.

The classic procedure used to measure this quantity was electron-proton scattering:
from the cross section describing this process in fact it’s possible to extract both the
mean squared proton charge radius and its magnetic radius.

This procedure was used predominantly until 2010, and the recommended value for
the proton charge radius up to that year was [69]

rp = 0.8775(51) fm (1)

In 2010 a new procedure was devised in order to measure the proton radius: instead
of focusing on electron-proton scattering, this new method proposed to extract the proton
radius from the Lamb shift. Since in ordinary hydrogen the contribution of the proton
radius is not dominant, it was decided to employ muonic hydrogen instead.

This procedure was used by Pohl et al. [75], and the proton charge radius thus obtained
was

rp = 0.84184(36)(56) fm (2)

a value that wass 10 times more precise and 5σ smaller than the world average up
until that year. Furthermore, the new value obtained by Pohl et al. was also 26 times
more precise but 3.1σ smaller than the hydrogen-independent value extracted from the
electron-proton scattering data available at the time.

This experiment was repeated during the following years in order to verify this
unexpected result, and further studies confirmed the incompatible value reported in
Equation 2. This fact gave rise to the so-called proton radius puzzle, which up to this
day still doesn’t have a solution.

The importance of this discrepancy lies in the fact that it’s not predicted by the
Standard Model: the proton radius was thought to be a constant, and if this is not the
case investigating the matter may lead to new important scientific discoveries.

The aim of the FAMU experiment (Fisica degli Atomi Muonici, meaning Physics of
Muonic Atoms) is exactly solving once and for all the proton radius puzzle. More precisely,
the experiment will focus on the Zemach radius of the proton, a quantity affected by the
highest uncertainty in high precision spectroscopy.

If the value measured during the experiment were similar to those obtained before
the proton radius puzzle, then the cause of the discrepancy in the proton radius value
would consist into procedural errors or neglected high order corrections. Otherwise, it
would be proof that this incompatibility indicates a new phenomenon yet to be studied.

The first chapters of this thesis will cover the history of the proton radius puzzle
and the theory of ordinary hydrogen and common hydrogen energy levels. The FAMU
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experiment, its methodology and its apparatus will be described in Chapter 4 and 5.
Lastly, Chapter 6 will describe an innovative detector system devised and built by the
Bologna Division of INFN and by the Physics Department of the University of Bologna
specifically for this experiment.
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Chapter 1

Determination of the proton radius
through elastic scattering

The proton has always been considered one of the most important particles in physics.
Discovered by Rutherford in 1920, it is one of the fundamental constituents of matter
along with the neutron and the electron. This particle has been studied worldwide
under every aspect, from its interactions with the other atom constituents to its internal
structure.

It was thought therefore that every characteristic of the proton was known, until a
study by Pohl et al. [75] published by Nature in 2010 cast some doubts on one of them:
the charge radius.

Previously, the method commonly used to investigate the properties of atomic con-
stituents, including protons, was electron-proton elastic scattering. Pohl et al. decided
instead to extract the proton radius through spectroscopic measurements of the Lamb
shift in muonic hydrogen. The measured radius was rp = 0.84184(67) fm, which differed
from the 2006 recommended CODATA value of 0.8768(69) fm [68] by as many as five
standard deviations.

This result gave birth to the so called "proton radius puzzle" and opened a still
ongoing debate aimed at understanding whether this discrepancy is due to methodological
problems or due to effects not contemplated by the Standard Model.

Since this debate mainly involves the two methodologies mentioned above, this chapter
will focus on how to extract the charge radius of the proton from elastic scattering processes.
The new procedures devised to extract the proton charge radius will be described in the
following chapters.
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1.1 Theory of electron-proton elastic scattering
An elastic scattering process happens when an incoming particle transfers its kinetic
energy and momentum to a target particle without exciting any internal state. This
kind of process is widely used to investigate the different properties of the atom and its
components, and in the scope of the FAMU experiment the results of an electron-proton
elastic scattering allow to derive the charge radius of the proton itself.

Let therefore the four-momenta of the incoming and outgoing electrons be ki = (εi,ki)
and kf = (εf ,kf ) respectively, and let the initial and final four-momenta of the hadronic
target be Pi = (Ei,Pi) and Pf = (Ef ,Pf ).

Since the scattering of charged particles is a form of electromagnetic interaction, its
strength is essentially governed by the fine structure constant α = e2(4π)−1, therefore it’s
possible to use the one photon exchange approximation [44].

Under this approximation the electron interacts with the hadronic currents at a well
defined four-momentum and causes the production of a single virtual photon, which will
then interact with the target particle. This in turn implies that the exchanged virtual
photon has a four-momentum q = (ω, q) = ki− kf depending only on the initial and final
momentum of the electron.

The units used in the calculations are such that ~ = 1 and c = 1, while the coordinates
of the system are chosen according to

êx = êy × êz êy =
k̂i × k̂f
sin Θ

êz = q̂ (1.1)

where Θ = cos−1(k̂i · k̂f) is the scattering angle. The kinematics for a typical
coincidence experiment are shown in Figure 1.1.

A generic scattering process may also lead to the production of one or more particles;
this will not happen in the specific case of an elastic electron-proton scattering, but for
the sake of clarity and completion let p = (εp,p) be the four momentum of a particle
emitted as a result of the scattering.

Since the photon produced during the scattering is a virtual photon, its squared four
momentum is negative; for this reason in the calculations it’s easier to use the positive
quantity Q = −q2 instead.

The parameter Q2 is particularly important because it’s essentially the only free
variable present in an elastic scattering process: momentum conservation laws guarantee
that q, Pi and p are the only three independent momenta, and since the target and the
produced particle are on-shell, it follows that P 2

i = M2, p2 = m2
p and that only four

independent scalars remain. A possible choice of these scalars is given by the momentum
transfer and by the three Mandelstam variables

Q2 s = (Pi + q)2 t = (q − p)2 u = (Pi − p)2 (1.2)
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Figure 1.1: Kinematics for a typical coincidence experiment [44]. It can be seen that the process leads to
an out-of-plane production of a particle with momentum equal to p = (|p|,Θp,Φp).

In the specific case of an electron proton elastic scattering, however, p → 0 and so
s = u = M2 and t = −Q2; in other words, as stated above, Q2 remains then the only
free variable present.

Going back to the general case, under these hypotheses the differential cross section
of a scattering process can be written as [44]

dσ =
εi
ki

d3kf
(2π)3

d3p

(2π)3

d3Pf
(2π)3

(2π)4δ(4)(Pi + q − p− Pf )| 〈Pf , p|Jµ|Pi〉
e2

q2
〈kf |jµ|ki〉 |2 (1.3)

where ejµ is the electron current and eJµ is the hadronic current; weak neutral currents
caused by the exchange of Z0 have been neglected.

In order to derive the cross section for an elastic scattering process it’s necessary to
evaluate each term of the equation according to more restrictive assumptions. First of
all it’s assumed that the hadronic state is unpolarized in its initial state, and that the
incoming electron has longitudinal polarization Pe = ±1 for helicity eigenstates with
h = σ · k̂i = ±1. This allows to sum and average the cross section in the final state
over the degrees of freedom related to spin, while neglecting possible effects due to recoil
polarization.

The elements of the squared transition matrix present in Equation (1.3) can be written
as the product of two Lorentz tensors of rank two [42], the leptonic tensor ηµν and the
hadronic tensor W̃µν .

The leptonic tensor ηµν can be expressed as

8



ηµν =
∑
sf

(u(kf , sf )γµu(ki, si))(u(kf , sf )γνu(ki, si))
∗ =

1

2m2
e

(
2KµKν +

1

2
q2gµν −

1

2
qµqν + ihεµναβq

αKβ

)
(1.4)

whereme is the electron mass, K = 1
2
(ki+kf ) is the average electronic four-momentum,

h is the helicity of the incident electron as defined above, gµν is the symmetric metric
tensor and εµναβ is a completely antisymmetric tensor [44].

Equation (1.4) satisfies gauge invariance since

qµηµν = ηµνq
ν = 0 (1.5)

The hadronic tensor can be defined as follows:

W̃µν =
1

(2π)3

1

2Ji + 1

∑∫ ∑
MiMf sp

δ(Ei + ω − εp − Ef )

× 〈PfJfMf , psp|Jµ|PiJiMi〉 ∗ 〈PfJfMf , psp|Jν |PiJiMi〉 = εpWµν (1.6)

where the symbol ∑∫ in the formula denotes a sum over the accessible states of the
residual nucleus, with energy Ef , angular momentum Jf , and any other internal quantum
number.

The evaluation of the hadronic tensor is more complex than the one for the leptonic
tensor, and effectively requires the implementation of a nuclear model. However, by using
Equation (1.5), it’s possible to simplify the task by replacing all time-like elements of
Wµν with space-like ones, whose direction is given by êz = q̂.

The space directions that appear in the hadronic tensor are related to the absorption
of polarized virtual photons. In this case the photon has polarization equal to [29, 44]

ε =

(
1 + 2

q2

Q2
tan2 Θ

2

)−1

(1.7)

with q and Θ evaluated in the lab frame.
The degree of freedom relative to the transverse polarization is then

εL =
εQ2

ω2
(1.8)

By applying gauge invariance it can also be proved that the explicit calculation of
Wµν contains at most nine independent elements, six for the symmetric part and three
for the antisymmetric one.
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Under these assumptions and formulas, Equation (1.3) can be rewritten as

dσ

dΩf dεf d3p
= Γ

dσv
dΩf

(1.9)

where the right hand side is the product between the flux of the virtual photon field Γ
and the differential cross section of the virtual photon itself. They can be expressed as
follows:

Γ =
α

2π2

εf
εi

kγ
Q2

1

1− ε
(1.10)

dσv
dΩf

=
4π2α

kγ

(
Wxx +Wyy

2
+ εLWzz −

√
2εL(1 + ε) Re(Wzx) + ε

Wxx −Wyy

2

− Pe
√

2εL(1− ε) Im(Wyz)

)
(1.11)

where kγ = (W 2 −m2
i )/2mi is the photon equivalent energy.

The five terms composing Equation (1.11) contain one structure function Wik =
Wik(Q

2, ω, εp,Θp) each that depends on four independent variables only. Furthermore,
not all five terms depend on the azimuthal angle Φp.

In order to better show the dependencies of each term, Equation (1.11) can be also
written as

dσv
dΩ

=
dσT
dΩ

+ εL
dσL
dΩ

+
√

2εL(1 + ε)
dσLT
dΩ

cos Φp + ε
dσTT
dΩ

cos 2Φp

+ Pe
√

2εL(1− ε)dσ
′
LT

dΩ
sin Φp (1.12)

The first and the second terms are the transverse and longitudinal structure functions
respectively. They can be decomposed into a series of cos Θp, and as such they do not
depend on the azimuthal angle Φp. The third and fifth term contain the description
of the longitudinal-transverse interferences; due to their dependence on the angle Φp

they must have in their definition an explicit factor sin Θp, which makes them go to zero
along the axis of momentum transfer. The same can be said for the fourth term, ie the
transverse-transverse interference term, which contains a factor sin2 Θp.

Equations (1.11) and (1.12) can be written as a function of the Mott cross section by
introducing five response functions, one for each term [31,42]:
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WT = Wxx +Wyy (1.13)

WL =
q2

ω2
Wzz = W00 (1.14)

cos ΦpWTL = 2
√

2
|q|
ω

ReWxz = 2
√

2 ReWx0 (1.15)

cos 2ΦpWTT = Wyy −Wxx (1.16)

sin ΦpW
′
TL = 2

√
2
|q|
ω

ImWyz = 2
√

2 ImWy0 (1.17)

Using these response functions, the cross section becomes

dσ

dΩf dεf d3p
=

(
dσ

dΩ

)
Mott

(
VLWL + VTWT + VTLWTL cos Φp + VTTWTT cos 2Φp

+ PeV
′
TLW

′
TL sin Φp

)
(1.18)

where ( dσ
dΩ

)Mott is the Mott cross section and the factors Vik are kinematic factors. If
the rest mass of the electron is neglected, they can expressed as(

dσ

dΩ

)
Mott

=

(
α cos Θ

2

2εi sin
2 Θ

2

)2

(1.19)

and

VL =

(
Q2

q2

)2

(1.20)

VT =
Q2

2q2
+ tan2 Θ

2
(1.21)

VTL = − Q2

√
2q2

(
Q2

q2
+ tan2 Θ

2

) 1
2

(1.22)

VTT = − Q
2

2q2
(1.23)

V ′TL = − Q2

√
2q2

tan
Θ

2
(1.24)

In order to find the cross section for the inclusive process, ie a process where only the
scattered lepton is considered and detected, Equation (1.18) has to be integrated over
the momenta of the emitted particle p = pc. The result must then be summed over all
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open channels c. Since the last three terms in Equation (1.18) depend explicitly on the
azimuthal angle Θp, they all get eliminated during the procedure, therefore only the first
two structure functions remain.

By defining the remaining inclusive response functions, ie the transversal and longitu-
dinal functions, as

RL/T

(
ω,Q2

)
=
∑
c

∫
d3pcW

(c)
L/T

(
ω,Q2, εp,Θp

)
(1.25)

the cross section of the inclusive process becomes

dσ

dΩf dεf
=

(
dσ

dΩ

)
Mott

(
VLRL(ω,Q2) + VTRT (ω,Q2)

)
(1.26)

It’s important to notice that the decomposition of the cross section into a set of
independent structure functions is valid as long as the single photon approximation itself
is valid.

For the electron-proton scattering this approximation has been tested by measuring
the ratio of the positron to electron cross section [48,77,87]. The value of the ratio was
found to be consistent with unit, and the fluctuations measured were of the order of 1%.
This result was confirmed also in case muons are substituted to the electrons.

Given these general premises, in the specific case of elastic electron-proton scattering
the hadronic target system is a proton, that is a particle with spin equal to 1

2
. This

implies that the calculations have to consider not only the degrees of freedom relative to
the momenta, but also those related to the spin.

The spin’s degrees of freedom are described by the transition current of the target
proton, which can be written in its most general form as [29,42]

Ĵµ = γ̃µF1

(
Q2,mi,mf

)
+
iσµνq

νκ

2m
F2

(
Q2,mi,mf

)
(1.27)

where γ̃µ is a gauge invariant Lorentz vector and m = 1
2
(mi + mf); the parameter

κ is the anomalous magnetic moment defined as κ = µp − 1, where µp is the magnetic
moment of the target proton.

Since during an elastic scattering process the mass of the target doesn’t change, ie
mi = mf = M , it follows that the two form factors F1 and F2 depend only on the
transferred momentum Q2 = −q2. By using the normalization Fi(0,M,M) = Fi(0) = 1
for protons, the two form factors F1 and F2 become Dirac and Pauli form factors.

Although these form factors can be used as they are for evaluating the hadronic tensor
and the cross section, it’s easier to translate the Pauli and Dirac form factors into the
electric and magnetic Sachs form factors, and use the latters instead. The translation
can be performed through the relationships
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GE = F1 − τκF2 GM = F1 + κF2 (1.28)

with τ = Q2/4M2 and normalization given by GE(0) = F1(0) = 1, GM(0) = µp.
By using the Sachs form factors and by introducing the gauge invariant vector

Pµ = µ̃− P ·q
q2
qµ it’s possible to rewrite Equation (1.27) into

〈f |Ĵµ(q)|i〉 =

√
M2

EiEf
uf

(
P̃µ
m

G2
E + τG2

M

1 + τ
+
iσµνq

ν

2M
GM

)
ui (1.29)

This new form allows in turn to evaluate the hadronic Lorentz tensor defined through
Equation (1.6) for the elastic electron-proton scattering:

W̃ (el)
µν = δ

(
ω − Q2

2M

)(
G2
E + τG2

M

1 + τ

P̃µP̃ν
M2

− τG2
M g̃µν

)
(1.30)

with g̃µν = gµν − qµqν/q2.
The cross section for the elastic electron-proton scattering can be derived from

Equations (1.18)-(1.24), (1.26) and (1.30) by integrating over εf [44]. The result is the so
called Rosenbluth cross section

(
dσ

dΩ

)
Ros

=
4α2ε2f cos2 Θ

2

Q4

1

1 + 2 εi
M

sin2 Θ
2

(
G2
E + τG2

M

1 + τ
+ 2τG2

M tan2 Θ

2

)
(1.31)

The multiplicative factor in Equation(1.31) can be interpreted as the Mott cross
section corrected to take into account the recoil(

dσ

dΩ

)
Mott∗

=
4α2ε2f cos2 Θ

2

Q4

1

1 + 2 εi
M

sin2 Θ
2

(1.32)

Note that some sources may prefer to approximate cos2 Θ
2
to (1− β2 sin2 Θ

2
) due to

the fact that, depending on the energy scales of the process, β may be close to unity. For
the sake of completeness here the full formula has been proposed.

Using the Mott cross section the structure of the Rosenbluth formula can be simplified
into [29,44] (

dσ

dΩ

)
Ros

=

(
dσ

dΩ

)
Mott∗

1

1 + τ

(
G2
E(Q2) +

τ

ε
G2
M

)
(1.33)

where the photon polarization defined in Equation (1.7) has been rewritten as
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ε =

(
1 + 2(1 + τ) tan2 θ

2

)−1

(1.34)

From the Rosenbluth cross section it is then possible to extrapolate the mean squared
charge and magnetic radii of the proton through

〈r2
E〉 = − 6

GE(0)

dGE(Q2)

dQ2

∣∣∣∣
Q2=0

(1.35)

〈r2
M〉 = − 6

GM(0)

dGM(Q2)

dQ2

∣∣∣∣
Q2=0

(1.36)

It follows that the radii of the proton can be derived from the slope of the form factors
at Q2 = 0.

1.2 Measurements of the proton radius through the
form factors

Many experiments and analysis were performed in the last few decades in order to
measure the proton radius through GE and GM . Between them, the ones that CODATA
considered most between 2010 and 2021 in their proposals of the optimal proton radius
value [67,69,82] were the experiment conducted by Bernauer et al. in 2010 [28,29] and
the data review performed by Arrington and Sick in 2015 [23].

The experiment of Bernauer et al. employed the three high resolution spectrometers
of the A1 collaboration in order to measure about 1400 elastic electron proton scattering
cross sections; the energy of the electron beam produced by the Mainz linear electron
accelerator MAMI ranged from 180 to 855 MeV, covering the four momentum squared Q2

from 0.004 to 1 (GeV/c)2. The statistical precision on the measure of the cross section
was better than 0.2% and this allowed to extract the electric and magnetic form factors
up to Q2 = 0.6 (GeV/c)2.

The floorplan of the accelerator and of the MAMI facility is shown in Figure 1.2: the
accelerator apparatus is composed by three race track microtrons, abbreviated RTMs,
and by an harmonic double sided microtron, or HDSM. The hall in the lower right of
the image is the one containing the target and the three high resolution spectrometers,
whose arrangement can be seen in Figure 1.3.

The magnetic system of spectrometer A and C consists of a quadrupole, a sextupole
and two dipoles; this system allows high resolution measurements of particle momentum
and angle inside a rather large angular acceptance of maximum 28 msr. Spectrometer B
is instead equipped with a single dipole magnet in a clamshell configuration; this results
in a slimmer design, with higher spatial resolution and a smaller acceptance of 5.6 smr.
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Figure 1.2: Schematic floor plan of the MAMI accelerator [29]. The hall with the three spectrometers
and the target is the one located in the lower right.

As for the momentum, all three of them were proved to have resolution of 10−4. Figure
1.4 shows the optical scheme of the spectrometers described above.

Each spectrometer is equipped on top with the the detector system reported in Figure
1.5. This system consists of two vertical drift chamber layers (VDC), two scintillator
planes and a gas-Cherenkov detector.

The two scintillator planes provide the triggering and the time reference. The different
thickness of the two layers, 3 mm and 1 cm respectively, allow to classify minimum
ionizing particles (or MIPs for short) from heavier ones through their different energy
deposition.

The vertical drift chambers are used to reconstruct the trajectory of the particles.
Along the dispersive direction the spatial resolution is better than 200 µm, while along
the non dispersive one it’s 400 µm.

The last component, the Cherenkov detector, is used to distinguish between electrons
and heavier particles.

During the experiment of Bernauer et al., the form factors were obtained with two
different procedures. The first is the so called "Rosenbluth separation" method, which
considers GE and GM as linear fit parameters for the cross section as a function of ε.
Equation 1.33 can in fact be rewritten and used to define the reduced cross section [29]
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Figure 1.3: Arrangement of the three spectrometers at MAMI [29].

Figure 1.4: Scheme of spectrometers A and B. The scheme of spectrometer C is a scaled down version of
the one for spectrometer A [29].

σred =

(
dσ
dΩ

)
Ros(

dσ
dΩ

)
Mott∗

(1 + τ)
ε

τ
= G2

M +
ε

τ
G2
E (1.37)

from which the two form factors can be extrapolated as fit parameters when Q2 is
fixed. The parameterization chosen to describe GE and GM was the standard dipole
parameterization

Gstd.dip. = GE =
GM

µp
=

(
1 +

Q2

0.718 (GeV/c2)

)−2

(1.38)

where µp is the proton’s magnetic dipole moment divided by the nuclear magneton.
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Figure 1.5: Representation of the detector system at the end of each spectrometer [29].

The problem with this method is that the data have to be taken for a wide range of ε
at constant Q2, and given the limitations on the energy and angular ranges covered by
the spectrometers, the kinematical range that is possible to cover is restricted.

The second procedure is aimed at providing a solution to this: it involves a direct
least-squares fit of the models for the form factors to the measured cross sections for
every Q2 and θ. In order to limit as much as possible model dependence, a wide range
of different models were employed, including, but not limited to, single-dipole, sum-of-
dipoles, polynomials, spline-based models and a variation of the Gari-Krümpelmann
model.

The results of the direct fit were generally compatible with those coming from the
Rosenbluth separation where such comparison was possible. In general however the
Rosenbluth approach was found to be more sensitive to systematic deviations and was
considered therefore a worse estimator for GE and GM .

Figure 1.6 shows the form factors obtained from the Rosenbluth separation, while
Figure 1.7 and Figure 1.8 show respectively the electric and magnetic form factors

17



obtained from the direct fits.

Figure 1.6: Electric and magnetic form factors obtained from the Rosenbluth separation (black line) and
normalized to the standard dipole (see Equation 1.38) compared to the spline fit (cyan curve). The
results of an unrestrained fit are shown in red [29].

The value of the proton charge radius obtained by Beranuer et al. using these data
on the form factors was [28,29]

〈r2
E〉

1
2 = 0.879(5)stat.(4)syst.(2)model(4)group fm (1.39)

The additional uncertainty term "group" is caused by a slight difference in the values
extracted from the spline group and the polynomial group.

It’s important to notice that Bernauer et al. in their experiments decided to not
consider corrections for the exchange of two hard photons, abbreviated TPE, due to the
fact that at the time no unique description existed yet. This decision, along with the
choices made on the uncertainties of the data, raised several problems related to how
to combine the results obtained at MAMI with the remaining available data. Several
analyses were conducted in order to find the best estimate of the proton radius from all
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Figure 1.7: Electric form factor normalized to the standard dipole (see Equation 1.38) as a function of
Q2 for different fits [29].

available data, and between them, according to CODATA [67,82], the analysis performed
by Arrington and Sick [23] was particularly accurate.

In their work, Arrington and Sick considered only fits with the explicit aim of extracting
the proton radius from the electric and magnetic form factors at low Q2. Single parameter
fits were also excluded due to the fact that the Q2 range needed to reach a useful limit
for the radius exceeds the range in which the fit is precise enough to represent the data.

Arrington and Sick focused their attention also on the corrections applied by Beranuer
et al. in their experiment [28, 29], and found that they’re valid only for scattering from a
point nucleus. In the limit Q2 → 0 this approximation is valid, but at nonzero Q2 values
the Coulomb distortion correction and the TPE correction gain a Q2 dependence that
influences the slope of GE(Q2) as Q2 → 0.

Using the researches available at the time they examined the dependence of TPE
corrections on Q2, and concluded that TPE calculation considered valid at low Q2 are
in very good agreement below the value Q2 = 0.2 GeV 2. Arrington and Sick decided
therefore to consider extractions of the electric and magnetic radii from the MAMI
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Figure 1.8: Magnetic form factor normalized to the standard dipole (see Equation 1.38) as a function of
Q2 for different fits [29].

data that included both the hadronic TPE corrections and the estimate for the model
dependence of such corrections.

Under these premises, the values extracted from the MAMI data were rE = 0.875(15)
fm and rM = 0.799(28) fm, while those extracted from the remaining worldwide data were
rE = 0.881(11) fm and rM = 0.867(20) fm. Just combining them was deemed impossible,
and since there was no clear way on how to treat the uncertainty on the combined results,
the authors made what they called a "relatively arbitrary decision": they chose to consider
primarily the discrepancy in rM due its higher sensitivity on corrections and fit functions,
and to use it in order to estimate possible systematic errors in rE.

The recommended value proposed by Arrington and Sick for the proton root mean
square charge radius at the end of their analysis was rE = 0.879± 0.011 fm [23].

Of course, although the works of Bernauer et al. and of Arrington and Sick can be
considered an important contribution on the study of the proton radius, the debate is
still ongoing. In particular numerous studies are being carried on in order to improve
the knowledge about the corrections to the calculation, to reach higher accuracy in the
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extraction of the radius and to investigate the reason behind the discrepancies between
the radius values.
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Chapter 2

Theory of hydrogen and muonic
hydrogen energy levels

Spectroscopy has been a fundamental tool in studying the properties of the atom since
Rutherford’s time and is still widely used in quantum mechanics. The study of the
hydrogen atom and its energy levels has been particularly important since it allowed
to verify the effects predicted by Shroedinger and Dirac’s equations, as well as those
determined by QED.

This chapter will cover the theoretical calculations behind the hydrogen’s and the
muonic hydrogen’s energy levels.

2.1 Dirac energy levels
Assuming in first approximation a nonrelativistic system composed by a pointike proton
with infinite mass and an electron in a central Coulomb potential, the energy levels of
the atom are described by the solutions of the Schroedinger equation [47]

(
− ∆

2m
− Zα

r

)
Ψ (r) = EnΨ (r)

Ψ (r) = Rnl (r)Ylm

(r
r

)
En = −me (Zα)2

2n2
, n = 1, 2, 3, . . . (2.1)

where Z is the atomic number of the nucleus. The value of c has been put equal to 1.
Each state is described by three quantum numbers: the main quantum number n, the
orbital angular momentum l = 0, 1, . . . , n− 1 and its projection m = 0,±1, . . . ,±l.

Finiteness of the nucleus mass can be included by introducing the reduced mass
mr = (meM)/(me +M), that for hydrogen assumes approximately the value 0.9995me.
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In the nonrelativistic case the introduction of the reduced mass allows to fully describe
the two-body system.

It’s important to note, however, that in this first nonrelativistic approximation l and
m do not contribute to Equation 2.1, therefore all states with same principal quantum
number are degenerate. This degeneracy can be partially lifted by introducing relativistic
corrections, represented by expansions over even powers of Zα. The contribution of
the electron spin is also necessary for a complete treatment of the energy levels since
it produces a change in the coefficients of the Zα expansions describing the relativistic
corrections [47].

The corrected energy levels can then be obtained from the Dirac equation for a static
Coulomb source [19,47]:

Enj = mef(n, j) (2.2)

f(n, j) =

1 +
(Zα)2(√(

j + 1
2

)2 − (Zα)2 + n− j − 1
2

)2


− 1

2

≈ 1− (Zα)2

2n2
− (Zα)4

2n3

(
1

j + 1
2

− 3

4n

)
− (Zα)6

8n3

[
1(

j + 1
2

)3 +
3

n
(
j + 1

2

)2 +
5

2n3
− 6

n2
(
j + 1

2

)]+ · · · (2.3)

where j = 1/2, 3/2, . . . , n− 1/2 is the sum of the orbital angular momentum l and
the spin angular momentum s of the electron.

Energy levels with same n but different j are divided by Equation 2.3 into n components
of the fine structure, while those with same n and j but different l = j ± 1

2
remain doubly

degenerate. In order to split them, new corrections connected to the finite size of the
proton, to recoil contributions and to dominating QED loop contributions need to be
considered. The energy corrections that lift the l = j± 1

2
double degeneracy are collectively

called Lamb shifts [19,47].
There is one last level of degeneracy, which is related to the interaction between the

nuclear magnetic dipole moments of the proton and of the electron. The new energy
levels obtained when this last level of degeneracy is lifted from the hyperfine structure,
and the difference between these energy levels is called hyperfine splitting [51].

By considering each and every correction, the total energy of the electron located in
the level described by the set of quantum numbers (n, j, l, F ), with F being the total
angular momentum of the proton-electron system, is [19,47]
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Etot
njlF = (me +M)+ [f (n, j)− 1]mr

− [f (n, j)− 1]2
m2
r

2 (me +M)
+ Lnjl + Ehfs

njlF (2.4)

Figure 2.1 shows the energy levels for ordinary hydrogen.

Figure 2.1: S and P energy levels for ordinary hydrogen [47].

2.2 Classification of corrections
Dirac’s equation alone is not enough to describe accurately the energy levels of hydrogen-
like atoms: corrections are needed in order to reach an optimal understanding of the bound
states, and they require not only a quantum mechanical treatment but also methods of
field theory.

All electrodynamic corrections to the energy levels can be written as series expansions
over the three small dimensionless parameters α, Zα and me/M , which effectively define
the properties of the bound state. Additional non electromagnetic corrections caused
by strong and weak interactions may introduce other parameters, like the ratio of the
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nuclear radius and the Bohr radius. Furthermore, the coefficients of the aforementioned
power series might themselves be varying functions, more precisely logarithms, of such
parameters.

Corrections are generally classified in groups according to the factors on which they
depend [47]. In general, low order corrections related to a specific group can be calculated
independently from the ones of other groups, but higher order terms may contain mixed
contributions.

The main groups and their characteristics are listed below.

Relativistic corrections : also called binding corrections, they consider deviations of
the theory from the nonrelativistic limit and take the form of a series expansion
depending only on the parameter Zα. For this reason Zα is often called the binding
parameter. All these contribution are part of the spectrum of the effective Dirac
equation in an external Coulomb field.

Radiative corrections : contributions of this specific category depend on both α and
Zα. These corrections derive from quantum field theory and take into account
quantum electrodynamics loops, like the electron self-energy and the vacuum
polarization shown in Figure 2.2. Since they do not depend on the factor me/M
it’s possible to calculate them in the QED framework for a bound electron in an
external field. The two-particle nature of the bound state and all the problems
related to the description of bound states in relativistic quantum field theory may
be neglected in the calculations of this type of contribution [47].

Recoil corrections : they describe those contributions to the energy levels that escape
the scope of the introduction of the reduced mass mr. In other words these
corrections arise when the one-body approximation fails and a true two-body
theoretical treatment is needed. They depend on Zα and on the so called recoil
parameter me/M .

Radiative-recoil corrections : they have a mixed nature and depend simultaneously
on the paramters α, Zα and me/M . Their calculation considers both the purely
radiative loops and the relativistic two-body nature of the bound states.

Nuclear structure corrections : they describe the effects of the finite size of the
nucleus and the nucleus polarization. An example of these effects is the reduced
attraction perceived by the electron compared to that perceived in the case of a
point-like nucleus. These corrections represent a serious problem in high-precision
spectroscopy since their uncertainties are the highest [15,19,47] (for comparison,
see Table 2.1, 2.2, 2.4 and 2.5).
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Figure 2.2: Feynman diagrams describing the leading contributions to the electron self-energy (a) and to
the vacuum polarization (b) [52].

Non electromagnetic corrections : they consider the effects of weak and strong
interactions. The contribution of this category with the highest value is related to
the finite size of the nucleus.

2.3 The Lamb shift
The Lamb shift is a shift of the energy levels that is not predicted by the Dirac equation.
First measured by Lamb and Retherford in 1947 [60], it can be considered one of the
cornerstones of modern quantum electrodynamics. Its importance is such that Lamb
himself won the Nobel Prize in Physics in 1955 thanks to its discovery. The Lamb shift
may be defined as the sum of all the contributions to the energy levels of the bound states
that lift the degeneracy in the Dirac-Coulomb spectrum with respect to l = j ± 1/2.

The leading corrections to the Lamb shift from most to least relevant corresponds to
radiative, recoil, radiative-recoil and nuclear structure corrections, as shown in Table 2.1.

Contribution 1S state Uncertainty 2S state Uncertainty
[kHz] [kHz] [kHz] [kHz]

Radiative (one-loop) 8 181 285.5 0.2 1 046 061.43 4× 10−2

Radiative (two-loop) 721 24 90.2 3× 10−1

Recoil 2 402.118 0.002 340.3646 3× 10−4

Radiative-recoil −12 777.97 0.04 −1 635.437 5× 10−3

Finite nuclear size 1 167 32 145.8 4
Sum 8 172 798 (32)(24) 1 045 002.4 (4.0)(0.3)

Table 2.1: Theoretical expectation of the Lamb shift for the 1S and 2S bound states [19]. The first
uncertainty of the sum of the contributions refers to the pure theoretical uncertainty, while the second
refers to the uncertainty of the proton radius extracted from scattering experiments.

The main contribution to both the radiative corrections and the Lamb shift itself is the
electron self-energy, which consists in the emission and the re-absorption of one or multiple
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virtual photons by the electron (see Figure 2.2 (a)). The leading term in the self-energy
calculation is given by the one-loop self-energy, but high precision measurements require
also the higher order correction terms describing additional loops. For more details about
one-loop and two-loop self-energy calculations and their mass renormalization, as well as
recoil and radiative-recoil corrections, see [19,47].

The last contribution to the Lamb shift is given by finite nuclear size corrections and
is caused by the spreading of the electron’s charge: the constant emission and absorption
of virtual photons, in fact, makes the electron appear as if its charge were distributed
over a finite volume instead of being point-like. The finite radius of the electron produces
a deviation from the Coulomb potential V = −Zα/r equal to [19, 47,52]

δV =
1

6
〈r2〉∆V =

2π

3
Zα〈r2〉δ(r) (2.5)

The smearing of the electron charge across a finite volume leads therefore to a binding
energy that is smaller than the one felt by a point-like electron. Furthermore, since this
effect is nonvanishing only at the source of the Coulomb potential itself, it influences in
a different way energy levels with different angular momenta. Bound states with same
total angular momentum j but different angular momenta l are thus splitted.

The energy shift produced by the variation of the Coulomb potential can then be
expressed as [19,47]

∆E = 〈Ψ(r) |δV |Ψ(r)〉 = |Ψn(0)|2 2π (Zα)

3
〈r2〉 =

2m3
r (Zα)4

3n3
〈r2〉δl0 (2.6)

It’s possible to see even without explicit calculation that the sign of this energy shift
is positive: since the electron charge is spread across a finite volume, the potential is
reduced and as a result the binding energy is weaker and the energy of the bound state is
higher.

2.4 The hyperfine splitting
The hyperfine splitting represents the last level of degeneracy present in the theory
of atomic energy levels. It corresponds to a difference in energy levels caused by the
interaction between the magnetic moments of the electron and the nucleus.

The relativistic theory of Dirac states in fact that particles with spin have a magnetic
dipole moment caused by the spin itself. In the case of the proton and the electron, these
dipole moments can be expressed as [51]

µp =
ge

2mp

sp, µe =
e

me

se (2.7)
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where s and g are the particle’s spin and g-factor respectively. For the electron’s dipole
moment, the explicit value g ≈ −2.00 has been used. Note that µp is much smaller than
µe due to the presence of the proton mass in the denominator.

The magnetic dipole caused by the spin generates the magnetic field [51]

B (r) =
µ0

4πr3
[3 (µ · r̂) r̂ − µ] +

2µ0

3
µδ3 (r) (2.8)

In the case of the hydrogen atom, the Hamiltonian describing an electron in the
magnetic field defined in Equation 2.8 is

HHFS =
µ0ge

2

8πMme

[3 (sp · r̂) (se · r̂)− sp · se]
r3

+
µ0ge

2

3Mme

spseδ
3 (r) (2.9)

Perturbation theory states that the first order correction to the energy is the expecta-
tion value of the perturbative hamiltonian HHFS. In the case of the spherically symmetric
ground state, with n = 1 and l = 0, the first term of Equation 2.9 vanishes [51], leaving
only

E
(1)
HFS =

µ0ge
2

3Mme

〈sp · se〉 |Ψ (0)|2 =
µ0ge

2

3πMmeα3
0

〈sp · se〉 (2.10)

where α0 represents the Bohr radius calculated using the reduced mass of the proton-
electron system.

The scalar product between the spins is equal to

sp · se =
1

2

(
S2 − s2

p − s2
e

)
(2.11)

where S2 is the squared total spin operator, with S = se + sp. The electron and the
proton have both spin 1

2
, therefore their squared eigenvalues are

s2
e = s2

p =
1

2

(
1 +

1

2

)
~2 =

3

4
~2 (2.12)

It can be seen that the spin-spin coupling breaks the degeneracy between the singlet
and the triplet states. The singlet state, in fact, is related to anti-parallel spins with
a total squared spin S2 = 0. By inserting this value in Equation 2.12 it’s possible to
verify that for the singlet state 〈sp · se〉 = −3

4
~2. The triplet state instead is formed by

parallel spins with S2 = 2~2, which corresponds to scalar product equal to 〈sp · se〉 = 1
4
~2.

It follows that the singlet configuration is lowered while the triplet is heightened, as
represented by Figure 2.3.

The resulting energy difference in the specific case of the hydrogen ground state, with
c = 1 and ~ = 1, is
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Figure 2.3: Hyperfine splitting between the singlet and triplet state of the hydrogen ground state [51].

∆E
(1)
HFS =

gα4

3

m2
eM

2

(me +M)3 (2.13)

which corresponds to a frequency of approximately 1418 MHz [51].
Equation 2.13, however, is not accurate enough for high precision measurements and

needs to be adjusted through many contributions originating from QED theory. These
corrections are once again series expansions depending on the three small dimensionless
parameters α, Zα and me/M .

A typical factorization of the energy splitting and its corrections is [22,52,86]

∆EHFS = EF
(
1 + δDirac + δQED + δstructure

)
(2.14)

where the uncorrected value EF , also known as Fermi splitting, is E(1)
HFS, and the δ

terms refer to the different corrections involved. Note that this factorization has only
value at a low order of corrections since at higher order the different effects cannot be
treated separately.

The first correction δDirac denotes the purely relativistic corrections derived directly
from the Dirac equation, and consists of a series expansion of even powers of Zα [86]:

δDirac =
3

2
(Zα)2 +

17

8
(Zα)4 + . . . (2.15)

The factor δQED contains the deviations from the hydrogen hyperfine splitting caused
by QED effects alone. The main contribution to the factor δQED is given by the anomalous
magnetic moment of the electron ae that arises from the electron self-energy (see Figure
2.2 (a)). Higher order terms depend instead on the fine structure constant α. Up to
terms of the order of α3, δQED is equal to [22,52]

δQED = ae +
3

2
α2 +α2

(
ln 2− 5

2

)
− 8α3

3π
ln α

(
ln α− ln 4 +

281

480

)
+ 18.984 · α

3

π
(2.16)
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The structure corrections term δstructure is the sum of multiple contributions deriving
from QED and from the internal structure of the proton itself. In order to separate the
different contributions, the structure corrections are often factorized as [22, 86]

δstructure = δpol + δrecoil + δhvp + δweak + δps (2.17)

The terms in Equation 2.17 refer respectively to contributions caused by proton
polarizability, recoil and radiative-recoil, hadronic vacuum polarization, weak interaction
and proton finite size. Polarizability, recoil and radiative-recoil corrections have already
been introduced in Section 2.2 and 2.3. For more details on the specific case of hyperfine
splitting, see [47].

The last factor δps is related to the finite size of the proton and takes the form [86]

δps = 1.0154 (2) · δZ + 1.4 · 10−8 (2.18)

where δZ is the non-relativistic limit of δps itself

δZ = −2ZαmrrZ (2.19)

The term rZ in Equation 2.19 is the Zemach radius, ie is the first moment of the
convolution of the proton charge and magnetic moment distributions [52,86]:

rZ =

∫
d3rd3r′ρE (r) ρM (r′) |r − r′| = − 4

π

∫ ∞
0

dQ

Q2

[
GM (Q2)GE (Q2)

µp
− 1

]
(2.20)

The value of each correction to the hyperfine splitting, from highest to lowest in
magnitude, are reported in Table 2.2. The Fermi splitting and the theoretical and
experimental values of the hyperfine splitting itself are also reported.

Term Value (MHz)
δQED 0.001 056 210(1)
δDirac 0.000 079 88
δps −0.000 040 11(61)
δrecoil 0.000 005 97(6)
δpol 0.000 001 4(6)
δweak 0.000 000 06
δhvp 0.000 000 01
EF (MHz) 1 418.840 08(2)
∆EHFS(th) 1 420.405 7(18)
∆EHFS(exp) 1 420.405 751 767(1)

Table 2.2: Values of the hyperfine splitting and of its corrections ( [86] and references therein).
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2.5 Lamb shift in muonic hydrogen
Light muonic atoms, and in particular muonic hydrogen, have three special main features
compared to their corresponding electronic atoms which are caused by the higher mass of
the muon substituting the electron. First of all, the one-loop electron-positron vacuum
polarization contribution, eVP for short, is greatly enhanced and becomes the main
contribution to the Lamb shift. Second, the leading proton size contribution becomes so
relevant that it constitutes the second largest correction to the Lamb shift after the eVP.

The reason behind the enhanced contribution of eVPs may be explained qualitatively
by means of the distances at play inside the muonic and electronic hydrogen atoms. The
characteristic distance at which the Coulomb potential is distorted by the polarization
insertion is determined by the Compton length rC = 1/me [47]. Since the average distance
between the atomic electron and the Coulomb source rat = 1/(meZα) is about 137 times
greater than rC , it follows that the electron is well outside the region of strongly distorted
Coulomb potential.

The case for muonic hydrogen is completely different: the average radius of the
muonic orbit is in fact rat1/(mµZα), and its ratio with the Compton length is rat/rC =
me/(mµZα) ∼ 0.7. In other words, in the µp system these two distances are of the same
order of magnitude. This means that the muon spends a significant part of its life inside a
region where the Coulomb potential is greatly distorted. Qualitatively speaking, one could
say that the muons enter directly inside the screening polarization cloud of the Coulomb
center and sees a larger unscreened charge compared to its electronic counterpart [47].
As a result the binding energy becomes stronger and the 2S1/2-level becomes lower than
the 2P1/2-level, an opposite order compared to the one of the electronic hydrogen energy
levels. The 2S and 2P levels for the µp atom are shown in Figure 2.4.

The reason behind the higher proton size contribution in muonic hydrogen may also
be understood qualitatively: as can be seen in Equation 2.6, the leading correction to the
Lamb shift caused by the finiteness of the proton size is proportional to m3

r〈r2〉, where
mr ≈ 186 ·me is the reduced mass of the µp system. It follows then that the higher mass
of the muon produces an increase in the contribution.

Other important contributions to the Lamb shift are given by QED loops [20]: the
third highest correction is caused by two-loop eVP diagrams, while the fourth highest one
is given by the sum of the muon one-loop self-energy with the one-loop muon-antimuon
vacuum polarization, or µVP for short.

The values of the radius-independent corrections are reported in Table 2.3. Table 2.4
contains instead the contributions to the Lamb shift in muonic hydrogen that depend on
the proton structure. The dependence on the factor 〈r2

E〉 has been explicitly reported.
The two-photon exchange contribution corrected for the finite size has been factored in
Table 2.4 into its elastic and inelastic part. The elastic part refers to the case where the
intermediate virtual photon remains on-shell, while the inelastic part refers to the case
where the virtual photon is instead off-shell.
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Figure 2.4: Muonic hydrogen energy levels [47].

Corrections Values [meV]
Relativistic one-loop eVP 205.02821
Two-loop eVP 1.50810
Muon self-energy and µVP −0.66761
Sum 206.03339(109)

Table 2.3: Radius-independent contributions to the Lamb shift in muonic hydrogen ( [20] and references
therein). The sum reported here is obtained by considering also higher order corrections.

The total Lamb shift of muonic hydrogen predicted by theory, obtained by summing
all terms in Table 2.3 and Table 2.4, is therefore [20]

∆Eth
L = 206.0668(25)− 5.2275(10)〈r2

E〉 meV (2.21)

2.6 Hyperfine splitting in muonic hydrogen
The higher mass of the muon compared to that of the electron causes a change also in
the Fermi energy and in the leading contributions to the hyperfine splitting.

By applying perturbation theory it’s possible to prove that at the lowest level the
energy of the hyperfine splitting for the symmetric nS states can be expressed as [20]
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Corrections Values [meV]
One-photon exchange (OPE) −5.1994〈r2

E〉
Rad. correction to OPE −0.0275〈r2

E〉
Two-photon exchange (TPE) 0.0332(20)
Rad. correction to elastic part of TPE −0.00062〈r2

E〉
Rad. correction to inelastic part of TPE 0.00018
Higher order contributions 0.00001(10)

Table 2.4: Main factors contributing to the finite proton size correction to the Lamb shift ( [20] and
references therein). The proton charge radius 〈r2E〉 is expressed in fm2.

E
(1)
HFS =

4 (Zα)4m3
r

3n3mµmp

(1 + κ) (1 + aµ)
1

2

[
F (F + 1)− 3

2

]
= EF

n

1

2

[
F (F + 1)− 3

2

]
(2.22)

where EFn is the Fermi energy, F is the total angular momentum and κ and aµ are
the proton and muon anomalous magnetic moments respectively.

Since the structure dependent corrections scale as the reduced mass of the µp system,
they become more relevant in muonic hydrogen. The highest term of this type of
corrections is caused by finite size effects, and in the non-relativistic limit can be expressed
as [20]

∆Efs = −EF
n · 2 (Zα)mrrZ (2.23)

where rZ is the Zemach radius defined in Equation 2.20.
Similar to the situation for the Lamb shift in muonic hydrogen, in the calculation of

the proton polarizability the two-loop contributions cannot be neglected, both in their
elastic and inelastic part. This proton polarizability term is the one with the greatest
uncertainty [20].

Other relevant factors for the calculation of the hyperfine splitting are radiative
corrections and recoil corrections. The former are related to the distortion of the wave
functions caused by the potentials at play in the µp system. The latter are determined
instead by the two-photon exchange and are of the order of (Zα)(m/M)E∗F , where E∗F is
the Fermi energy calculated without the contribution of the muon anomalous magnetic
moment [20].

The last corrections needed for a high precision calculation of the hyperfine splitting
in muonic hydrogen are the ones that take into account the effects of eVP in one and
two-photon exchange, as well as the effects of the muon self-energy.
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Contribution Values [meV]
Fermi energy 22.807995
Finite size −0.16034 rZ
All-order eVP correction 0.07437
Recoil 0.02123
Proton polarizability 0.00801(260)
µVP 0.00091
Hadron VP 0.00060(10)
Weak interaction 0.00027

Table 2.5: Contributions to the 2S hyperfine splitting in muonic hydrogen ( [20] and references therein).
The values are expressed in meV, the Zemach radius rZ in fm.

Table 2.5 lists the main contributions to ∆Eth
HFS in the specific case of the 2S state,

whose role will be particularly important in the next chapter.
The sum of all terms in Table 2.5, plus other higher order terms, leads to [20]

∆Eth
HFS = 22.9843(30)− 0.1621(10)rZ meV (2.24)
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Chapter 3

The proton radius puzzle

For a long time all experiments aimed at measuring the radius of the proton produced
compatible results independently of the method used in the experiment. In 2010 however
a new procedure employed by Pohl et al. lead to an unexpected smaller value of the
proton radius incompatible with previous results [75]. This new value was in fact both
4.9σ away from the 2006 CODATA proposed value [68] and 4.6 times more precise.

Further experiments confirmed this discrepancy and actually increased the distance
from previous results up to 7σ [21], thus marking the beginning of what is now known as
the proton radius puzzle. The term was chosen to emphasize the fact that this discrepancy
is not predicted by the Standard Model.

This incompatibility implies one of two possibilities: either there is a new phenomenon
at work that escapes the reach of the known physics, or the discrepancy was caused by
unconsidered theoretical and instrumental errors in the experimental procedure.

The FAMU experiment is the proposed solution to the proton radius puzzle: as will
be described in greater detail in Chapter 4, its aim is to measure with high precision the
Zemach radius in order to either confirm or deny the new proton radius value.

3.1 The beginning of the puzzle: the experiment of
2010

The experiment that started it all introduced a new way of measuring the proton radius:
in order to increase the accuracy, instead of employing the proton-electron scattering it
was decided to extract the value of the proton radius from a high precision measurement
of the Lamb shift in muonic hydrogen [75].

The muonic hydrogen was chosen instead of the ordinary hydrogen due to the fact
that the muon is about 200 times heavier than the electron, therefore the Bohr radius is
200 times smaller and the effects of the finite size of the proton on the muonic S states
are enhanced.
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The shifting of the P states is smaller compared to the one felt by the S energy levels
due to the properties of the muon’s waveform.

Pohl et al. predicted a value of the energy difference between the 2SF=1
1/2 − 2P F=2

3/2

states equal to [75]

∆E = 209.9779 (49)− 5.2262 r2
p + 0.0347 r3

p meV (3.1)

where rp =
√
〈r2
p〉 is expressed in fm.

The first term of Equation 3.1 is dominated by the vacuum polarization, shown in
Figure 2.2 (b). As a consequence, the 2S states have a higher binding energy than the
2P ones. Its uncertainty of 0.0049 meV is given mainly by the proton polarizability term
of 0.015(4) meV.

The second and third term represent finite size corrections: together they amount to
∼ 2% of ∆E, which is two orders of magnitude greater than the corresponding contribution
for ordinary hydrogen. This increased relevance of the proton size corrections is what
justifies a better determination of the proton radius.

The energy difference between 2SF=1
1/2 − 2P F=2

3/2 states has been measured through
pulsed laser spectroscopy at wavelengths around 6.01 µm. This particular transition was
chosen between all six allowed optical 2S − 2P transitions as it guaranteed the largest
signal [75]. Figure 3.5 shows in detail the 2S and 2P muonic hydrogen energy levels, with
the 2SF=1

1/2 − 2PF=2
3/2 transition in green.

The experiment was performed at the πE5 beam-line of the proton accelerator at the
Paul Scherrer Institute (PSI) in Switzerland. The experimental apparatus was composed
by a cyclotron trap, a muon extraction channel and a 5 T solenoid.

The cyclotron trap consisted of a magnetic bottle generated by two 4 T ring coils, with
B = 2 T in the center of the trap. The muons produced inside the trap were decelerated
and sent to the muon extraction channel, composed by a toroidal momentum filter with
a magnetic field B = 0.15T. Said filter favoured muons with an energy of ∼ 20 keV and
separated them from background radiation.

From the muon extraction channel, the beam reached the bore hole of a 5 T super-
conducting magnet. This high magnetic field was chosen in order to guarantee a minimal
radial size of the beam, thus decreasing the target volume that needed to be illuminated
by the laser.

A representation of the solenoid and of the components that it contained is shown
in Figure 3.1: the muon beam passed first through two stacks of ultra-thin carbon foils,
with an area density d = 4 µg/cm−2 kept at a high electric potential. These stacks acted
as muon detectors and further slowed down the muons to about 3− 6 keV.

While passing through the stacks the muons released electrons (in red) which were
separated from the beam by a E ×B separator field. These electrons were then detected
by plastic scintillators coupled with photomultiplier tubes and their signal provided the
trigger for the laser and the data acquisition system.
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Figure 3.1: Scheme of the components inside the solenoid at the end of the muon beam line [75]. The
muon beam is depicted in blue, the released electrons in red. The elements S1,2 represent the stacks of
carbon foils.

Figure 3.2: 1S, 2S and 2P muonic hydrogen energy levels and X-rays emitted in the transitions between
them [75]. (a) About ∼ 99% of the µp atoms de-excite to the 1S ground state with the emission of
K-series X-rays, while the remaining 1% go into the metastable 2S state. (b) The µp(2S) atoms are
illuminated by a laser pulse. When the laser is on resonance, the atoms reach the 2P state and quickly
de-excite to the ground state by emitting 1.9 keV Kα X-rays.

The muon beam reached instead a target with length of 20 cm along the beam axis.
Said target contained 1.0 hPa of H2 gas kept at a temperature of 20 ◦C. Inside the target,
the muons stopped completely and formed highly excited µp atoms.

Typically, muonic atoms that are produced through this procedure start from a highly
excited state, which usually consists of the n ∼ 14 energy level. This particular level is
favoured since the optimal overlap of the bound muon and electron wave functions occurs
approximately at n ≈

√
mr(µp)/mr(ep) ≈ 14 [59].

The muonic atom produced during the experiment thus underwent a series of transi-
tions, collectively called muon cascade, and quickly de-excited to the 1S ground state by
emitting prompt K-series X-rays. Of all muonic atoms, only ∼ 1% went to the long-lived
2S state instead [59]. This is shown in Figure 3.2 (a).

A short laser pulse with tunable wavelength λ ∈ [6.00, 6.03] µm entered the mirror
cavity surrounding the target about 0.9µs after the muons stopped. 2S→ 2P transitions
were induced on resonance. These transitions were then followed by 2P→ 1S de-excitation
with the emission of a 1.9 keV Kα X-ray, as may be seen in Figure 3.2 (b). The laser had
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a fluence of 6 mJ cm−2, which resulted in a 2S-2P transition probability on resonance of
∼ 30%.

The Kα X-rays were recorded by two face-to-face rows of 10 large area avalanche
photodiodes [62], or LAAPDs for short, located above and below the target. The LAAPDs
had an active area of 14 × 14 mm2 and provided an effective solid angle coverage of
20% of 4π. Their time and energy resolution for the specific case of 1.9 keV X-rays were
respectively 35 ns and 25% FWHM.

The pressure of the gas inside the target, 1 hPa, had been chosen as a tradeoff between
three factors: the maximization of the lifetime of the µp 2S state τ2S, that was ≈ 1µs in
this setup, the minimization of the muon stop volume and the minimization of the laser
pulse energy needed to induce the 2S-2P transitions.

The resonance curve of the transitions had been extrapolated by measuring with
different laser wavelengths the number of Kα X-rays that occurred in time-coincidence
with the laser pulse. The measurement times spanned between 3 and 13 h per laser
wavelength.

Figure 3.3 contains the resulting X-ray time spectra. The large prompt peak contains
the Kα, Kβ and Kγ X-rays produced by the de-excitation of the ∼ 99% muons that
didn’t go to the long-lived 2S state and didn’t form metastable µp atoms. This peak has
been used to normalize the data for each laser wavelength to the number of µp atoms
formed [75].

The time window t ∈ [0.887, 0.962] µs corresponds to the 75 ns long laser time window
in which the Kα X-rays emitted during the 2P→ 1S de-excitation were expected. More
precisely, 75 ns corresponds to the confinement time of the laser light within the multipass
mirror cavity that surrounded the target.

A rate of 7 events per hour has been recorded inside this time window when on
resonance. The background of ∼ 1 event per hour originates mainly from falsely identified
muon-decay electrons and other effects related to the delayed transfer of the muon to the
target walls [75].

Figure 3.4 shows the measured 2S→ 2P resonance curve. The curve has been obtained
by plotting the number of Kα events recorded inside the 75 ns long laser time window as
a function of the laser frequency, and has been normalized to the total number of events
inside the prompt peak.

The total number of events measured in the resonance is 550, 155 of which were
expected to be background events. The fit to the data is a Lorentzian resonance line on
top of a flat background. The four parameters of the fit, that is the Lorentzian amplitude,
position, width and the background amplitude, were let to vary freely. The statistics
related to each laser wavelength were accounted for through a maximum likelihood fit
performed using CERN’s ROOT analysis tool. The statistical uncertainties obtained by
Pohl et al. were 1σ confidence intervals.

The position of the resonance curve centroid obtained with this procedure was
49881.88(70) GHz with a width of 18.0(2.2) GHz, where the given uncertainties are the
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Figure 3.3: Summed X-ray time spectra, with inset plots showing the complete data and the total number
of events [75]. The spectra were recorded on resonance (a) and off resonance (b). The prompt X-rays of
the K-series are marked in blue, while the time window t ∈ [0.887, 0.962] µs in which the 1.9 keV X-rays
were expected is marked in red.

Figure 3.4: Resonance curve obtained by plotting the number of Kα events recorded inside the 75 ns long
laser time window as a function of the laser frequency [75]. The curve has been normalized to the total
number of events inside the prompt peak. The red fit line is a Lorentzian on top of a flat background,
and gives a χ2 = 28.1 for 28 dofs. The yellow data points on the top left represent the predictions for
the line position using the proton radius provided by CODATA [68] and derived from electron scattering.
The error bars are the ±1σ regions. The green line represents the calibration measurements.
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1σ statistical uncertainties [75]. The Lorentzian fit performed on the curve resulted in a
χ2 = 28.1 for 28 degrees of freedom. The fit of a flat line assuming no resonance gives
χ2 = 283 for 31 dofs, making this resonance line 16σ significant.

The resulting centroid position of the 2SF=1
1/2 − 2PF=2

3/2 transition is 49881.88(76) GHz,
where the increased statistical error comes from systematic uncertainties related mainly
to the calibration procedure [75]. This frequency corresponds to an energy

∆E = 206.2949(32) meV (3.2)

which, in combination to Equation 3.1, leads to a value of the proton charge radius of

rE = 0.84184(36)(56) fm (3.3)

The first uncertainty of rE comes from the 0.76 GHz of the resonance frequency, while
the second one originates from the uncertainty of the first term in Equation 3.1.

The new value obtained by Pohl et al. is 10 times more precise and 5σ smaller than
the world average up until 2010. It is also 26 times more precise but 3.1σ smaller than the
hydrogen-independent value extracted from the electron-proton scattering data available
at the time.

The conclusion drawn by Pohl et al. was that either the calculations of the QED
effects in ordinary or muonic hydrogen were insufficient, thus implying that their new
value of the proton radius was incorrect, or their value was indeed correct and the Rydberg
constant itself had to be shifted instead to a new value R∞ = 10973731.568160(16) m−1,
a value that was 4.9σ away from the one recommended by CODATA [68] but 4.6 times
more precise.

3.2 The consolidation of the proton radius puzzle
This inconsistency in the value of the proton radius was later confirmed by another
experiment by Antognini et al. in 2013 [21]. The experiment was performed once again
at the Paul Scherrer Institute with the same apparatus described in Section 3.1. In order
to verify the conclusions of the 2010 article, in addition to the 2SF=1

1/2 − 2PF=2
3/2 transition

frequency, the 2SF=0
1/2 − 2PF=1

3/2 transition was also measured (see Figure 3.5).
The 2SF=0

1/2 − 2PF=1
3/2 transition starts from the singlet state, has frequency νs =

ν
(
2SF=0

1/2 − 2PF=1
3/2

)
and wavelength λs ∼= 5.5 µm, while the other starts from the triplet

state, has frequency νt = ν
(
2SF=1

1/2 − 2PF=2
3/2

)
and has wavelength λt ∼= 6.0 µm.

The two frequencies had been measured by counting the number of Kα X-rays emitted
during the de-excitation of the 2P states and by plotting them as a function of the laser
frequency [21]. A new data acquisition and analysis procedure had been devised in order
to improve the accuracy of the experiment’s result.
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Figure 3.5: 2S and 2P energy levels [21]. The green and blue lines correspond to the 2SF=1
1/2 − 2PF=2

3/2 and
2SF=0

1/2 − 2PF=1
3/2 respectively. The Lamb shift, 2S hyperfine splitting, and 2P fine and hyperfine splitting

are also present.

On average, ≈ 580 µ/s were expected to enter the hydrogen target. Of these muons,
about 330 µ/s were detected by two muon entrance detectors. Each muon recorded by
both detectors started the data acquisition system and triggered the laser pulse.

For each laser pulse shot, a dead-time of 2 ms was imposed on the laser system to
ensure stable laser operation. Because of this dead-time, of the 330 µ/s muons that
affected both detectors only 200 µ/s managed to produce a laser trigger. The events
corresponding to these muons were called "laser-on" events [21]. The remaining 130 µ/s
activated the acquisition system too, but produced no laser triggers. For this reason they
were called "laser-off" events.

Each event opened a 12 µs long "event gate" during which the X-rays were recorded
by the LAAPDs. The electrons produced by the muon decay were instead recorded by
the plastic scintillators. It’s important to notice that µ-decay electrons could generate
signals also in the LAAPDs.

In order to reduce the background in the X-ray spectra, not all X-rays were considered
in the data analysis: the requirement for the acceptance of the events was that a muonic
X-ray must be followed by a µ-decay electron within a specific time window, called
"delayed electron time window". This condition alone helped reducing the background by
about an order of magnitude [21].

Another refinement of the data analysis procedure is related to the decay electrons.
These electrons have been used to classify the recorded X-rays into two different class
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Figure 3.6: Muonic hydrogen resonance curves for singlet and triplet transitions [21]. For each frequency,
two resonance curves were produced using data from Class I and II separately. Full dots and blank dots
mark laser-on and laser-off events respectively. The error bars indicate the standard error. The insets
show the time spectra of the Kα X-rays and the laser time window.

depending on two factors: the number of detectors crossed and the time difference between
the X-ray and the electron.

It has been noticed in fact that it was possible for some decay electrons to cross more
than one detector, be it plastic scintillator or LAAPD. These multi-hit electrons generated
a particularly clean data set with a lower background compared to that of single-hit
electrons: spurious detector signals could in fact create the signature of single-hit electrons
and could therefore generate a higher background in the spectra. The amount of spurious
signals was found to be related to the amount of energy deposited by the decay electron in
the LAAPD or plastic scintillator: the larger the energy released and the signal recorded,
the cleaner the data set.

The background was also influenced by the time difference between X-ray and electron
signal. For this reason, by using the laser-off data set, the delayed electron time window
has been optimized individually for each of the various electron-like signals.

These two different factors were what determined the class of an X-ray: "Class I"
contained X-rays that were followed by a decay electron that met at least one of the two
criteria for a clean electron identification, while "Class II" contained the remaining X-rays
of the data set. Class I held the majority of the recorded events, but had a significantly
smaller signal to noise ratio [21].

The resonance curve for both singlet and triplet states has been extrapolated from the
data considering Class I and II signals separately. Figure 3.6 shows the obtained curves.

The insets report the corresponding time spectra in the region of the laser-induced
events. The time of an event was determined by the detection time of the Kα X-ray after
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the trigger given by the muon entrance detectors.
The curves were obtained by plotting the number of events recorded within the laser

time window, divided by the number of prompt X-rays (see Figure 3.2 (a)), as a function
of the laser frequency. For each laser frequency the total recording time spanned between
6 and 13 hours. The background of the resonance curves corresponds to ≈ 1 event per
hour, while the peak of the curve corresponds to ≈ 6 events per hour [21]. In order to
verify the flatness of the background, the laser-off data set has been plotted too.

The two curves have been fitted simultaneously using six free parameters: the first two
were the position and width of the resonance peak, and were shared by both curves. The
last four were the signal amplitude and the background amplitude, kept independent for
the two spectra. A line shape model based on the equations of the 2S-2P-1S system was
used to fit the resonances while taking into account saturations and broadening effects.

In order to avoid systematic shift of the resonance peak, the laser pulse energy of each
laser shot was recorded and used in the line shape model. This procedure resulted in
corrections of the resonance positions of ≈ 50 MHz.

The resonance positions obtained through this procedure were [21]

νs = 54611.16(1.00)stat(30)sys GHz (3.4)

νt = 49881.35(57)stat(30)sys GHz (3.5)

where "stat" and "sys" denote statistical and systematic uncertainties.
By employing a linear combination of νs and νt, namely [20]

1

4
hνs +

3

4
hνt = ∆EL + 8.8123(2) meV (3.6)

hνs − hνt = ∆EHFS − 3.2480(2) meV (3.7)

it was possible to obtain a measure of the Lamb shift and of the 2S hyperfine splitting
in muonic hydrogen.

The numerical terms in Equation 3.6 and 3.7 include the calculated values of the 2P
fine structure, the mixing of the 2P states and the hyperfine splitting of the 2P3/2 state.
Finite size effects are included in ∆EL and ∆EHFS, but their uncertainties have been
neglected due to the fact that the effects of the proton size on the 2P fine and hyperfine
structures are smaller than 1× 10−4 meV.

By using the frequencies νs and νt in combination with Equation 3.6 and 3.7, Antognini
et al. obtained the values [20]

∆Eexp
L = 202.3706(23) meV (3.8)

∆Eexp
HFS = 22.8089(51) meV (3.9)
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where the uncertainties are the result of the quadratic sum of the statistical and
systematic uncertainties of the transition frequencies.

The comparison between the experimental value of the Lamb shift given in Equation
3.8 and its theoretical expression reported in Equation 2.21 yields [20]

rE = 0.84087(26)exp(29)th fm = 0.84087(39) fm (3.10)

This value is compatible with the results of the 2010 experiment (see Equation 3.3),
but 1.7 times more precise and at 7σ variance with the 2010 CODATA value [69]. As
stated by Antognini et al., this result has also the advantage of being independent from
the theoretical prediction of the 2S hyperfine splitting.

By computing the 1S and 2S Lamb shifts in electronic hydrogen using the value of
rE from the muonic hydrogen, the measured 1S-2S transition frequency gives R∞ =
3.2898419602495(10)(25)× 1015 Hz/c. The first uncertainty comes from the uncertainty
of rE in Equation 3.10, the second is caused by QED effects. This value of R∞ deviates
by −155 kHz/c, that is 6.6σ, from the 2010 CODATA value [69] and is 6 times more
accurate.
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Chapter 4

The FAMU experiment and its proposal

With the results obtained from the aforementioned experiments the proton radius puzzle
has become a topic of international debate in physics. As of today it’s still unclear
whether the incompatibility between the different rE values is connected to new physics
not covered by the Standard Model or is caused by uncertainties in the experimental
procedures. In order to shed light on the true nature of these discrepancies a new
international experiment was proposed: the FAMU experiment.

The aim of the FAMU (Fisica degli Atomi Muonici) experiment is to extract the
value of the Zemach radius, defined in Equation 2.20, with a relative precision below 1%.
The Zemach radius is in fact the main contribution to the proton structure corrections of
the energy levels, as well as the main source of uncertainty in high-precision calculation
of the proton charge radius. A confirmation of the value obtained with ordinary hydrogen
spectroscopy would support the thesis that the discrepancies are caused by unconsidered
methodology uncertainties. A new value of rZ obtained through muonic hydrogen
spectroscopy would justify instead the search for new physics [25].

The procedure that will be used in the experiment is shown in Figure 4.1: negative
muons are sent inside a target containing hydrogen and oxygen, where they quickly slow
down and form highly excited muonic hydrogen atoms. As was stated in Section 3.1,
these atoms are formed at the n ≈ 14 energy level due to the optimal overlapping of the
bound muon and electron wave functions.

The formation of the muonic atoms is followed by a series of transitions collectively
called muon cascade that brings ∼ 99% of them to the ground state 1S and the remaining
1% to the 2S metastable state [59].

The FAMU experiment procedure focuses on the atoms in the 1S state. Approximately
75% of these atoms are in the triplet state (F = 1) while the remaining 25% are in the
singlet state (F = 0). Collisions between muonic hydrogen atoms and H2 molecules
cause the de-excitation of the µp(1S)F=1 atoms leaving behind only thermalized atoms in
the (1S)F=0 singlet state. A laser with tunable frequency is then sent inside the target,
inducing a series of transition from the singlet state to the triplet state. Collisions with
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Figure 4.1: Representation of the FAMU experiment procedure [52].
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H2 molecules cause the atoms to once again transition from the triplet state to the singlet
state and to convert their transition energy into additional kinetic energy of the µp-H2

system. At this step the muonic hydrogen atoms gain about 120 meV from the hyperfine
transition energy [24,52].

By performing a scan over the laser frequency near the hyperfine splitting transition
frequency and by counting the number of muonic hydrogen atoms with increased kinetic
energy it’s then possible to obtain a resonance plot and extract from it the value of the
1S hyperfine splitting.

The main obstacle in the development of this methodology consisted precisely into
finding a way to count the number of such atoms. The following sections will focus on
how this method came to be and on additional details needed to perform the experiment.

4.1 The development of the FAMU experiment method-
ology

The original idea behind the procedure shown in Figure 4.1 belongs to Bakalov et al. [24].
In their article they proposed to put inside the target thin foils of specific heavy materials,
like gold, and to observe the transfer of the muons from the µp system to the foils. These
atoms would then decay and emit characteristics X-rays. The energy of the 1S hyperfine
splitting would thus be measured by observing the temporal distribution of the X-rays as
a function of the laser frequency.

This particular approach was deemed inapplicable since it’s impossible to embed such
a target in a multipass optical cavity capable of amplifying the laser radiation. This
requirement is necessary because, as will be shown in Section 4.3, with just the laser
alone too few µp (1S)F=0 atoms are actually able to jump to the (1S)F=1 state and back.

The process proposed in by Bakalov et al. was further refined by Adamczak et al. [16]
into what would later become the FAMU experiment procedure. More precisely, they
proposed to measure the number of muon transfer events from muonic hydrogen to
another higher-Z gas instead of thin gold foils. In fact, although the theory predicts in
general a flat behaviour of the transfer rate at low energies, oxygen is an exception.

Adamczak et al. suggested therefore to put inside the target a mixture of H2+O2

and to study the time distribution of the µ−p+O → µ−O + p characteristic X-rays. An
increase in the number of X-rays would mean an increase of the transfer rate, which could
be used as a signature of the laser stimulated transitions between the singlet and triplet
states of the muonic hydrogen in the ground state.

Through a Monte Carlo simulation, whose results are shown in Figure 4.2, they showed
that the increase of the number of events is statistically significant.

New studies [70,88] confirmed that the hydrogen to oxygen muon transfer rate exhibits
a peak around intermediate energies of about ∼ 100 eV. Other researches showed that
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Figure 4.2: Time distribution of the hydrogen to oxygen muon transfer events at 300 K, 8 atm, 0.05%
oxygen concentration for 500000 muons [16]. Curve B represents the background case, Curve A describes
the effects of a 80 ns laser pulse shot 600 ns after the µp atoms have reached the ground state.

argon and neon could also exhibit a peak in the muon transfer rate at specific energies of
the muonic hydrogen atoms [54,55].

The main point is that adding a small concentration of a specific contaminating gas
inside the H2 target makes it possible to derive the number of accelerated µp atoms from
the increasing number of characteristic X-rays emitted by the gas itself.

4.2 Thermalization and depolarization of muonic hy-
drogen atoms

Part of the energy released during the muon cascade is transformed into kinetic energy of
the muonic atoms. As a consequence, the energy distribution of the atoms in the ground
1S state spreads over a broad interval up to the keV range. These muonic atoms with
higher kinetic energy have then the task of transferring their muons to the higher-Z gases
in the target.

A computational study was performed in 2015 by Bakalov et al. [25] in order to study
the energy dependence of the muon transfer rate from hydrogen to higher-Z gases and to
select the optimal composition and physical parameters of the target.

They first investigated how the muonic atoms de-excite from the 1SF=1 state, and
concluded that thermalization and depolarization are the main processes of de-excitation.
These two processes take place respectively through elastic and spin-flip scattering of the
µp with H2 molecules.

A set of Monte Carlo simulations starting from muonic atoms in statistically populated
singlet and triplet states showed that thermalization and depolarization depend only
on hydrogen concentration and temperature [25]. The dependence on the temperature

48



Figure 4.3: Average energy of the muonic hydrogen atoms in the 1S state versus time t at fixed temperature
T for pressures P = 5, 10, 20 and 40 atm [25].

comes from the fact that the molecular cross sections for the µp+H2 scattering, which
have been calculated in [13,14], depend on the temperature themselves.

The following graphs, obtained by plotting the average energy of the µp 1S state as a
function of time, contain the results of the Monte Carlo simulations.

Figure 4.3 shows the thermalization process in pure hydrogen at fixed temperatures
for relevant pressures. In this first step, an increase in pressure meant an increase in
density, and vice versa. The same applied to a decrease in value. As can be seen, the time
needed for the average energy to reach a state of equilibrium is approximately inversely
proportional to the pressure, and therefore to the density. This conclusion is confirmed
by Figure 4.4, where the average energy was plotted at constant pressure for a set of
temperature values and their corresponding hydrogen density values. The density φ is
expressed in the units of liquid hydrogen density. As φ increases, the time needed to
reach equilibrium diminishes.

The dependence of thermalization on the temperature, although present, has a smaller
effect on the de-excitation of the atoms: Figure 4.5 in fact shows that for fixed density
all atoms thermalize after t ∼ 150 ns for a wide range of temperatures.

The muonic hydrogen depolarization exhibits a behaviour that is similar to the one
discussed above, but much faster. As shown in Figure 4.6, at the same conditions selected
in Figure 4.3 the depletion of the triplet states through depolarization is an order of
magnitude faster than the thermalization process.

By summarizing the results of these Monte Carlo simulations, it was concluded
that with good accuracy the muonic hydrogen atoms are completely thermalized and
depolarized after t0 nanoseconds, where t0 can be roughly estimated as [25]
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Figure 4.4: Average energy of the muonic hydrogen atoms in the 1S state versus time t at fixed pressure
P for a set of temperatures T [25]. The density φ of the H2 gas is expressed in LHD.

Figure 4.5: Average energy of the muonic hydrogen atoms in the 1S state versus time t at fixed density
φ = 0.45 in LHD units for a set of temperatures T [25].
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Figure 4.6: Time evolution of the population QF=1 of the µp atoms in the 1SF=1 at fixed temperature
for a set of pressures [25].

t0 [ns] ∼ 20× T [K]

P [atm]
(4.1)

The last part of the study performed by Bakalov et al. consisted of a new set of
Monte Carlo simulations that considered the addition of oxygen to the target. As
already mentioned above, and as will be explained in detail in Subsection 4.4.1, oxygen
plays a fundamental role in the FAMU experiment. For this reason Bakalov et al.
deemed necessary examine also how the presence of oxygen inside the target affects the
thermalization process and the muon transfer rate.

Figure 4.7 represents the number of µp(1S) atoms in a mixture of hydrogen and
oxygen at T= 300 K and P= 35 atm. The curve for c = 0% acts as an upper limit to the
number of muonic hydrogen atoms. In case oxygen is added to the target, in fact, this
number significantly decreases as the oxygen concentration increases. If c ≥ 1% the µp
atoms disappear through either decay or muon capture well before the thermalization
process can take place [25]. Further tests showed that the fraction of muon stops inside
the target practically doesn’t depend on the oxygen concentration if c ≤ 1%.

The optimal oxygen concentration is the one that provides, for a specific number of
muon stops in H2, the maximum number of muon transfer events from thermalized µp to
oxygen. The last Monte Carlo simulation was performed in order to obtain an estimate
of this concentration. The results of analysis of the hydrogen to oxygen muon transfer
rate as a function of c are reported in Figure 4.8. As can be seen, at T= 300 K and
P= 35 atm the transfer rate exhibits a peak at specific oxygen concentrations. Since the
statistical uncertainty of muon transfer rate measurements is proportional to the inverse
square root of the number of transfer events, it follows that careful planning of the right
oxygen concentration may lead to a drastic decrease of the aforementioned uncertainty.
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Figure 4.7: Time evolution of the number of µp(1S) atoms in a H2+O2 for different oxygen concentration
at constant temperature and pressure [25]. The number of µp is normalized to the number of thermalized
and depolarized µp at t0, here for simplicity set at t0 = 0 ns.

Figure 4.8: Number of muon transfer events from thermalized µp in H2+O2 as a function of the oxygen
concentration [25]. This number is normalized to the number of thermalized and depolarized muonic
hydrogen atoms at t0 = 0. The temperature has been set at T = 300 K, while the pressure at P = 35
atm.
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4.3 Laser power requirements
The laser power requirements were investigated by Adamczak et al. in [15]. In order
to stimulate transitions from the 1S singlet state to the triplet one, a tunable source of
monochromatic radiation in the 6.7 µm wavelength range is needed.

The required power of this source has been estimated by considering the transition
matrix that describes the spin-flip transition probability for a muonic hydrogen atom. It’s
assumed that µp atoms starts in the 1S ground state and are stimulated by an external
oscillating magnetic field of frequency ν, B(t) = B0 cos 2πνt. If the quantization axis is
chosen to be parallel to B0, the transition matrix element can be defined as

〈
(1S)F

′=1

∣∣∣∣−e~ cos 2πνt

(
µp
mp

B0 · sp −
µµ
mµ

B0 · sµ
)∣∣∣∣ (1S)F=0

〉
= −e~

2
cos 2πνt

(
µp
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+
µµ
mµ

)
|B0| (4.2)

where mp, mµ, ~sp and ~sµ denote the mass and the spin operator of the proton and
the muon [15]. The proton and muon magnetic moments µp and µµ are in units e~/(2mp)
and e~/(2mµ) respectively.

The probability per unit of time dP/dt for the spin-flip transition is then

dP (ν, ν0)

dt
=

1

~2
(µB |B0|)2

(
me

mp

µp +
me

mµ

µµ

)2

δ (ν − ν0) (4.3)

where µB is the Bohr magneton and ν0 is the resonance frequency.
The probability distribution ρD of ν0 around the resonance frequency at rest ν̄0 =

∆EHFS(n = 1)/h is not a delta function due to the Doppler effect. As a consequence,
the probability distribution becomes

ρD (ν0) =
1

σD
√

2π
exp

{
−(ν0 − ν̄0)2

2σ2
D

}
with σD = ν̄0 ·

√
kT

(mp +mµ) c2
(4.4)

By taking into account the laser line profile ρL(ν) and its width σL, the observable
spin-flip probability dP̄ /dt can then be expressed as

dP̄

dt
=

∫
dν0ρD (ν0)

∫
dνρL (ν)

dP (ν, ν0)

dt
(4.5)

which in the case of interest σL � σD, ie the case where the laser is tuned at resonance,
becomes
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The squared modulus of the oscillating magnetic field B0 is related to the average
density of the energy flux |F̄ | carried by the electromagnetic wave through the relation
B2

0 = (2µ0/c)|F̄ |, where µ0 denotes the vacuum magnetic permeability.
By integrating Equation 4.6 over the duration τ of the laser pulse it’s possible to

obtain the spin-flip probability
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2
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√
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2πkT

(
me

mp

µp +
me
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τ
∣∣F̄ ∣∣ (4.7)

The energy flux density can be expressed in terms of the energy output E, the
laser pulse duration τ and the cross section of the laser beam S through the relation
|F̄ | = E/(Sτ). A direct relation between the spin-flip probability and the physical
parameters of the laser and of the target can be obtained by substituting the energy flux
density in the Equation 4.7. This relation is

P̄ ≈ 8× 10−5 E [J]

S [m2]
√
T [K]

(4.8)

where T is the temperature of the target.
Equation 4.8 proves that the IR laser developed for the Lamb shift experiment of

2010 has an inadequate energy output for the setup devised by Bakalov et al. [15, 16].
As a matter of fact, a laser with pulse energy equal to 0.25 mJ [75] focused on a surface
of 1 cm2, for a target kept at 300 K, produces spin-flip scattering with a probability of
only 1.2× 10−5, which is too small [16]. This probability may be increased by reducing
the target’s temperature, but T should be kept above ∼ 10 K to avoid the formation of
unwanted molecular ppµ ions.

The efficiency of the process may be also raised significantly by reducing the laser’s
cross section and placing the target within a multipass cavity that provides k reflections.
The multipass cavity employed in the 2010 experiment had k ∼ 2× 103 [75], which in this
setup would increase the spin-flip probability up to 12%, a value much more reasonable
for the intended purposes.

4.4 Muon transfer rate to higher-Z gases
The pivotal point of the procedure developed for the FAMU experiment is detecting those
muonic atoms that have been excited by the laser and de-excited to intermediate energy
levels. One way to do this is to introduce a higher-Z gas in the target: in this way in fact
the muonic atoms will transfer their muons to the contaminating gas, thus exciting the
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gas atoms and causing the production of characteristic X-rays during their de-excitation.
As a result, by detecting the emitted X-rays it will be possible to derive the number of
transferred muons.

More precisely, in a mixture of hydrogen and a small amount of contaminating gas,
four processes can contribute to the extinction of muonic atoms: the decay of the muon,
the formation of ppµ molecules, the transfer of muons to deuterium and the transfer of
muons to the contaminating gas. Let λ0, Λppµ, Λpd and ΛpG be the rates related to these
four processes respectively. Let also cp, cd and cG be the concentrations of hydrogen,
deuterium and contaminating gas. The total extinction rate λ of µp atoms can then be
expressed as [73,76,88]

λ = τ−1 = λ0 + φ [cpΛppµ + cdΛpd + cGΛpG] (4.9)
where φ is the atomic density of the gas mixture.
Characteristic X-rays are emitted immediately after a muon decay event or after the

transfer of a muon from muonic hydrogen atoms. However, by using a properly-timed
time window, it’s possible to fit the X-ray spectrum and select only transfer events. The
time distribution of the number of X-rays is expected behave like [52,73]

NγG(t) ∝ ΛpGNµp(t) ∝ ΛpGN
0
µpe
−λt (4.10)

where N0
µp represents the initial number of µp atoms.

In order to detect the presence of muonic atoms with increased kinetic energy the
transfer rate ΛpG has to depend on the energy of the muonic hydrogen atoms, so that
this dependence will affect the distribution reported in Equation 4.10.

4.4.1 Measurement of the hydrogen to oxygen muon transfer rate

Usually the transfer rate doesn’t depend on the energy, but for a particular gas this
isn’t true: oxygen. The first time this anomalous behaviour was noticed was during an
experiment of Mulhauser et al. [70]. They investigated the muon transfer characteristic
X-rays emitted by a target containing a mixture of hydrogen and sulphur dioxide.

The time spectrum of the delayed muonic sulphur 2P-1S transition, as well as the
ones of the other sulphur Lyman and Balmer series transitions, showed no deviations
from the theoretical predicted behaviour reported in Equation 4.10. As can be seen in
Figure 4.9 (a), the spectrum shape for the sulphur 2P-1S transition is in fact that of a
single exponential.

The spectra of the four detected muonic oxygen transitions, from 2P-1S to 5P-1S,
presented instead other components which may be reproduced by using a function with
three exponentials [70], such as

dNγO(t)

dt
= Ae−λt +

C

τ2 − τr

(
e
− t
τ2 − e−

t
τr

)
(4.11)
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Figure 4.9: Measured time spectra of the sulphur (a) and oxygen (b) 2P-1S transitions in a H2 + 0.4%SO2

gas mixture [70]. The gaussian represents the fitted prompt peak. The delayed part in (a) is fitted
according to Equation 4.10, while the one in (b) is fitted according to Equation 4.11.

The measured time spectrum of the muonic oxygen 2P-1S transition is reported in
Figure 4.9 (b).

Mulhauser et al. took measurements of the delayed X-rays for different pressures,
from 10 to 15 bar, and for different concentrations of SO2, from 0.1% to 0.6%. The
anomalous behaviour of the muonic X-rays was present in all measurements: the muonic
sulphur X-rays always followed a single exponential structure, while the muonic oxygen
ones followed a triple exponential structure.

The time constant τr corresponds to a rise time, which was used to fit the bump
in the spectra. As for τ1, they concluded that it’s the lifetime of the µp atoms in the
ground state under their experimental conditions. They also hypothesized that the time
constant τ2, smaller than τ1 and only present in the oxygen spectrum, is the lifetime of
an unexpected µp atom which may transfer its muon only to oxygen [70].

Werthmüller et al. performed new experiments to further investigate this anomaly [88,
89]. In these experiments a new model was developed: they supposed that the unexpected
µp(1S) atom may decay mainly through two different channels. The first one should
depend on the hydrogen concentration cp, while the other should depend on the oxygen
concentration cO. Due to these characteristics, the first one was deemed to describe the
usual muon transfer from hydrogen to oxygen. As for the second channel, Werthmüller et
al. concluded that it consisted in a process related to thermalization [89].

In order to describe these two transfer modalities, a simplified two-components model
was devised [88, 89]. According to this model, the smaller time constant τ2 represents the
mean lifetime of epithermal µp atoms, that is muonic atoms which have a higher energy
than the thermal one.

Figure 4.10 shows a schematic representation of the two-components model.
The model describes the muon transfer process starting two initial µp(1S) components:

a thermal one and a hot one. Direct muon transfer from hot muonic hydrogen to oxygen is
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Figure 4.10: Schematic representation of the two-components model for the muon transfer from muonic
hydrogen to oxygen [89].

neglected. According to this model, the hot atoms decelerate towards epithermal energies,
ie an intermediate range of energies, with a deceleration rate λh0 . The epithermal muonic
atoms may then either transfer their muon to oxygen atoms with a rate Λe

pO or de-excite
to thermal energies with a rate Λρ. The thermal muonic atoms may also transfer their
muon to oxygen with a rate ΛpO.

Since τ2 has to describe the effect of epithermal atoms, Werthmüller et al. decided to
define it as [89]

τ−1
2 = λ2 = λ0 + φ

(
cpΛρ + cOΛe

pO

)
(4.12)

Using Equation 4.9 and 4.12 in combination with the data taken in [70, 88, 89] for
different pressures, oxygen concentrations and gas mixtures, namely H2 + 0.4%SO2 and
H2 + 0.4%O2, they managed to derive the transition rates involved in these processes.
These are ΛpO = 0.85(2)× 1011 s−1, Λρ = 8.1(4)× 108 s−1 and Λe

pO = 2.08(3)× 1011 s−1.
These results prove that the hydrogen to oxygen transfer rate does indeed depend

on the energy of the muonic atoms, but they are still not enough to gain a complete
understanding of the muon transfer process. For this reason several studies are still
underway to investigate the behaviour of ΛpO for a wider range of experimental conditions.
Between them, the ones performed by Mocchiutti et al. in 2016 [65] and by Pizzolotto et
al. in 2018 [73] are particularly relevant.

These experiments were carried out at the RIKEN-RAL facility in anticipation of the
FAMU experiment. The aim of the experiments was to measure the muon transfer rate
from muonic hydrogen to oxygen in a wide range of temperatures, from 70 K to 336 K.
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The experimental procedure employed is the one discussed through this chapter, the
same one that will be used in the FAMU experiment: a muon beam hit a target containing
hydrogen and oxygen, thus forming muonic hydrogen atoms. Once thermalized, the atoms
were excited through a laser into the triplet state and were let to de-excite to the ground
state. These atoms then transferred their muon to the oxygen atoms with the emission
of characteristic X-rays.

The cryogenic target employed was composed by an aluminium cylindrical vessel filled
with hydrogen and oxygen. The vessel was internally coated with a thin layer of gold and
nickel in order to stop outgoing muons, and was surrounded by different types of X-ray
detectors.

The pulsed muon beam used had a repetition rate of 50 Hz. Each bunch consisted of
of two gaussian-shaped muon spills, with FWHM= 70 ns, separated by ∼ 320 ns.

The entire experimental apparatus will be described in greater detail in Chapter 5.
The experiment held in 2016 by Mocchiutti et al. [65] used a target filled at room

temperature to 41 bar, with an oxygen concentration equal to cO = 190 ppm. These
physical parameters were chosen due to the results of Bakalov et al. [25], which showed
that under these conditions the thermalization of muonic hydrogen atoms requires 150
ns, while the quenching of the (1S)F=1 state requires 10 ns (see Figure 4.3 and Figure
4.6). For cO = 190 ppm at this temperature and pressure, the average muon transfer rate
from thermalized µp was found to be 0.78× 106 s−1, which is comparable to the muon
decay rate. This choice allowed Mocchiutti et al. to observe the muon transfer process
from thermalized muonic hydrogen atoms up to several microseconds [65].

Their data analysis considered only steady-state delayed X-ray events produced by
thermalized atoms. The transfer rate ΛpO was measured by fitting the time evolution of
the oxygen X-rays with Equations 4.9 and 4.10. The transfer rate ΛpO was left as a free
parameter.

The values used for the other transitions rates were λ0 = (4665.01± 0.14)× 102 s−1

and Λppµ = 2.01× 106 s−1 [18,65,81]. The hydrogen to deuterium muon transfer rate Λpd

was found to vary from 8.65× 109 s−1 at 100 K to 8.20× 109 s−1 at 300 K (normalized
to 2.125 × 1022 HD molecules/cm3). As for the gases’ density and concentration, the
measures performed gave φ = (4.869 ± 0.003) × 10−2, cd = (1.358 ± 0.001) × 10−4,
cO = (1.90± 0.04)× 10−4, all expressed in LHD units. The hydrogen concentration was
simply determined as cp = 1− cO − cd.

The experimental sample used in the experiment of 2016 consisted of about 2.6× 106

muon triggers, which in turn produced ≈ 7.8× 107 X-rays [65]. The time trigger signaling
the start of the data acquisition for each X-ray was generated by the beam control system.
The time reference frame was devised so that the two muon spills composing a single
emission of the pulsed muon beam peaked at ∼ 530 ns and ∼ 850 ns, with each spill
containing ≈ 103 muons.

The X-ray energy spectrum emitted by the target was measured at six different
temperatures: 104, 153, 201, 240, 272 and 300 K. Mocchiutti et al. reconstructed the X-
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Figure 4.11: Energy spectra taken at 104 K for two different time bins [66]. The solid green lines represent
the measured X-ray spectra, while the dotted red lines represent the estimated background. The signal
obtained after background subtraction is shown in grey.

ray signals by fitting the detector waveforms. Waveforms with reduced χ2 < 100 produced
non-convergent fits or poorly reconstructed events and were thus rejected. Furthermore,
the required distance between events had to be more than 30 ns: simulations in fact
showed that such condition guarantees a software reconstruction efficiency and accuracy
better than 99.9% [65]. A more detailed discussion on the selection procedure and on the
reconstruction efficiency may be found in [66].

Figure 4.11 shows two energy spectra measured at 104 K, each corresponding to
a different time bin. The background signal estimation was carried out by filling the
target with H2 only and by taking data in the same experimental conditions employed
for the H2+O2 gas mixture. The gaussian spectra were smoothed with a gaussian kernel
algorithm [66,79] due to the presence of high fluctuations in the background. The tails
present at lower energies were caused by energy leakages from the detectors’ LaBr crystals.

It can be seen that the X-ray obtained after background subtraction had an energy that
spanned from 100 to 200 keV. The total number of X-rays went from a few hundreds to
about ten thousands depending on the target temperature and time bin. The systematic
errors caused by the background normalization were estimated using a statistical approach
based on the number of background and signal events in the normalization interval. Further
systematic errors were estimated by comparing the background signal taken from a H2

filled target with the ones obtained from other gas mixtures, like H2+C2 and H2+Ar.
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Figure 4.12: Hydrogen to oxygen muon transfer rate ΛpO as a function of temperature [73]. The data
reported are related to experimental measurements (Werthmüller et al. [89], Mocchiutti et al. [65] and
Pizzolotto et al. [73]) and theoretical results (Dupays et al. [45] and Le and Lin [61]).

The total systematic error of each signal spectrum was quadratically summed to the
statistical error.

The measured hydrogen to oxygen muon transfer rates, extrapolated from the X-ray
energy spectra, are reported in Figure 4.12, together with the results from the experiment
of 2018 [73].

Pizzolotto et al. used the same apparatus employed in 2016 to perform new measure-
ments of the hydrogen to oxygen muon transfer rate at the same six temperatures, which
were 104, 153, 201, 240, 272 and 300 K. In order to expand the temperature range where
ΛpO is known, they also performed new measurements at 70, 80, 323 and 336 K [73]. The
data were taken in two different sessions, one in March 2018 and the other in December
2018.

An important difference with the experimental methodology employed in [65] was the
determination of the oxygen concentration value: this in fact wasn’t measured directly,
but extracted from the data. More precisely, they determined cO by comparing and
normalizing the data taken in 2016 [65] and 2018 [73] at the same temperatures.

The first step of this procedure consisted into fitting the data taken by Mocchiutti et
al. to the lowest order polynomial that described well enough the data. This was deemed
to be a 2nd degree polynomial, with a constant coefficient denoted by k2016 and two higher
order terms denoted by k1 and k2.

Then, an initial value of cO was selected. This was done in order to perform a first
estimation of the transfer rate ΛpO at the normalization temperatures of 104, 153, 201,
240, 272 and 300 K.

Lastly, the data taken in 2018 were fitted for the same 2nd degree polynomial by fixing
k1 and k2 and leaving the last coefficient k2018 as the only free parameter. The fit was
performed separately for the March and December data measurements.

The final value of cO was determined through the minimization of χ2 defined as [73]
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χ2(cO) =
[k2018(cO)− k2016]2

σ2
2018 + σ2

2016

(4.13)

where σ represents the error on the respective k parameter.
The oxygen weight concentration at minimum χ2 were cO = 1.61± 0.11% in March

2018 and cO = 0.51± 0.06% in December 2018.
As can be seen in Figure 4.12, the experimental values of the muon transfer rate are in

agreement with each other [65,73,89] but incompatible with the theoretical results [45,61].
For this reason new theoretical models for the hydrogen to oxygen muon transfer rate are
still being developed.
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Chapter 5

The FAMU apparatus

The main processes involved in the FAMU experiment are the formation of muonic
hydrogen and the transfer of the muon from hydrogen to oxygen. These processes impose
strict requirements not only on the apparatus itself, but also on the muon beam employed
in the experiment.

Since the number of produced µp atoms should be in fact as high as possible in order
to guarantee a sufficiently high muon transfer probability, a negative muon beam with
high intensity is necessary.

This condition alone however is not enough to guarantee the success of the experiment:
due to the gaseous nature of the hydrogen inside the target the muons of the beam must
have low energy, otherwise they will simply cross the target without interacting with the
gas.

Furthermore, the high precision measurements that the FAMU experiment requires
can only be achieved by using a pulsed muon beam instead of a continuous one. A
pulsed muon beam in fact allows to increase the signal to noise ratio by synchronizing
the observation time window with the muon pulse [63].

Lastly, the generated muonic hydrogen atoms need to have enough time to completely
thermalize and depolarize, which implies that the pulses of the beam must be interspersed
by a sufficiently long time.

There are several facilities able to produce a negative muon beam, but only few of
them satisfy the requirements of the FAMU experiment. The RIKEN-RAL facility was
chosen among them since it best fits the FAMU necessities.

The first sections of this chapter will focus on the facility and on its muon beam,
while the other sections will describe in detail the other components built for the sake of
the experiment. The full apparatus is shown in Figure 5.1.

A portion of the experimental apparatus, namely the main crown of LaBr3 detectors,
will be described separately in the next chapter.
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Figure 5.1: Experimental apparatus employed in the FAMU experiment, reported through a CAD
representation on the left [72] and through a photo on the right. The elements denoted by letters are:
a) the cryostat, b) the laser’s optical path, c) the hodoscope, d) the nitrogen container for the HPGe
detector, e) the beam entrance, f) the shielding containing the laser and g) the main and auxiliary
detector crowns. When the photo was taken the laser was under maintenance, so the laser’s optical path
was missing.
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Figure 5.2: Layout of the ISIS Neutron and Muon Source research institute [76]. The circle contains a
zoom on the seven experimental ports for muon experiments.

5.1 The RIKEN-RAL facility
The RIKEN-RAL pulsed muon facility was built after an international agreement in 1990
between the japanese institution RIKEN and the british Rutherford Appleton Laboratory,
or RAL for short [63, 71]. It is part of the ISIS Neutron and Muon Source research
institute, which is managed by the Science and Technology Facilities Council [10]. The
layout of the ISIS facility is shown in Figure 5.2.

The ISIS facility contains two different targets for neutron production that are located
at Target Station 1 and 2, and a single target for muon production placed 20 m upstream
of the Target Station 1. The muon production target can be chosen between three
graphite plates with thicknesses equal to 5, 7 and 10 mm respectively [46,63]. The µ−
and µ+ produced by said target feed then seven experimental ports, shown in the red
circle in Figure 5.2. Four of these seven experimental ports belong to the RIKEN-RAL
facility, and are reported in greater detail in Figure 5.3. The FAMU experiment will be
held at Port 1.
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Figure 5.3: Layout of the four experimental ports of the RIKEN-RAL facility [9].

5.2 The muon beam
The ISIS facility contains a rapid cycle synchrotron that produces a high intensity double
pulsed proton beam with energy, average current and repetition rate equal to 800 MeV,
200 µA and 50 Hz respectively [49,63].

The beam crosses the graphite target and gives rise to nuclear reactions that generate
pions. These pions are collected and momentum-analyzed by the pion injection system,
composed by two quadrupole magnets and a single dipole magnet. Three Cherenkov
detectors are installed after the pion injection system to provide the triggering signal for
the experiments.

The produced pions reach then a superconducting solenoid magnet which acts as the
decay section of the muon beamline. Here, the pion generate muons through π − µ decay,
which are collected by the muon extraction system and delivered to each port [63]. Several
DC separators are positioned along the beamline in order to remove positron/electron
contamination.

The muon beam thus produced is divided into two beams composed respectively by
negative and positive decay muons with a momentum that ranges from 20 to 120 MeV/c.
Each pulse of the beam has a FWHM of 70 ns and two successive pulses of the same
bunch are separated by 320 ns. The repetition rate of the muon beams mirrors that
of the original proton beam, that is, it’s equal to 50 Hz [12]. The beams’ momentum
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Figure 5.4: Time structure of the RIKEN-RAL pulsed muon beam [52].

spread is σp/p ≈ 4% and their transverse sections are σx, σy = 1.5 cm [12, 72]. Figure 5.5
contains a representation of the final muon beams. The negative muons are sent to the
four RIKEN-RAL ports, while the positive muons are sent to remaining three ports.

For experiments that require muons with momentum up to 65 MeV/c, a kicker magnet
and a septum magnet can be used to split the double pulsed negative muon beam into
two single pulsed muon beams. These are then sent to two different ports, allowing the
researchers to perform two experiments at the same time [63].

For momenta requirements that go from 65 to 120 MeV/c it’s not possible to split the
beam, which means that it’s delivered to one experiment port only as it is.

In addition to the decay muon beams, another high quality beam composed by surface
muons can be sent to each port, where the term "surface muons" refers to muons produced
by π − µ decay at the surface of the graphite production target. These surface muons
have a momentum that ranges from 20 to 30 MeV/c [63].

The predicted muon intensity as a function of momentum for both the surface beam
and the two decay muon beams are shown in Figure 5.5, together with the corresponding
measured values. The calculations were performed assuming a proton beam intensity
of 200 µA, a target thickness of 10 mm and a focusing point of 4 × 4 cm2 [63]. More
informations on the calculations and on the programs used to perform them can be found
in [37,38,53].

For the purposes of the FAMU experiment, the beam must be set to contain negative
muons with momentum in the 40− 80 MeV/c range.

5.3 The hodoscopes
Since the FAMU experiment requires high precision, the beam’s physical parameters
must be periodically checked and kept under control. For this reason a set of four custom
hodoscopes has been devised [33,34,72]: these hodoscopes are used to fine-tune the beam,
to monitor the the intensity of the beam pulses and also to provide timing information
to the DAQ readout. The models differ for the materials used, but their shape remains
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Figure 5.5: Calculated and measured values for the muon beam intensity [63]. The lines describe the
calculated values, while the open squares denote the measured intensities.

quite similar. Figure 5.6 shows the third hodoscope during its construction, while Figure
5.7 shows instead the fourth hodoscope mounted on the FAMU experimental apparatus.

This section will cover first the common features of the different hodoscope models,
and will then delve into their differences and uses.

All hodoscopes use 32 + 32 square single-clad Bicron BCF-12 scintillating fibers
arranged in two different crossing planes along the X/Y axis, defined here as the two
orthogonal axis perpendicular to the beamline. The square shape of the fibers reduces
the amount of dead space and makes the response of the detector independent from the
position of the muon trajectory inside a fiber [34]. All fibers have been cut at CERN
with a Fiberfin4 machine, which provides ready-to-use fibers with polished ends.

The Bicron BCF-12 fiber model, produced by the french industry Saint-Gobain, has a
decay time of 3.2 ns and emits 435 nm blue light when hit by a crossing particle. The
number of emitted photon per MeV, for minimum ionizing particle and corrected for
PMT sensitivity, is ∼ 8000 photons/MeV [78]. The scintillator fibers employed have a
polystyrene-based core.

The scintillation light emitted by a muon passing through a fiber is read by silicon
photomultipliers, or SiPMs for short. Since the SiPM package footprint is bigger than the
fiber size, the fibers are read alternating left/right and up/down sides [33, 34]. The front
end circuits consist of refurbished electronic boards from the INFN TPS project [36,74]
and provide power to the SiPMs up to 40V. The temperature gain drift of the SiPMs is
controlled by CAEN DT5485 digital voltage supplies with built-in feedback on temperature,
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Figure 5.6: Photos of the third hodoscope during its construction [34]. The hodoscope is shown without
its cover in the left panel and with it on the right panel.

Figure 5.7: Photo of the fourth hodoscope taken from the beam entrance side.
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Figure 5.8: Reverse current-voltage characteristics for a sample of SiPMs for the first model of ho-
doscope [34]. The measurements were taken at 25 °C.

which are measured by Analog Devices TMP37 thermistors with ±2% precision [32,72].
The output signals do not require amplification: typically in fact they have an

amplitude of ∼ 40 mV with S/B ∼ 10 [33]. These output signals are digitized by a fast
FADC operating at 1 Gs/s. The model is CAEN V1742 FAC with 5 Gs/s, 12 bit and 1
Vpp input dynamic range in VME standard. The FADC operates at a reduced sampling
rate in order to increase the digitizing buffer time [33,34].

The first two hodoscopes have an active area of 10× 10 cm2. The fibers employed in
its construction have a thickness of 3× 3 mm2 and are connected to 3× 3 cm2 Advansid
RGB SiPMs, with 40 µm cells. Each fiber is wrapped in an aluminium foil ∼ 10 µm thick
in order to avoid light crosstalk. The SiPM bias and signal output is conveyed through
single RG174 cables, with MCX connectors on one side and LEMO00 on the other [34].
The SiPM were tested and the estimated breakdown voltage is 29.1 V. Figure 5.8 reports
the current-voltage characteristics of a sample of SiPM.

The third hodoscope model has an active area of 3.2× 3.2 cm2 and is composed by 1
mm2 fibers connected to 1× 1 mm2 Advansid RGB SiPMs with 40 µm cells. Instead of
aluminium in this model the fibers are coated with an extra-mural absorber, or EMA
for short, with a thickness of ∼ 15 µm composed by PMMA (polymethylmethacrylate
C5H8O2) [34, 52].

There are several factors that lead to the choice of Advansid RGB SiPM as photode-
tectors in this and in the previous models: they have a short pulse duration, high photon
efficiency, a peak emission that is well matched to that of the BCF-12 fibers (photon
detection efficiency ∼ 22% at ∼ 440 nm, with 4 V overvoltage) , low operating voltage
(breakdown voltage Vbrk ∼ 29 V), small breakdown voltage dependence from temperature
(∼ 27 mV/C) and low dark noise [34].
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Figure 5.9: Results of the tests performed on the SiPMs employed in the third hodoscope model [34].
The reverse current-voltage characteristic is reported in the left panel, the distribution of the breakdown
voltage is shown in the right panel.

For this hodoscope model, the breakdown voltages of all available SiPMs were tested
individually through their current-voltage characteristic. This was done in order to select
SiPMs with similar Vbrk and therefore to employ a common voltage for their biasing. The
results are shown in Figure 5.9.

The second and third hodoscope models have been texted at port 1 of the RAL facility
during two different runs. The X/Y profiles measured during the runs are reported in
Figure 5.10.

The fourth and last hodoscope model is composed by 0.5× 0.5 mm2 scintillating fibers
read by 1× 1 mm2 Hamamatsu S12751− 050P SiPM and has an active area of 7.2× 7.2
cm2 [32, 72].

The two 3 mm pitch hodoscopes have been used during preliminary measurements
performed with the FAMU apparatus [34,39] and are nowadays employed only during
special runs where a complete beam characterization is needed [33]. The 1 mm pitch
hodoscope has been used during normal runs, and is now being substituted by the 0.5
mm pitch hodoscope.
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Figure 5.10: X/Y beam profiles measured at port 1 of RIKEN-RAL facility for the second hodoscope
model (left) and the third one (right) [12, 33]. The profile on the left has been measured during a 60
MeV/c run, while the one on the right has been measured during a 57 MeV/c run.

Wavelength range 6800± 50 nm ≈ 44 THz
Energy output > 1 mJ Progressively up to > 4 mJ
Linewidth < 0.07 nm 450 MHz
Tunability steps 0.03 nm 200 MHz
Pulses duration 10 ns
Repetition rate 25 Hz

Table 5.1: Requirements for the FAMU laser system [72].

5.4 The laser
A custom pulsed tunable narrow-band laser system is under development for the purposes
of the FAMU experiment. Due to the requirements of the experiment itself the laser
system must satisfy a set of strict requirements, which are listed in Table 5.1.

The laser system design is based on direct difference frequency generation, or DFG
for short, in non-oxide crystals like lithium thioindate (LiInS2) and lithium selenoindate
(LiInSe2). The difference frequency generation is a nonlinear process in which two photons
with different energy and frequency are used to produce a third photon with frequency
equal to the difference between the frequencies of the two initial photons.

In this particular instance, a single longitudinal mode Nd:YAG laser (1.064 µm) is
mixed with a tunable Cr:forsterite laser (1.262 µm) which is pumped by a second Nd:YAG
laser synchronized to the first one [72, 80]. A block scheme of this setup is shown in
Figure 5.11.

In order to produce and energy output higher than 1 mJ at ∼ 6.8 µm, the Nd:YGA
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Figure 5.11: Block scheme of the laser system under development for the FAMU experiment [72]. The
letters M , T and D stand for mirror, telescope and dichroic mirror respectively.

laser must have an energy ≈ 70 mJ while the Cr:forsterite laser must have energy ≈ 35
mJ. At present, a multipass multi-stage amplifying system has been built in order to
have finely tunable wavelength and narrow bandwidth at 1.262 µm and energy up to 24
mJ [80].

The central wavelengths of the pump lasers are stabilized with an active temperature
stabilization system.

Currently, the measurements of the wavelengths of the 6.8 µm DFG emission is
performed by a wavelength meter based on solid state Fizeau interferometers [72]. This
instrument is able to measure the central wavelength with an absolute accuracy of 200
MHz and the linewidth with an absolute accuracy of 400 MHz in the spectral range 2− 11
µm. The wavelength meter measures the wavelength of each single pulse so that if the
emission of one of the lasers, and therefore of the DFG emission, were to change, it would
still be possible to control the exact wavelength produced by DFG.

For the absolute calibration of the laser system, a C2H4 cell has been chosen. This
particular cell in fact has several accurate absorption lines near 6.8 µm, which make it
well suited for the task [72]. The absorption spectrum in the range of interest is reported
in Figure 5.12. The accuracy ranges from ±10 to ±140 MHz, with the stronger lines
being more accurate.

5.5 The cryogenic system
The cooling system employed at FAMU is based on liquid nitrogen LN2. This choice was
made due to the fact that the laser’s optical path is sensitive to vibrations. A liquid
nitrogen system optimizes the mechanical stability of the apparatus and eliminates the
vibrations that would be instead produced by cryogenic pumps.

72



Figure 5.12: Absorption spectra of C2H4 near 6.8 µm [72]. The temperature was set at 296 K, the
concentration at 100%, the pressure at 5 mbar and the absorption length at 10 cm.

The current model, shown in Figure 5.13, was shaped according to the needs of the
optical cavity that it hosts. It includes a 5 liters tank which, assuming a load of ∼ 1.7 W,
guarantees a 5 days duty cycle at the operating temperature of 80 K [72].

The feeding and purging pipes connecting the cooling system to the LN2 refilling
system are always in place and transfer liquid nitrogen from a 100/500 liter dewar.

The system can be checked and remotely tuned through two temperature sensors, a
resistance heater and a digital pressure sensor. The fuel tank contains also a LN2 level
sensor.

The muons enter the cryogenic system through an aluminated mylar window with a
thickness of 0.2 mm.

5.6 The target system
The design of the pressurized target system is the result of the balancing of two different
factors: these are the maximization of the number of muons stopped by the gas in
the optical cavity, and the minimization of the noise coming from the muons stopped
elsewhere [72]. The trade-off between these quantities is what lead to the current shape
of the vessel, which is reported in Figure 5.14. Figure 5.15 shows instead the placement
of the target inside the apparatus.

The target vessel consists of an aluminium box with rounded corners on the front and
a removable cap on the rear. In order to capture the muons that manage to reach the
target walls, the inner walls of the pressurized target cylinder are coated with gold and
nickel.

The vessel is gas tight and permits both an efficient cleaning and an efficient refilling
of the gas.
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Figure 5.13: CAD representation of the cryogenic system. The letters indicate different parts: a) liquid
nitrogen feeding and purging pipes, b) gas entrance, c) beam entrance window. The optical cavity, not
shown, is inside the beam entrance window.

Figure 5.14: GEANT4 simulation of the gas target [72]. The left panel shows the gas target front view
when this is closed, together with the laser entrance flange and the pipe connecting it to the target. The
right panel instead shows the inside of the target, with the mirror of the optical cavity coloured in cyan.
The thin dark grey slab represents the lead absorber.
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Figure 5.15: CAD representation of the gas target placement inside the beam entrance window.

A thin ∼ 0.6 mm layer of silver has been placed inside the pressurized vessel just in
front of the cavity in order to slow down the muons entering the illuminated region, thus
increasing the number of muons stopped inside the gas. Furthermore, this layer of silver
reduces the noise coming from the aluminium vessel itself.

A lead circle 3 mm thick covers the rear of the vessel and absorbs the majority of the
muons that aren’t stopped by the gas mixture inside the target. The rear cap is screwed
to the vessel body and it’s sealed with the use of a malleable indium O-ring. The gas
enters the target through the rear.

5.7 The optical cavity
The laser alone is not capable of producing an adequate number of spin-flip transitions in
µp atoms. For this reason, an optical cavity has been devised and placed inside the gas
target.

A multipass optical cavity suitable for muonic experiments had already been devised
at the Paul Scherrer Institute [85], but the requirements of the FAMU experiment are
much stricter and a new design was needed.

Before describing the technical details of the FAMU optical cavity, a brief theoretical
description of the principles behind this component will be given.

The optical cavity is an instrument used to contain light waves in order to increase
the exposure time of the target placed in it. In the specific case of the FAMU experiment,
a higher exposure time means a higher number of muonic atoms excited by the laser,
which implies a higher probability that a spin-flip event will happen. This enhancing
effect is described by the amplification factor A(t) defined as follows [26].

In first approximation, let the density of muonic atoms be uniform inside the volume
V , which is assumed to coincide with the volume of the whole cavity. Let the cavity be
composed by two parallel mirrors with reflectance R at distance d. Let the amplitude of

75



Figure 5.16: Schematic representation of the propagation of the laser beam inside the multipass optical
cavity [26].

the magnetic field carried by the laser plane wave at the position r of the µp atom be
B(r), with average at wavelength scale equal to |B(r)|2, and let the laser cross section
be sL.

The irradiated volume is modeled as a series of cylindrical segments with a base area
equal to sL and height equal to d cosα, which can be approximated to d for incidence
angles α � π/2. The time required for the laser light to travel through a segment
is τd = d/c. In this first approximation it’s assumed that the gas target is perfectly
transparent for the laser light, so that the value of |B(r)|2 doesn’t change along a segment.
The overlapping of two segments is not included in this approximation. At each reflection,
the value of the average magnetic field |B(r)|2 is suppressed by the factor R.

Let the laser pulse duration be τL, measured with respect to the time t0 = 0 at which
the laser light enters the cavity. The average magnetic field carried by the laser at the
entrance is |B(r)|2 = B2

0 . At each τD another segment inside the gas target is illuminated.
A schematic representation of this model is shown in Figure 5.16.

The number of laser stimulated spin-flip events inside the volume V in a time range
[t0, t], for t ≤ τL, can be expressed as [26]

N (t0, t, V ) ∝ sLB
2
0

 c

1−R
t− d

R
(

1−R tc
d

)
(1−R)2

 , 0 ≤ t ≤ τL (5.1)

where the proportionality constant depends on the temperature inside the cavity
volume.

After the laser pulse stops the irradiated spot continues to propagate inside the cavity
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Figure 5.17: Plots of the amplification factor as a function of time for typical values of the reflectance
R and of the distance between mirrors d [26]. The laser pulse duration was set to τL = 20 ns. The
calculations were performed using Equation 5.3.

while being suppressed at each new reflection by the factor R. In other words, the laser
continues to induce spin-flip events for a limited time even after its pulse ends. The
number of these last events can be determined through the equation

N (τL, t, V ) ∝ sLB
2
0

d

(1−R)2

(
1−R

cτL
d

)(
1−R

c(t−τL)

d

)
, t ≥ τL (5.2)

The total number of events caused by the containment of the laser inside the cavity is
simply N(0, t, V ) = N(0, τL, V ) +N(τL, t, V ). The amplification factor of the multipass
cavity can then be defined as [26]

A (t) =
N (0, t, V )

N0

=
1

1−R

(
1 +

τd
τL

(
1−R

τL
τd

)(
1− 1

1−R
R

t−τL
τd

))
, t ≥ τL (5.3)

which depends only on the parameters R, d, τL and t.
Figure 5.17 contains a series of plots of the amplification factor in this first approx-

imation as a function of time for different reflectances and distances between mirrors.
The plots show that the time needed to reach the maximal amplification value increases
rapidly with the distance between mirrors and with the mirrors’ reflectivity. Supposing
a laser pulse time of τL = 20 ns and an acquisition time of 1000 ns, and imposing the
parameters of the FAMU optical cavity, ie R = 0.9998 and d = 10 cm [72], Equation 5.3
gives A(t) = 2239.

This is of course a rough approximation, and represents the upper limit of the effective
amplification factor. Just by taking into account the finite decay rate of the muons, which
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Figure 5.18: Plot of the values of exp(−λ0t)A(t) as a function of time for typical values of the reflectance
R and of the distance between mirrors d [26]. The laser pulse duration was set to τL = 20 ns.

means multiplying A(t) for the factor exp(−λ0t), the effective value of A(t) is significantly
modified. This can be seen more clearly in Figure 5.18.

Numerous MATLAB simulations were used in order to bring the amplification value
as close as possible to the aforementioned upper limit value. The design produced by
these simulations is the following [72].

The optical cavity has an illuminated volume equal to 2× 2× 10 cm3. The distance
between mirrors was chosen to be 10 cm since this precise distance allows to contain the
light inside the cavity without the use of lateral mirrors, thus reducing even more the
material placed inside the target.

The main steel support plate sustains a C-shaped structure made of steel, which in
turn supports the two mirrors. The laser light enters the cavity through a single ZnS
optical window placed outside the pipe that sustains the vessel target. The two fused
silica mirrors are coated with a multilayer of ZnS/Ge which provides a reflectivity value
greater than 0.9998 for radiation with wavelength equal to 6.78 µm.

The top mirror has cylindrical ends with curvature radius of 54 cm and 17 cm, while
the cylindrical ends of the bottom mirror have curvature radius equal to 15 cm and 42
cm. These ends are joined to the central plane piece by a system that consists of a pair
of screws and a thin sheet of invar. This sheet both pushes the cylindrical mirror ends on
the flat part and minimizes the thermal expansion. The expected gap between the flat
part and the cylindrical ends is ∼ 15 µm.

Under this configuration the laser light is reflected by the mirror about 1000 times,
which results in a cavity photon life of 304 ns and in an equivalent interaction path of 91
m. The estimated size of the surface illuminated by the laser and its reflections is about
2.7× 2.2 cm2.

The light is injected in the multipass optical cavity with a couple of parabolic mirrors.
The parabolic mirror system allows to adjust the beam waist at the entrance of the cavity,
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and guarantees a stable alignment of the laser with the multipass cavity itself.

5.8 The HPGe detectors
High purity germanium detectors, or HPGe for short, are solid state radiation detectors
that are widely employed in X-ray and γ-ray spectroscopy due to their properties. They
are composed essentially of a p-n junction, a type of junction which usually can’t be used
in spectroscopy due to their insufficient maximum depletion depth or active volume.

Silicon and germanium detectors of normal purity, for example, can’t reach depletion
depths beyond 2 − 3 mm despite applying bias voltages very close to the breakdown
level [58]. The depths required in spectroscopy are instead of the order of 1 cm and more.

The thickness of the depletion region is expressed as

d =

(
2εV

eN

) 1
2

(5.4)

where V is the reverse bias voltage, N is the net impurity concentration in the bulk
semiconductor material, ε is the dielectric constant and e is the electronic charge. It can
be immediately seen that with the same reverse bias voltage a greater thickness may only
be achieved with a lower net impurity concentration.

Techniques have been developed to reduce the value of N in germanium, but not in
silicon. There are several reasons for this: one of the most relevant is the difference in
the melting point of silicon, 1410 °C against the 959 °C of germanium, which makes the
exclusion of impurities in the refining process rather difficult. Nonetheless, the techniques
devised for germanium are effective, and reduce the impurity concentration up to 10×1010

atoms/cm3, which corresponds to 1 part in 1012 [58]. Detectors built with this technology
and with these levels of impurity are called high purity germanium detectors.

In the scope of the FAMU experiment, a system of four HPGe detectors has been
developed to support the LaBr3 detectors. These HPGe detectors cover only a small
portion of the solid angle and are used for high precision calibration of the detection
system and to identify contaminations in the gas mixture, while the actual data acquisition
is left to the LaBr3 detection system. The reason behind this choice is the fact that,
although the HPGe detectors have better energy resolution compared to the one of the
LaBr3 detectors, they are not fast enough to obtain a significant measurement of the
number of spin-flip transitions stimulated by the laser in the gas target. Furthermore, in
order to work they require liquid nitrogen temperatures.

The HPGe detector system is composed by two Ortec GEM-S [8], one Ortec GLP [4]
and one Ortec GMX [5]. The GEM-S detectors are p-type detectors with a semi-planar
geometry and a carbon window 0.9 mm thick. Its diameter × length is 30 mm × 20 mm.
The GLP detector is an n-type detector with planar geometry. It has 16 mm × 10 mm
diameter × length and a 0.127 mm beryllium window. The Ortec GMX detector is a
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Figure 5.19: Photos of the two auxiliary crowns employed in the FAMU experiment. The image on the
left and in the middle show the two crowns mounted around the main crown as seen from the left and
from the right side of the beam entrance window. The image on the right shows in more detail the two
halves of the crown composed by 12 crystals.

coaxial n-type detector with a 0.127 mm thick beryllium window. It has diameter ×
length equal to 54.8 mm × 49.8 mm [12].

The signals from the HPGe detectors are shaped with a preamplifier and a shaper,
and are then sent with a splitter to a CAEN V1724 100 MHz FADC and a Ortec MCB
Multichannel Analyzer. The Ortec multichannel analyzer performs a fast online analysis
with the Ortec MAESTRO software [7].

5.9 The auxiliary crowns
Two auxiliary crowns, which can be seen in Figure 5.19, have been developed by the
Milano Bicocca Division of INFN in order to increase the coverage around the target.
These crowns are composed respectively by 10 and 12 LaBr3:Ce3+ crystals of size 1/2”,
which are read by a 4× 4 array of 3× 3 mm2 SiPM [12,35].

With respect to PMTs, SiPMs have a worse rise time (20 ns compared to 10 ns), but
the use of smaller crystals and of an array of SiPM compensates for this. The output of
each pixel from the 4 × 4 array of SiPM is summed by a custom PCB. The operating
voltages for each detector were set according to the manufacturer’s specifications.

Since the crystals are hygroscopic, each of them has been encapsulated in a detector
holder realized with a 3D printer.
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Chapter 6

The main detector crown

The main detector crown has been designed and built by the Bologna Division of INFN
and by the Physics Department of the University of Bologna. This crown is composed by
a set of 17 LaBr3 crystals coupled with PMTs.

Usually the most important role in high precision spectroscopy is given to HPGe
detectors, but in the scope of the FAMU experiment these are not ideal due to their cost
and slow performance. Lanthanum bromide (LaBr3:Ce) represents a good alternative:
this type of detector in fact has high effective Z, high density, and fast decay time.

This chapter will cover the characteristics of the LaBr3 detectors and their PMTs, as
well as the electrical details of the main detector crown.

6.1 LaBr3 scintillators
In recent years lanthanum bromide detectors have garnered increasing attention in
spectroscopy experiments. Their high density (ρ ∼ 5.29 g/cm3) and effective atomic
number (ρZ4

eff = 25.6× 106) make them in fact a valid alternative to more traditional
scintillators like sodium iodide NaI(Tl) [84]. Furthermore, their fast decay time of ∼ 25
ns and their high energy resolution, equal to 2.8% at 662 keV [17,84], makes them the
ideal choice for experiments were both good resolution and fast luminescence decay are
required.

The most common dopant for LaBr crystals is cerium Ce3+. The concentration of
this dopant inside the scintillator is a fundamental factor in the choice of the scintillator
itself since it affects the spectrum that will be recorded. An example of this characteristic
is reported in Figure 6.1.

Although LaBr3:Ce scintillators have several noteworthy qualities, they have also
several drawbacks. First of all they are hygroscopic, so much that they’re very sensitive
to moistening even under vacuum conditions. Secondly, in the 20− 100 keV energy range
their response isn’t proportional to the amount of ionization energy deposited in the
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Figure 6.1: X-ray excited emission spectra recorded at 125 K for LaBr3:0.2%Ce3+, LaBr3:0.5%Ce3+ and
LaBr3:5%Ce3+ [30].

scintillator and is affected by temperature [17]. Lastly, they are inherently radioactive
and their background may affect the measurements.

The following subsections will describe the main factors that affect the resolution
of lanthanum bromide crystals and will give a brief explanation of the aforementioned
drawbacks. As for the characteristics of the crystals employed for the crown, they are
reported in Table 6.1

Parameters Value
Height 31.5 mm
Diameter 32.4 mm
Density 5.2 g/cm3

Wavelength (max emission) 380 nm
Wavelength range 325− 450 nm
Decay times 25 ns
Light yield ∼ 63 photons/keV

Table 6.1: Characteristics of the LaBr3:Ce crystals employed in the main crown.

6.1.1 Energy resolution of LaBr3

The energy resolution of a scintillator coupled with a PMT is defined as the Full Width
at Half Maximum ∆E, or FWHM for short, over the energy E of the full absorption
peak in a pulse height spectrum. Another possible definition relies on the main factors
that affect the resolution itself. These two definitions can be summarized as [17,57](

∆E

E

)2

= R2 = R2
M +R2

nPR +R2
inh +R2

tr (6.1)
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In this equation, RM describes the contribution from the PMT gain and the Poisson
statistic behind the number of detected photons. This factor is equal to

RM = 2.35

√
1 + var (M)

NPMT
phe

(6.2)

where var(M) is the fractional variance in the PMT gain and NPMT
phe is the number

of photoelectrons produced in the PMT by the scintillation photons generated by the
crystal. The so-called fundamental limit of Equation 6.2 is obtained when var(M)= 0,
and corresponds to Rndp = 2.35/

√
NPMT
phe [17].

The other terms in Equation 6.1 from left to right refers in order to the contribution
from the non-proportional response of the scintillator, from the inhomogeneities of the
crystal and from the transfer of the scintillation photons from the crystal to the PMT.

Alekhin et al. [17] performed a measure of the resolution terms in Equation 6.1 using a
PMT with fractional variance of 0.27. They measured a Poisson contribution RM = 1.7%
and a crystal and PMT contribution of

√
R2
nPR +R2

inh +R2
tr = 1.8 at 662 keV, with a

total resolution of R = 2.5%.
Figure 6.2 shows the energy resolution R at 662 keV measured for LaBr3:Ce detectors

in another experiment by Alekhin et al. [17] and the resolution of more traditional
scintillators. It can be seen that the resolution of ∼ 2.7% of lanthanum bromide at 662
keV that was measured in this second experiment is significantly lower than that of other
crystals, thus making LaBr3 an ideal choice when both fast decay time and high precision
are needed.

6.1.2 Non-proportionality issues

A scintillator is affected by non-proportionality when its total light output is not propor-
tional to the energy of the absorbed photon. The non-proportional response in lanthanum
bromide crystals originates from the stochastic nature of the ionization track inside the
crystal itself.

An incident photon interacting with a scintillator generates either a hole and a high-
energy electron due to the photoelectric effect, or multiple holes and high-energy electrons
due to a series of Compton scattering events. These primary electrons pass through the
scintillator leaving behind ionization tracks. Secondary high-energy electrons freed during
the collisions can also generate their own ionization tracks. These electrons are then
captured inside the scintillator, they recombine with the holes and generate photons that
are read by the PMT.

In an ideal case, the total energy that arrives at the PMT is exactly the same of
the original incident photon. In the real case however there are several electron-hole
recombination losses during the scintillation process described above, which means that
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Figure 6.2: Energy resolution of traditional scintillators and of LaBr3 at 662 keV energy with ordinary
bialkali PMT readout against the fundamental limit Rndp [17]. The encircled data points refer to
resolutions obtained with a Hamamatsu super bialkali R6231− 100 PMT. The arrows denote potential
improvements.

the total energy read by the PMT is not the same as that of the original photon. This
issue is the cause of non-proportionality [17,56].

The reason behind the electron-hole recombination losses is still unknown, but it is
currently believed that the losses occur in the part of the ionization tracks where the
ionization density is particularly high [56].

Figure 6.3 shows the different non-proportional response of a LaBr3:Ce scintillator kept
at three different temperatures, which are 80 K, 295 K and 450 K. The tracks indicate
that the non-proportionality of lanthanum bromide, ie the electron-hole recombination
losses, have a strong dependence on the temperature of the crystal itself. Furthermore
they show that the non-proportionality represents an issue in the 20− 100 keV energy
range.

6.1.3 The intrinsic radiation of Labr3:Ce3+ crystals

The intrinsic radiation of the LaBr3 crystals is caused by the decay of lanthanum and
actinium. Lanthanum in fact has a radioactive isotope, 138La, which is naturally occuring
with an abundance of 0.09% and a half-life of 1.05 × 1011. This isotope affects the
spectrum for energies below 1.5 MeV.

As shown in Figure 6.4, 138La decays in two parallel processes [40, 64]. In the first
one, about 34.4% of the isotope undergoes β− decay with energies up to 263 keV and
produces 138Ce in its first excited state. This state de-excite to the ground state through
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Figure 6.3: Non-proportional response of a LaBr3:Ce crystal as a function of X-ray energy for the three
scintillator temperatures 80 K, 295 K and 450 K [56].

the emission of a 788.742 keV γ-ray. The remaining 65.6% of the lanthanum radioactive
isotope disintegrates by electronic capture and produces stable 138Ba. This event is
associated with the emission of a γ-ray with energy equal to 1435.795 keV and with the
emission of characteristic X-rays of Ba with energies between 31 and 38 keV.

227Ac is part of the 235U decay chain. Due to its chemical similarity to lanthanum,
actinium is present as a contaminating element inside LaBr3 crystals with a half life
of 21.77 years [40]. The first commercially available lanthanum bromide crystals had a
contamination level of 1.3× 10−13 227Ac atoms/La atoms, but nowadays this factor has
been reduced by over two orders of magnitude [64].

The decay chain of 227Ac down to the stable 207Pb is reported in Figure 6.5. It can be
seen that the decay chain includes six α emitters, namely 227Ac, 227Th, 223Ra, 219Rn, 215Po
and 211Bi, and four β emitters, which are 227Ac, 211Pb, 211Bi and 207Tl. The actinium
decay chain contributes to the β continuum up to ∼ 1400 keV due to the β decay of
211Pb and 207Tl. The α particles produced by the α emitters affect instead the region of
the energy spectrum that goes from 1800 to 2500 keV.

The natural spectrum produced by the intrinsic radiation of a LaBr3 scintillator is
shown in Figure 6.6.

The first low-energy peak, centered at ∼ 35.5 keV, is given by the sum of 95.6% of the
31.83 keV Kα X-rays, which are emitted during the electron capture decay of 138La, with
90% of the 5.6 keV Auger electrons generated in the same process. Its energy is actually
shifted due to the nonproportionality of the lanthanum bromide crystals.

The first peak is followed by the β continuum with an end point of 263 keV. The β
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Figure 6.4: Decay scheme of 138La [40].

Figure 6.5: Decay scheme of 227Ac [40]. Each nuclide has its own list that includes its half life, the
energies of its emitted α particles, its characteristic high intensity γ-rays, and its β decay end point.

Figure 6.6: Intrinsic radiation of a LaBr3:Ce crystal measured in 37.187 seconds [40]. The β continuum
is shown in red, while the first low-energy X-ray spectrum is shown in green. More details about these
two components can be found in the text.
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continuum is actually mixed with the Compton continuum, which comes mainly from the
788.7 and 1435.8 keV γ-rays from 138La and the 1460.8 keV of 40K.

The 788.7 keV peak of 138La extends up to 1 MeV due to the coincidence of this γ-rays
with the β continuum.

The double peak present in the center of the spectrum is caused by the 1435.8 γ-rays
of the 138La electron capture decay and by the 1460.8 keV γ-rays of 40K. The double peak
is slightly shifted towards 1461 keV due to the fact that these events coincided with a
portion of the 32 keV X-rays of 138Ba during acquisition.

The spectrum above 1.5 MeV reveals the presence of the α emitter contaminants
through the presence of the triple peak generated by the α particles of the 227Ac decay
chain. Although the α energies from the 227Ac decay chain should be in the range
5.0 ∼ 7.4 MeV, as reported in Figure 6.5, the energies of the spectrum shown in Figure
6.6 have been calibrated with γ-rays to be in the range 1.5 ∼ 2.5 MeV due to the light
quenching effect [40].

Since the majority of these intrinsic γ-rays and X-rays exceeds the energy range of
interest for the FAMU experiment for which the detectors and the PMTs are calibrated,
the detection of one of them oftentimes results in a saturation of the acquisition system.

6.2 The electronics of the detector crown
The main detector crown is composed by seventeen LaBr3 crystals coupled with a set of
HAMAMATSU R11265U-200 PMTs [6], as can be seen in Figure 6.7. The parameters
describing the PMT are recorded in Table 6.2, while the block scheme of the electronics
that manages the detector crown is shown in Figure 6.8. It can be seen that the block
scheme can be divided into three sections: from upper to lower, they describe the high
voltage feedback system, the data handling circuitry and the detectors’ management
system.

Parameters Value
Spectral range 300− 650 nm
Peak wavelength 400 nm
Supply voltage between anode and cathode 1000 V
Quantum efficiency 43%

Table 6.2: Characteristics of the HAMAMATSU R11265U-200 PMTs [6]

The components of the detector crown needs several different voltages in order to
work. The first group of voltages will be collectively referred to as low voltages, and it
includes +2.5 V, ±5 V and ±15 V. Other voltages required are the middle voltage (MV)
and the high voltage (HV). The former ranges from −200 V to −350 V, the latter from
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Figure 6.7: Photo of the main detector crown taken during assembly. Due to technical problems, when
the photo was taken two detectors were missing. It’s possible to see the microcontroller #3 (MC 3),
as well as the main components of the electronics employed for each detector: the LaBr3 crystal and
PMT (green), the feedback circuit (blue) and the front end circuit with the baseline restorer (red). More
details in text.
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Figure 6.8: Block scheme of the electronics behind the detector crown. The upper block shows the
components of the high voltage feedback system, the middle block describes how the signal from each
PMT is handled, and the lower section shows the microcontrollers and the detectors that they manage.
More details in text.

89



Figure 6.9: Capacitors and MOSFETs employed in the HV divider in order to keep the PMT powered
during the whole acquisition. More details in text.

−760 V to −950 V. A specific high voltage generator is employed to produce and supply
the machine with the required HV.

6.2.1 High voltage divider and PMT signal transmission

The role of the detector crown is to detect and convert into electrical signal the X-rays
emitted by muonic oxygen during de-excitation. Consider a single scintillator crystal and
its PMT. When an X-ray photon enters the LaBr3 crystal, it causes the production of
scintillation light which is then detected by the PMT glued to the crystal. The PMT
then generates electrons through photoelectric effect which multiply in number with each
dynode of the PMT itself.

These dynodes are powered by the HV and kept at constant voltage by a custom
made voltage divider, denoted by HV Divider in Figure 6.8, which was built specifically to
handle a high rate of events. This voltage divider is coupled with four rows of capacitors
and a row of MOSFETs, which are reported in Figure 6.9.

The first row is composed by very fast ceramic capacitors. While the electrons cross
the PMT and multiply, these capacitors act as local reservoirs of charge: they in fact
supply the PMT dynodes when needed in order to keep their voltage constant. These
components, although very fast, have also a rather small capacitance which means that
they can hold only a limited charge.

In case of high event rate these capacitors alone cannot handle the role of reservoirs.
For this reason, three more rows of capacitors have been added. The second row contains
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Figure 6.10: Wiring diagram of the front end circuit employed in the detector crown. More details in
text.

capacitors with intermediate capacitance and speed, while the third and fourth ones are
composed by slow but high capacitance components.

Since the estimated number of events is 3× 106 events per second, with possible spikes
of 5× 106 events per second, a final row of MOSFETs has been included as a security
measure. These MOSFETts, which are powered by the MV, have a fast response time of
4 ns which allows them to take immediate action in case the whole chain of capacitors
can’t handle the strain.

This supply chain ensures that each PMT is able to successfully and continuously
produce an electrical signal dependent on the energy of the detected photons. The signal
generated by the PMT is sent to the front end circuit (FE), shown in Figure 6.10, which
consists in a current-voltage converter. The FE is built around an high quality operational
amplifier with a bandwidth of 750 MHz capable of handling the huge number of expected
events.

This component is followed by a baseline restorer (BLR), whose role is to cut the latter
part of the decay curve of the PMT signals. The high event rate in fact guarantees the
presence of pile-up events. These events not only may lead to wrong energy measurement,
but may also increase the time required for the decay curve to reach the baseline. By
cutting the last negligible part of the signal’s decay curve it’s possible to avoid the change
in the baseline value and therefore in the impulse measured energy. The BLR is composed
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Figure 6.11: Wiring diagram of the baseline restorer and of the buffer connected to it. More details in
text.

by four fast Schottky diodes with a gap of ∼ 0.3 V.
These diodes are also connected to an operational amplifier acting as a buffer that

preserves the signal’s amplitude. The cable that connects the crown to the rack containing
the digitizers is in fact 4 m long and without the buffer the signal would not reach its
destination. The BLR and the buffer are shown in Figure 6.11.

6.2.2 High voltage feedback circuit

A fluctuation in the value of the HV would mean a fluctuation in the gain of the PMT
and therefore a broadening of the X-ray peak in the spectrum. To avoid this, the HV
is constantly kept in check using a feedback system (HV feedback) able to readjust its
value in real time.

More precisely, at all times the current that passes through the HV divider is sent to
a high impedance buffer, which guarantees that the voltage divider isn’t affected by the
presence of the feedback circuit.

An inverting amplifier, whose gain is determined by a first analog potentiometer,
inverts the voltage read from the buffer and makes it positive. Two capacitors get rid of
the high frequency noise that originates from the voltage divider by filtering frequencies
higher than 15 kHz. The first potentiometer, the capacitors and the inverting amplifier
can be seen in Figure 6.12.

The output signal of the inverting amplifier, which is proportional to the current
flowing in the voltage divider and therefore to the HV that supplies it, is sent to the
inverting pin of a subtractor.

The non-inverting pin of the subtractor is connected to a digital amplifier with an
output that ranges from 0 to +2.5 V. This amplifier is managed directly and in real time
through a LabVIEW software.

Given the output of the digital amplifier in the non-inverting pin, and the output
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Figure 6.12: Wiring diagram of the first analog potentiometer and of the inverting amplifier that is
driven by it. The two filtering capacitors are also shown. More details in text.

of the inverting amplifier at the positive pin, the subtractor sends their difference to a
second analog potentiometer which is followed by an analog optocoupler.

The optocoupler has been built specifically for MOS gate drive applications [2] and
contains a LED and an array of photodiodes connected in series. The higher the voltage
received by the LED, the more light it produces and the higher the voltage generated by
the photodiodes.

The output voltage of the analog optocoupler supplies the gate of a MOSFET placed
along the supply line of the voltage divider. This MOSFET can directly alter the HV
depending on the voltage arriving at its gate.

Figure 6.13 shows this latter part of the feedback circuit.
For the sake of clarity, consider the case in which the high voltage value is temporarily

increased due to a current fluctuation. An increased value of the high voltage implies a
higher voltage arriving at the inverting pin of the subtractor. Since the output of the
digital potentiometer is to be kept constant during the experiment, this increase means
that the subtractor produces a lower output. This output is sent to the optocoupler, whose
LED, receiving a lower voltage, generates a reduced amount of light. As a consequence,
the photodiode array produces a lower voltage, which directly affects the MOSFET by
forcing it to promptly decrease the high voltage supply by an amount proportional to
the initial fluctuation. The case for a fluctuation that reduces the high voltage value is
specular.

The presence of the analog optocoupler is fundamental since it allows to fine tune the
HV value in real time. Furthermore, it acts as a galvanic separation unit between the HV
feedback circuit and the HV supply line.

As for the three potentiometers, they are used to manage the feedback itself: the first
analog potentiometer, located after the initial buffer in the feedback circuit, sets the gain
of the inverting amplifier, that is it determines the proportionality constant between the
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Figure 6.13: Wiring diagram of the second analog potentiometer, of the analog optocoupler, and of the
MOSFET placed along the HV supply line. More details in text.

HV value and the voltage effectively arriving at the inverting pin of the subtractor. The
second analog potentiometer is what determines the exact value of the HV.

The digital potentiometer that feeds the non-inverting pin of the subtractor is employed
for finer corrections: once the two analog potentiometers have been set and the detector
crown has been closed, this component can be driven by computer to change the HV
value in small steps right before the experiments.

It’s important to notice that the HV feedback is significantly slower than other smaller
feedback systems in the electronics so that they won’t interfere with each other.

6.2.3 Microcontrollers and detectors management

The components described in the two previous subsections are implemented for each of
the 17 detectors that compose the main crown. In other words, each crystal has its own
PMT, its own HV divider and feedback and its own front end and baseline restorer.

As a consequence, although the HV generator provides the same voltage to all detectors,
the actual voltage received by each detector is up to its own feedback system.

A set of Teensyduino 3.5 [11], programmed with the Arduino IDE plus the Teensyduino
add-on, is employed to manage each detector. In this setup they act as microcontroller
(MC) of the electronics. More precisely, they manage the sending of signals to and from
the detectors, and allow the user to modify the value of the digital potentiometer using
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Figure 6.14: Wiring diagram and picture of the first version of the GSPS [83].

the LabVIEW software.
The detectors are divided into four groups according to the microcontroller that drives

them. As shown in Figure 6.8, all groups have five detectors except the first one, which
has a smaller size due to the physical constraints of the experimental apparatus.

These four microcontrollers measure the effective high voltage value that powers each
detector and send it to a fifth microcontroller, whose task is to relay information from
the crown to the user.

6.2.4 GSPS

A custom fast continuous sampling digitizer has been designed to withstand the high
event rate of the LaBr3 crystal. The digitizer, named GSPS, is under construction under
the Bologna Division of INFN and the Physics Department of the University of Bologna.
Although the board and its components are still under development, a fully functioning
prototype has been completed.

The first version of the GSPS digitizer, reported in Figure 6.14 was composed by
two Analog Devices AD9434 ADCs [1] running at 500 MS/s with opposite clock phase
connected in a timing interleaved architecture [83]. Time interleaving is a technique
that allows the use of multiple identical ADCs to process data at a faster rate than the
operating sample rate of each individual ADC. With this technique the two ADCs were
able to manage continuous data sampling up to 1 GS/s, and thus allowed to perform
on-line data processing.

This version of the GSPS was hosted by a 6- layers PCB, FMC-form mezzanine card.
Its ADC had a 12-bit resolution, with a typical input range of 1.5 Vpp and an effective
number of bits, or ENOB for short, of 10.5. Its SNR was equal to 65 dBFS.
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Figure 6.15: SOM employed for the GSPS digitizer [3].

The second and current version of the GSPS shows great improvement compared to
the first one. First of all, the digitizer is not implemented on a FMC mezzanine card
anymore, but on a motherboard hosting a FPGA, four ADCs, the powering and the clock
of the board [27].

The FPGA is placed on a System-On-Module, or SOM, shown in Figure 6.15. The
chosen SOM is the Mercury+ XU1 system-on-chip module from Enclustra, which has
several peripherals already built in, like ethernet PHY, USB PHY, DDR memory and
non volatile memories. Since the FPGA that the SOM contains may overheat, a fan has
been glued on top of it.

The model of the FPGA implemented on this SOM is the Xilinx Ultrascale+ Zynq
FPGA (MPSoC) which allows both to implement heavy digital signal processing and to
manage high bandwidth external connections.

Each ADC implemented on the GSPS is a 14-bit Analog Device AD9684 with two
input channels, each sampling at a rate of 500 MS/s. The effective rate at which the
four ADCs acquire depends on separate cards called Analog Mezzanines: these are cards
which host the majority of the analog components. According to the Analog Mezzanine
configuration, the ADCs may acquire data from 8 input channels sampled at 500 MS/s
with no interleaving to a maximum of 1 channel sampled at 4 GS/s [27].

For the scope of the FAMU experiment the GSPS uses 4 Analog Mezzanines that
acquire 4 input channels with a 1 GS/s sampling rate in interleaved mode. Each channel
has its own amplifier and anti-aliasing filter. The output of the mezzanines is doubled
and routed to two inputs of the motherboard connected to the ADCs. Since the ADC
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Figure 6.16: Photo of the second and current version of the GSPS digitizer. The blue box contains the
SOM and the FPGA, which are not directly visible due to the fan glued on top. The yellow box shows
one of the four ADCs, while the red one shows two of the eight input channels available to the board.
The last box, the light blue one, contains one of the two ready Analog Mezzanines.

may also overheat, a fan has been placed in front of them. In this configuration the
ENOB of the board is 12, a significant improvement compared to the 10.5 of the previous
version. The second version of the GSPS is shown in Figure 6.16.

Since each motherboard uses four channels in the configuration employed in the
FAMU experiment, it follows that one board can cover only four detectors, and that each
detector requires its own Analog Mezzanine. Currently only two Analog Mezzanines and
one GSPS board are available.

The software used to interact with the GSPS has been built on Linux using C++.
Through this program its possible to set the parameter of each acquisition, which are:
the channel from which the data will be acquired, the trigger value, the delay time of the
acquisition, the number of events to record and the samples per event. Each event of the
acquisition is saved in .md5 format.

Since the computer that manages the detectors and the GSPS has a Windows operating
system, in order for this software to work it must be accessed through Cygwin, a collection
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of GNU and Open Source tools which allows to have functionalities similar to those
provided by Linux on Windows.

6.3 Calibration and testing of the crown
Each detector of the crown has been calibrated to guarantee an optimal overlap of their
X-ray peak. By maximizing the overlap of the peaks it’s in fact possible to reach a signal
to noise ratio higher than that of the single peaks.

The calibration has been performed by placing each detector directly in front of a
137Cs source and by measuring the spectrum produced by the apparatus. A small lead
shielding was placed next to the radioactive source in order to decrease as much as
possible the researchers’ absorbed dose. The middle voltage was set to −303 V, the high
voltage to −950 V.

For each detector tested, the acquisition time window spanned 30 minutes. Further-
more, since temperature is an issue of LaBr3, the apparatus was left active for more
than 40 minutes before the acquisition started in order to let it reach a stable working
temperature. The crown was left open during the full acquisition.

The detectors were calibrated by tuning the value of the three potentiometers in the
feedback circuit so that the amplitudes of the waveforms produced by each detector were
the same. These amplitudes were observed on an oscilloscope, as shown in Figure 6.17,
and their value was kept a little below 1 V in order to avoid saturation. It was observed
in fact that for signals equal or higher than 1.2 V the GSPS saturates.

The actual overlap of the photopeaks was checked using the spectra produced by the
GSPS, which were also used to measure the resolution of each detector.

More precisely, the data in .md5 format generated by the GSPS were analyzed and
used to compute the spectra of the radiation detected by the equipment with a MATLAB
software. The spectra were then fitted using a gaussian distribution and the parameter
of the fits were used to calculate the FWHM and the position of the photopeaks.

It’s important to notice that MATLAB does not directly give the standard deviation
of the gaussian distribution. The parameterization employed by the MATLAB software
used was in fact

f (x) =
1√

2πσ2
exp

(
−(x− µ)2

2σ2

)
= a exp

(
−(x− b)2

c2

)
(6.3)

which implies that b = µ and c =
√

2σ. The FWHM was therefore calculated as

FWHM = 2
√

2 ln 2σ = 2
√

ln 2c (6.4)

and the resolution as

98



Figure 6.17: Waveform generated by the oscilloscope during acquisition. The blue histogram shows the
energy spread of the detected events. The red line represents the HV value arriving at the voltage divider
described in Subsection 6.2.1. The white dashed line has been placed at 1.2 V and represents the voltage
that the waveforms must not reach.

R =
FWHM

µ
· 100 (6.5)

6.4 Results
The results obtained from detector 3 to 13 are reported in Table 6.3, while the spectra
measured by these detectors be seen in Figure 6.18 and Figure 6.19. The total spectrum,
given by the sum of all spectra in Figure 6.18 and 6.19, is reported in Figure 6.20.

In all measured spectra it’s possible to identify the photopeak of the 662 keV γ-ray
produced by 137Cs. The three peaks in the Compton continuum are, from left to right,
the peak given by the low energy X-rays emitted by lanthanum decay, the backscatter
peak and the Compton edge.

The resolutions reported in Table 6.3 show that the detector crown has still room for
improvement: all of them in fact are rather different from the ∼ 2.5% found in literature.

This discrepancy originated from a shifting in the signals’ amplitude: a detailed
analysis of the data in fact showed a slow decrease in the amplitudes as the acquisition
went on.

Some detectors, like detector 10, 11 and 12, were able to maintain a good hold on the
amplitude values. As can be seen in Figure 6.19b, 6.19c and 6.19d, in fact, their spectra
show a unique and pronounced photopeak with a FWHM narrower than that of the other
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(a) Spectrum of detector 3. (b) Spectrum of detector 4.

(c) Spectrum of detector 5. (d) Spectrum of detector 6.

(e) Spectrum of detector 7. (f) Spectrum of detector 8.

Figure 6.18: Spectra acquired during testing.
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(a) Spectrum of detector 9. (b) Spectrum of detector 10.

(c) Spectrum of detector 11. (d) Spectrum of detector 12.

(e) Spectrum of detector 13.

Figure 6.19: Spectra acquired during testing.
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#Detector µ (ch) c (ch) σ (ch) FWHM (ch) Resolution (%)
3 2966± 2 141.8± 3.0 100.27± 2.12 236.11± 5.00 7.96± 0.17
4 3182± 3 156.1± 3.7 110.38± 2.62 259.92± 6.16 8.17± 0.20
5 3264± 2 123.3± 3.1 87.19± 2.19 205.31± 5.16 6.29± 0.16
6 3076± 2 111.2± 2.5 78.63± 1.77 185.16± 4.16 6.02± 0.14
7 3083± 3 175.0± 4.2 123.74± 2.97 291.39± 6.99 9.45± 0.24
8 3053± 4 160.9± 5.7 113.77± 4.03 267.92± 9.49 8.78± 0.32
9 3157± 3 138.0± 3.4 97.58± 2.40 229.79± 5.66 7.28± 0.19
10 3225± 2 94.1± 2.1 66.54± 1.48 156.69± 3.50 4.86± 0.11
11 3114± 1 82.5± 1.7 58.34± 1.20 137.37± 2.83 4.41± 0.09
12 3211± 2 93.4± 2.1 66.04± 1.48 155.52± 3.50 4.84± 0.11
13 2981± 2 129.0± 2.8 91.22± 1.98 214.80± 4.66 7.21± 0.16
Sum 3112± 3 208.8± 4.4 147.64± 3.11 347.67± 7.33 11.17± 0.25

Table 6.3: This table reports the results of the gaussian fit performed on the data acquired by detectors
3 to 13 and the resolutions extrapolated from them. The last row refers to the results acquired from the
sum of all spectra.

detectors.
Figure 6.18d shows instead the opposite case: for detector 6 the change in the

amplitude of the signals was more sudden and intense, so much that it resulted in the
complete shifting of the photopeak and not just in its broadening.

The other spectra show an intermediate situation, where the amplitude decrease
produced a significant spread of the photopeak without generating additional peaks.

Detector 5 represents an exception since a sudden shutdown of the system caused the
acquisition of only noise, and thus the formation of a new peak centered at the beginning
of the spectrum.

Since each detector has been affected with different severity by this problem and since
each photopeak has widened, the total spectrum reported in Figure 6.20 shows a much
larger FWHM than that of the individual detectors.

The cause of these alterations in the amplitudes is given by the temperature of the
apparatus and of the environment. It was noted in fact that this decrease was more
relevant at the beginning of the acquisition when the apparatus hadn’t reached yet its
working temperature.

Moreover, since the laboratory where the testing was performed was not a temperature
controlled environment, as the day went on and the temperature of the room increased,
so did the change in value of the amplitudes. Cooling the apparatus with a fan and using
air conditioning improved the stability of the system and eliminated almost completely
the decrease.

Since the RAL laboratory is a temperature controlled environment, this problem
should subside or at least become less relevant during the actual experiment.
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Figure 6.20: Sum of all spectra obtained during testing.

6.5 Present situation and future improvements
At present time the detector crown is almost complete. Of the seventeen LaBr3 crystals
originally planned for the crown, only the two crystals controlled by MC 1 and their
electronics await implementation.

Due to a sudden anticipation in the FAMU experiment schedule, the crown was
recently sent to the RAL laboratory, where it will remain until the completion of the
experiment.

The missing detectors and electronics will be sent at a later date, together with the
completed and upgraded GSPS digitizer.

Regarding the future improvement in the detector crown, currently a new front end
circuit is under development in order to further improve the quality of the acquired signal.
This new circuit will be built as to optimize the performance of the GSPS: it will shape
the signal by improving its rising edge while also leaving its tail intact, so that the GSPS
data processing will be faster and more accurate. Furthermore, a current mirror system
will prevent the data acquisition system from reaching saturation.
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Chapter 7

Conclusions

The incompatibility between the proton radius values measured in recent years has no
explanation yet, and the aim of the FAMU experiment is to investigate the true nature
of this discrepancy.

The proposal carried out by the experiment consists into obtaining a more accurate
value of the Zemach radius of the proton: if the value will be compatible with those
previously measured all over the world, then at the basis of the proton radius puzzle
there are procedural errors or neglected but still relevant corrections. Otherwise, the new
value will indicate the presence of a new phenomenon never studied before.

Whether the cause lies in neglected errors or in new and unknown physics, a high
precision spectroscopy experimental apparatus is needed in order to solve the proton
radius puzzle completely.

Furthermore, the new procedure on which the experiment is based requires also
an in-depth knowledge of the temperature dependence of the muon transfer rate from
hydrogen to oxygen. For this reason from 2014 until now multiple preliminar researches
have been carried on in order to obtain a clearer understanding of this quantity.

In the meantime, the experimental apparatus has been assembled at the RIKEN-RAL
laboratory, one of the few locations able to provide a pulsed muon beam capable of
satisfying the strict requirements dictated by the FAMU experiment.

One of the main components required for the experiment, the detector crown, has
been recently sent. This detector crown was devised and built by the Bologna Division
of INFN and by the Physics Department of the University of Bologna and contains an
array of innovative detectors. It is in fact composed by seventeen lanthanum bromide
scintillator crystals with PMT and is coupled to a GSPS digitizer.

The crown has been calibrated and tested, and although there is still room for
improvement regarding its dependence on temperature, it’s possible to see that it works
as intended. The detector array is currently missing two detectors that will be implemented
in the coming months, together with the GSPS digitizer.

At present the RAL laboratory is on standby due to the regular maintenance required
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to keep the muon beam functioning. Once this maintenance period ends, a final calibration
and test of the entire apparatus will be performed. After the test, it will be the turn of
the actual data acquisition, which is scheduled for early March. This new measure of the
Zemach radius might once and for all solve the proton radius puzzle, and even lead the
way towards yet unknown phenomena.
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