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Abstract

Acoustic Emission (AE) monitoring can be used to detect the presence of damage as
well as determine its location in Structural Health Monitoring (SHM) applications.
Information on the time difference of the signal generated by the damage event
arriving at different sensors is essential in performing localization. This makes
the time of arrival (ToA) an important piece of information to retrieve from the
AE signal. Generally, this is determined using statistical methods such as the
Akaike Information Criterion (AIC) which is particularly prone to errors in the
presence of noise. And given that the structures of interest are surrounded with
harsh environments, a way to accurately estimate the arrival time in such noisy
scenarios is of particular interest.

In this work, two new methods are presented to estimate the arrival times of AE
signals which are based on Machine Learning. Inspired by great results in the field,
two models are presented which are Deep Learning models - a subset of machine
learning. They are based on Convolutional Neural Network (CNN) and Capsule
Neural Network (CapsNet). The primary advantage of such models is that they do
not require the user to pre-define selected features but only require raw data to
be given and the models establish non-linear relationships between the inputs and
outputs.

The performance of the models is evaluated using AE signals generated by a
custom ray-tracing algorithm by propagating them on an aluminium plate and
compared to AIC. It was found that the relative error in estimation on the test set
was < 5% for the models compared to around 45% of AIC. The testing process
was further continued by preparing an experimental setup and acquiring real AE
signals to test on. Similar performances were observed where the two models not
only outperform AIC by more than a magnitude in their average errors but also
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they were shown to be a lot more robust as compared to AIC which fails in the
presence of noise.
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Chapter 1

Introduction

Acoustic Emission (AE) detection is a Structural Health Monitoring (SHM) tech-
nique which can be used to perform continuous monitoring of structures to detect
the presence of damage via permanently installed sensors. As a structure is sub-
jected to mechanical load, AE stress waves are dynamically excited from defects
such as cracks in metals or broken fibres and cracked matrix in composite materials.
These waves propagate through the structure and can be detected by monitoring
surface displacements at a particular location using piezoelectric or fibre optic
transducers for example. In thin plate like structures these waves typically exhibit
a characteristic behaviour where their wave velocity changes with frequency. This
is also known as dispersion. The detection and location of damage by sensing AE
signals could serve as a form of automated structural inspection, with the potential
to reduce inspection time, maintenance cost and also increase availability. The
location of the source of AE events (and hence the location of damage) can be
determined using measurements of Difference Time of Arrival (dToA) of the signals
detected at different sensors in an array. [1]

One of the features, the Time of Arrival (ToA) is of great importance as it is
used to compute the difference time of arrivals which subsequently is needed during
the process of localization. Hence it is quite relevant and worthy to retrieve the
arrival time of AE signals. The most widely used ways to extract this information
are the standard statistical methods such as the Akaike Information Criterion
(AIC) which have proven to work quite well. But such methods are very sensitive
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2 CHAPTER 1. INTRODUCTION

to noise and are unable to provide with enough precision the arrival times given
that the structures of interest are often surrounded with harsh conditions. For this
reason, it is essential to build algorithms that are not prone to noise and are able
to accurately estimate the arrival times in a robust manner.

This brings us to the field of Machine Learning (ML), with a particular emphasis
on Deep Learning, which is a subset of ML in which we do not explicitly provide
features such as providing a predefined threshold, frequency monitoring, etc. to the
algorithm. Only raw data is provided to the models along with the corresponding
labels (outputs), which in this case is the arrival time and the model learns
relationships between the inputs and outputs and finally provides predictions
when provided with new inputs. Two models based on different architectures are
presented in this work, namely Convolutional Neural Network (CNN) and Capsule
Neural Network (CapsNet) to tackle the same problem of estimating the time of
arrival and their results are compared with AIC.

1.1 Outline of the work

The structure and outline of the work presented is detailed here with a brief
summary of every chapter and what is to be expected in them.

In Chapter 2, we start with an introduction to Structural Health Monitoring,
giving background on the field along with why is it so important in today’s world.
Particular emphasis is laid on Acoustic Emissions in SHM, clearly outlining what
it is and the procedure involved in it.

Chapter 3 deals with Machine Learning and how we apply it to our task. The
problem statement is laid out and we then move on to describe how we generate
the dataset needed to train the machine learning models including the environment
considered, the challenges faced during building the dataset and it will become
quite clear the very important role that data plays in the field of machine learning.

In Chapter 4, we go into specifies about the first model based on Convolutional
Neural Networks starting by giving an introduction to them and then proceeding
to build the model we use to estimate the time of arrival.

Chapter 5 talks all about Capsule Neural Networks and how they are different
from CNN, their advantages over CNN and finally building a CapsNet model to
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tackle the problem at hand. But before we can do this, some transformations to
the dataset was required as CapsNet has a different architecture with respect to
CNN.

In Chapter 6, we present all the results of the two models along with the results
of AIC for the test set. And we make a comparison between all the three methods in
performing the same task under varying noise conditions and how the performance
varies for all three methods.

In the final Chapter 7, we extend the testing process to real experiments
conducted in the laboratory and present the results from the signals acquired in the
lab. We describe the experimental setup and the nature of experiments conducted
and finally verify if the initial results from the test dataset are also matched on
testing on real signals.

Final thoughts are given in the Conclusion taking into account all the various
tests and experiments performed as part of this activity and what the results
indicate along with a section on future work that can be carried out in the field.





Chapter 2

Structural Health Monitoring

Structural Health Monitoring (SHM) involves the observation and analysis of a
system over time using periodically sampled response measurements to monitor
changes to the material and geometric properties of engineering structures such as
bridges and buildings. The SHM process involves selecting the excitation methods,
the sensor types, number and locations, and the data acquisition/storage/transmit-
tal hardware commonly called health and usage monitoring systems. Measurements
may be taken to either directly detect any degradation or damage that may occur
to a system or indirectly by measuring the size and frequency of loads experienced
to allow the state of the system to be predicted.

It aims to give, at every moment during the life of a structure, a diagnosis
of the "state" of the constituent materials, of the different parts, and of the full
assembly of these parts constituting the structure as a whole. The state of the
structure must remain in the domain specified in the design, although this can be
altered by normal aging due to usage, by the action of the environment, and by
accidental events. Thanks to the time-dimension of monitoring, which makes it
possible to consider the full history database of the structure, and with the help of
Usage Monitoring, it can also provide a prognosis (evolution of damage, residual
life, etc.). [2]

If we consider only the first function, the diagnosis, we could estimate that
Structural Health Monitoring is a new and improved way to make a Non- Destructive
Evaluation. This is partially true, but SHM is much more. It involves the integration
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6 CHAPTER 2. STRUCTURAL HEALTH MONITORING

of sensors, possibly smart materials, data transmission, computational power, and
processing ability inside the structures. It makes it possible to reconsider the design
of the structure and the full management of the structure itself and of the structure
considered as a part of wider systems. This is schematically presented in Figure 2.1

Figure 2.1: Principle and organization of a SHM system

2.1 Motivation for Structural Health Monitoring

Knowing the integrity of in-service structures on a continuous real-time basis is a
very important objective for manufacturers, end-users and maintenance teams. In
effect, SHM:

- allows an optimal use of the structure, a minimized downtime, and the
avoidance of catastrophic failures,

- gives the constructor an improvement in his products,
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- drastically changes the work organization of maintenance services. i) by aim-
ing to replace scheduled and periodic maintenance inspection with performance-
based (or condition-based) maintenance (long term) or at least (short term)
by reducing the present maintenance labor, in particular by avoiding dis-
mounting parts where there is no hidden defect; ii) by drastically minimizing
the human involvement, and consequently reducing labor, downtime and
human errors, and thus improving safety and reliability.

The improvement of safety seems to be a strong motivation, in particular after
some spectacular accidents due to: i) unsatisfactory maintenance, for example,
in the aeronautic field, the accident of Aloha Airlines (see Figure 2.2) or, in the
civil engineering field, the collapse of the Mianus River bridge; ii) ill-controlled
manufacturing process, for example, the Injaka bridge collapse (see Figure 2.3). In
both fields the problem of aging structures was discovered and subsequent programs
were established.

The economic motivation is stronger, principally for end-users. In effect, for
structures with SHM systems, the envisaged benefits are constant maintenance costs
and reliability, instead of increasing maintenance costs and decreasing reliability
for classical structures without SHM (see Figure 2.4).

Figure 2.2: Aloha Airlines flight 243, April 29, 1988, due to corrosion insufficiently
controlled by maintenance
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Figure 2.3: Injaka bridge collapse, July 1998, due to a poorly controlled construction
process
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Figure 2.4: Benefit of SHM for end-users

2.2 Acoustic Emission Testing

2.2.1 What is Acoustic Emission?

Acoustic emission (AE) is the phenomenon of radiation of acoustic (elastic) waves
in solids that occurs when a material undergoes irreversible changes in its internal
structure, for example as a result of crack formation (see Figure 2.5) or plastic
deformation due to aging, temperature gradients or external mechanical forces. In
particular, AE is occurring during the processes of mechanical loading of materials
and structures accompanied by structural changes that generate local sources of
elastic waves. This results in small surface displacements of a material produced by
elastic or stress waves generated when the accumulated elastic energy in a material
or on its surface is released rapidly. The waves generated by sources of AE are of
practical interest in structural health monitoring (SHM), quality control, system
feedback, process monitoring and other fields. In SHM applications, AE is typically



10 CHAPTER 2. STRUCTURAL HEALTH MONITORING

used to detect, locate and characterise damage (see Figure 2.6).

Figure 2.5: Acoustic emission due to crack growth in a solid material under stress
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Figure 2.6: A storage tank under test

2.2.2 Acoustic Emission in SHM

Many conventional techniques are proposed by many engineers and scientists for
health monitoring of structures, and the majority of them are nondestructive testing
(NDT) type methods. Again, in many NDT systems, testing loads are applied
before or after the testing and are widely used as an active method, where signals
or energy is delivered from outside to the testing body. Contrary to active NDT,
acoustic emission is widely used as a passive NDT method in structural health
monitoring, where external energy is not needed to supply to the testing structure.
The stimulated internal energy of the structure is received in this technique as
health monitoring features. Due to this unique characteristic, acoustic emission
has become very simple, however accuracy or acquisition sensitivity is very high.
Therefore, acoustic emission technique is becoming popular day by day in all types
of structural monitoring fields. [3]
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2.2.3 AE technique

A fundamental AE testing system consists of a sensor (AE sensor), a pre-amplifier,
main amplifier with appropriate filters, and a data acquisition system along with
display (oscilloscopes, personal computer with data acquisition software, and data
transferring devices like AD conversion system). As AE signals are very small,
it is boosted by the pre-amplifier to gain at low signal-to-noise ratio. Later on,
AE signals are amplified again and passed through band pass filters before storing
them to a personal computer (PC) for analysis. This is described in Figure 2.7.

Figure 2.7: Fundamentals of AE testing

2.2.4 What is AET?

The term acoustic emission testing (AET) refers to the process of detecting and
recording AE using specialized equipment. AET is a type of nondestructive test
(NDT) that has various uses, including ensuring the structural integrity of vessels,
monitoring weld quality and more. The process involves using sensors to detect AE
and then converting the waves into electrical signals so that they can be recorded.
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You can then analyze the results to assess a material’s condition and locate any
defects. The recorded information can provide potentially valuable information
about the origin and significance of a defect in a structure. [4]





Chapter 3

Machine Learning applied to SHM

3.1 Intro

Pattern recognition implemented through machine learning algorithms is a mature
discipline. In abstract terms the theory provides mathematical means of associating
measured data with given class labels. In the context of SHM, one wishes to
associate the measured data with some damage state, the simplest – and arguably
most important – problem being that of distinguishing between the states ‘healthy’
and ‘damaged’ for a structure. In mathematical terms there are a number of distinct
approaches to pattern recognition, the main ones being the statistical and neural
approaches (Schalkoff, 1992). As all engineering problems are subject to various
degrees of uncertainty, the statistical approach to pattern recognition appears to
stand out as a natural approach for SHM purposes. But as it will be seen in later
chapters, the statistical methods (such as the Akaike Information Criterion (AIC))
are extremely sensitive to noise which is evident due to the harsh environmental
conditions where the structures of interest (such as bridges, storage tanks, etc.)
are usually present. Hence a need for more robust methods is clearly evident and
of much interest such as neural network approaches that offer a robust means of
dealing with SHM problems.

The idea of machine learning can be simply stated: it is to ‘learn’ the relationship
between some features derived from the collected data and the damaged state
of the structure. If such a relationship between these two quantities exists, but
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is unknown, the learning problem is to estimate the function that describes this
relationship using data acquired from the test structure – the training data. [5]

3.2 Problem Statement

As seen in the earlier chapter, acoustic emission testing (AET) is of high practical
use in the industry as it makes it possible to detect dangerous defects at an early
stage of degradation [6]. This approach allows for the detection of weaknesses
in large-bore structures, including pipelines, vessels and storage tanks, columns
and reactors, etc. One of the main advantages of this method is the possibility to
localize the source by passively capturing the acoustic waves propagating in the
medium. Thus, a structure can be investigated in service when the AE system
continuously monitors progressive damage [7].

One of the most important features to be extracted from an acoustic signal, the
Time of Arrival (ToA), also known as onset time, requires primary attention since
it is used for the subsequent localization step. Although widely used statistical
algorithms for onset time determination, such as the Akaike Information Criterion
(AIC) and the cross-correlation method, have proven their effectiveness even at
low noise-to-signal ratios, unpredictable noise sources, such as electromagnetic
interference, rain or random mechanical impacts in the vicinity of the AE-sounding
system significantly affect the reproducibility and accuracy of ToA estimation
results.

In recent years, machine learning methods capable of solving signal processing
problems have increasingly found success. Noteworthy, powerful solutions to tackle
ToA estimation in an automated and more robust manner were proposed in the
seismology field. Seminal works in this direction include the improvement in the
earthquake phase detection by means of template-waveform-based methods [8], that
search continuous seismic data for signals that are similar to previously detected
ones, while Chen (2018) proposed an unsupervised micro seismic picking algorithm
that utilizes fuzzy clustering to identify ToAs [9]. Another example worthy of
attention was examined in the work by Zachary E. Ross (2018) [10], where the ToA
of the P-wave present in the seismogram was considered from the point of view of
pattern recognition, in which a deep learning model was trained. The importance
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of this work is that the feature extraction process was skipped, and time series
data were provided directly as input of the model with little pre-processing.

Hence we will now see the application of Deep Learning methods such as
Convolutional Neural Networks and Capsule Neural Networks applied to the
problem of : retrieving the Time of Arrival (ToA) of an AE signal. But first, as
is the case with every problem involving Machine Learning, even more so for a
Deep Learning approach, we require training data from which the model can learn.
As we will further see in this chapter, the quality of training data plays a very
significant role in the performance of the model(s). But first let’s talk about how
the training data is collected.

3.3 Dataset Generation

Any Deep Learning task requires a lot of data and this being a supervised learning
problem, we also require the data to be labelled accurately. In order to achieve
this, the strategy employed was to collect the data using analytical simulations
which allowed us to:

- have a faster collection time.

- label the ground truth accurately.

3.3.1 Simulation Environment

The setup involves an aluminium plate with dimensions of 1000 mm× 1000 mm

and a thickness of 3 mm. The actuation signal is a simple Gaussian modulated
sine wave with central frequency 250 KHz as is seen in Figure 3.1. This signal
is propagated through the aluminium plate and moreover in order to account for
the dispersive and multi-modal propagation behaviour of guided waves, a custom
ray-tracing algorithm (written in MATLAB) capable of handling this peculiar
pattern and also account for the edge physical interaction up to the 4th reflection
order, has been exploited for the purpose of signal generation. The propagated
signal received, simulates an AE signal that constitutes the training set and is
shown in Figure 3.2 along with it’s ToA. Each signal consists of 5000 samples
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acquired at a sampling frequency of 2 MHz. These quantities are compatible
with commercial off-the-shelf sensors for AE monitoring and were, for this reason,
chosen.

Figure 3.1: Actuation signal
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Figure 3.2: Simulated AE signal with it’s ToA

A sampling grid with transmitters (TXs) and receivers (RXs) placed at various
positions on the plate is created in order to collect signals with different arrival
times that occur due to the varied distances between each TX-RX pair. A total
of 40 TXs and 25 RXs are placed along the plate as shown in Figure 3.3. Lastly,
and more importantly, since the primary goal is to have a better and more robust
estimation of the arrival time in harsh environments where the presence of noise
is apparent when compared to the statistical methods, it is of utmost importance
that the training data consists of such noisy signals. Moreover, in order to have a
diverse and varied dataset, we iterate over signals with signal-to-noise ratios (SNRs)
starting from 1 to 30 dB in steps of 1 dB at a time. This when combined with the
various TX-RX pairs gives us a good range and number of signals as a primary
step for the training data.



20 CHAPTER 3. MACHINE LEARNING APPLIED TO SHM

Figure 3.3: Sampling grid of TXs and RXs

3.3.2 Labelling the data

For supervised learning to work, we need a labeled set of data that the model
can learn from to make correct decisions. Data labeling typically starts by asking
humans to make judgments about a given piece of unlabeled data. The machine
learning model uses human-provided labels to learn the underlying patterns in a
process called "model training." The result is a trained model that can be used to
make predictions on new data. [11]

In machine learning, a properly labeled dataset that we use as the objective
standard to train and assess a given model is often called “ground truth.” The
accuracy of the trained model will depend on the accuracy of our ground truth, so
spending the time and resources to ensure highly accurate data labeling is essential.
For this reason, the most robust and accurate way we could think of labelling
our data is by using Akaike Information Criterion (AIC) to estimate the ToA in
noise-free conditions, due to the proven high-quality estimates provided by this
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method in presence of clear changes in the signal statistics.
Thus before noise of a certain SNR is added to the signal during the process of

dataset generation, it’s ToA is estimated by AIC. We then proceed to add noise
to the signal and it is finally saved as part of the dataset. In this way we could
practically have the ground truth to be as accurate as possible due to the fact
being that it is estimated on the original noise-free signal by AIC.

3.3.3 Data augmentation

We now have our first training set as we have just seen. This comprises of simulated
AE signals with varying SNRs (from 1 to 30 dB) and different AE and sensor
positions (as seen in Figure 3.3). But what we noticed is that the different arrival
times of the signals are still not diverse enough to generalize the model for test
signals which will be later seen. This is true especially for signals with much
higher pre-trigger times and. The training set just doesn’t have signals with large
pre-trigger times at the moment and this leads to bad predictions for the test
signals with said higher pre-trigger times.

In order to account for this, we could either go back to the propagation algorithm
and try out different AE and sensor positions in a way to maximize the distance
between them in order to have signals with higher pre-trigger times but this would
still limit us with the pre-trigger time values we could have given the compact
geometry of the plate. Hence to overcome this what we proposed is to synthetically
add onto our existing data which is built using the current data itself. The procedure
to do this is laid out below:

1. Given a signal, estimate the variance of the part from the start of the signal
until it’s arrival time (label). This is done to avoid any local discontinuities
introduced in the signal if we simply perform a copy and paste of the samples
to increase the pre-trigger time of the signal.

2. Draw random samples from a normal (Gaussian) distribution with 0 mean
and variance equal to the one calculated in the step above.

3. Construct a new signal starting from the random samples which were drawn
and then append the remaining part with the original signal. And finally
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calculate the new label accordingly to the number of samples that were added.

4. In order to add further randomness, the number of random samples added
for each signal is also chosen randomly each time.

5. Repeat this procedure for every signal in the training set.

The end result of the procedure described above is shown in Figure 3.4. We see
that given an original signal, the resulting transformed signal is the same but with
an increased pre-trigger time. This gained us an advantage on two fronts:

- the training set now accounts for signals with a wide range of varied pre-trigger
times.

- we have just doubled the size of our training set which plays a vital role as
shall be seen later.
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Figure 3.4: Synthetically increasing the pre-trigger time of a signal





Chapter 4

Convolutional Neural Networks

4.1 What are CNNs?

Convolutional Neural Network (CNN) is a class of artificial neural networks which
can extract important and relevant information from raw data and retain it in
the form of weights and biases and then use them to make classification and/or
predictions on new data. This is performed through two stages, i.e., feature
extraction and classification, which are further described below: [12]

Feature Extraction Here the convolution operations take place with the specific
objective to extract all the important features from the inputs. Multiple
convolutional layers are stacked one after the other and this enables each layer
of the network to identify different properties of the input in a comprehensive
manner. For the sake of an example, the first stage captures the low-level
features, whereas the subsequent layers capture the high-level features. Con-
volutions are generally followed by pooling layers, that are responsible for
reducing the spatial size of the convoluted features as well as for reducing the
computational complexity of the involved operations and extracting dominant
features, which are rotational and positional invariant.

Classification This stage consists of fully connected dense layers that are used to
learn non-linear combinations of the high-level features from the output of
the previous stage and finally make predictions, i.e., estimating the ToA in
our case.
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Figure 4.1: Outline of a CNN [13]

Figure 4.2: CNN example [14]

CNNs offer state-of-the-art performance on image data used for classification
tasks. Since in our task we are dealing with one-dimensional AE signals, we can
utilize the same principles and advantages of CNN using 1D convolutional layers.
This is achieved by capturing the spatial and temporal dependencies in the input
through the application of relevant filters.
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4.2 CNN for estimating ToA

We stack five Conv1D + MaxPooling layers one after the other each with a kernel
size of 10 x 10 and kernel strides of 2 samples. The number of filters in each layer
increases step-by-step as can be seen in Figure 4.4: 50, 100, 150, 200, 250 have been
employed, respectively, as each of the five layers. A non-linear activation function,
Rectified Linear Unit (ReLU) is used at the output of each layer. We then add
a Global Average Pooling layer before the fully connected Dense layer with 1024
units and ReLU activation, followed by an output Dense layer with just 1 unit and
linear activation which finally gives us the ToA associated with the input signal.

A schematic of the 1D CNN model for retrieving the ToA is shown in Figure
4.3 and the layer sizes along with the number of parameters if the model is shown
in Figure 4.4. With the following two figures it is easy to understand the process of
how the CNN estimates the arrival time along with the dimensions of the model.
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Figure 4.3: 1D CNN schematic for retrieving the ToA
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Figure 4.4: Layers and dimensions of the CNN model for ToA estimation

The model performs at par with the statistical methods such as AIC under
noise-free conditions and the real edge it has over AIC is under the influence of
noise which is going to be present in real life scenarios. This is shown in Figure
4.5 in which CNN estimates the arrival time a lot more precisely when compared
to AIC. The complete results along with the laboratory tests conducted will be
discussed in the later chapters.
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Figure 4.5: Test signal with predicted ToAs by CNN and AIC along with the actual
ToA



Chapter 5

Capsule Neural Network

A Capsule Neural Network (CapsNet) is a machine learning system that is a type
of artificial neural network (ANN) that can be used to better model hierarchical
relationships. The approach is an attempt to more closely mimic biological neural
organization. The idea is to add structures called “capsules” to a convolutional
neural network (CNN), and to reuse output from several of those capsules to
form more stable (with respect to various perturbations) representations for higher
capsules. The output is a vector consisting of the probability of an observation,
and a pose for that observation.

5.1 Why do we need Capsule Networks?

Convolutional Neural Networks (CNNs) no doubt offer state-of-the-art performance
in Deep Learning problems involving detecting features from the input and per-
forming classification and/or making predictions. But they also have their limits
and some fundamental drawbacks in their architecture. Let us consider a simple
example: Imagine a face. What are it’s components? We have the oval face, two
eyes, a nose and a mouth. For a CNN, a mere presence of these objects can be a
very strong indicator to consider that there is a face in the image. Orientational
and relative spatial relationships between these components are not very important
to a CNN. This is depicted in Figure 5.1.
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Figure 5.1: To a CNN, both pictures are similar, since they both contain similar
elements.

We have seen how CNNs work in the previous chapter. The phenomenon
described above is due to the fact that CNNs loose valuable information such as
the pose (translational and rotational) relationship between the learned features.
This is a result of the pooling operation present in CNNs. Here is a direct quote
from Hinton, who is one of the creators of Deep Learning and has invented various
algorithms that are widely used today including Capsule Neural Networks, Hinton:
“The pooling operation used in convolutional neural networks is a big mistake and
the fact that it works so well is a disaster.”

In the process of max-pooling, lots of important information is lost because only
the most active neurons are chosen to be moved to the next layer. This operation is
the reason that valuable spatial information gets lost between the layers. To solve
this issue, Hinton proposed that we use a process called “routing-by-agreement”
[15]. This means that lower level features (fingers, eyes, mouth) will only get sent
to a higher level layer that matches its contents. If the features it contains resemble
that of an eye or a mouth, it will get to a “face” or if it contains fingers and a palm,
it will get send to “hand”.
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5.2 Understanding CapsNet

5.2.1 What is a capsule?

A capsule is a set of neurons that individually activate for various properties of a
type of object, such as position, size and hue. Formally, a capsule is a set of neurons
that collectively produce an activity vector with one element for each neuron to
hold that neuron’s instantiation value (e.g., hue). Artificial neurons traditionally
output a scalar, real-valued activation that loosely represents the probability of an
observation. CapsNets replace scalar-output feature detectors with vector-output
capsules and max-pooling with routing-by-agreement [15]. Because capsules are
independent, when multiple capsules agree, the probability of correct detection is
much higher.

5.2.2 Architecture of CapsNet on MNIST

A simple CapsNet architecture is shown in Figure 5.2. It is shallow with only two
convolutional layers and one fully connected layer.

Figure 5.2: CapsNet architecture on MNIST (as proposed in Hinton, 2017)

There are four main components that are present in CapsNet which are listed
below:

Matrix multiplication It is applied to the image that is given as input to the
network to convert it into vector values to understand the spatial relationship.
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Scalar weighting of the input It computes which higher-level capsule should
receive the current capsule output.

Dynamic routing algorithm It permits these different components to transfer
information amongst each other. Higher-level capsules get the input from the
lower level. It is an iterative process.

Squashing function It is the last component that condenses the information.
The squashing function takes all the information and converts it into a vector
that is less than or equal to 1 while also maintaining the direction of the
vector.

5.3 CapsNet for estimating ToA

Now that we have seen the basic principle and parts of Capsule Networks, we apply
it to our case - estimating the ToA. But before we proceed with that we need
to make some changes to our training data. As we have just seen, CapsNet in
the present stage, performs well on classification tasks. Whereas we have initially
used CNN as a regressor with the labels being ToA themselves. Hence we need to
transform the labels as well as the input to use them as a classification task.

5.3.1 Transforming the training data

The training data we currently have is for the model to predict a continuous value
(i.e. the ToA), making it a regression task. In order to turn it into a classification
task, we need to transform the data accordingly. This includes both the input AE
signals and the labels (which currently are ToAs).

• Input AE signals: For each signal, we only consider a small window of it
which is centered around it’s arrival time (label). The length of the window
is fixed to 500 samples (or 0.5 msec). And for each signal we also generate
an additional window of the same length comprising of random noise.

• Labels: The windows of the input signals are labeled as "1" and the noise
windows are labeled as "0".
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We now have the new transformed data consisting of valid AE event windows
with a label 1 and noise windows with a label 0 which CapsNet will learn to
distinguish between. The new training data is shown in Figure 5.3 below.

Figure 5.3: Train data for CapsNet showing the two classes
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5.3.2 Defining the model

We implemented a CapsNet model compatible for our particular case from the
official paper by Hinton, 2017. The key difference between the paper and our
implementation is that we have a 1D Convolution at every stage as opposed to the
2D Convolution for the MNIST data as is in the paper.

It consists of two ordinary Conv1D layers with 64 and 128 filters respectively
and a kernel size of 9 x 9 and kernel strides of 2 samples along with ReLU activation.
This constitutes the first layer of the model.

The second layer (PrimaryCap) is a convolutional capsule layer with 16 channels
of convolutional 8D capsules (i.e. each primary capsule contains 8 convolutional
units with a 9 × 9 kernel size and a stride of 3). One can see PrimaryCap as a
convolutional layer with the "squashing" function as its activation.

The final layer (DigitCaps) has one 8D capsule per digit class (i.e. 2 capsules
since we have 2 classes) and each of these capsules receives input from all the
capsules in the layer below. We have routing only between two consecutive capsule
layers (e.g. PrimaryCapsules and DigitCaps). Since conv2 output is 1D, there is no
orientation in its space to agree on. Therefore, no routing is used between conv2
and PrimaryCap. [15]

A simple plot of the architecture described above is shown in Figure 5.4.
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Figure 5.4: CapsNet model for estimating ToA
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5.3.3 Retrieving the ToA

As described earlier, unlike the CNN model, which is a regression task and hence
outputs the ToA directly given an input AE signal, what we have with CapsNet is
a classification task and hence the model was trained to distinguish between valid
AE events and background noise. More specifically, given an input window (similar
to the training data), CapsNet outputs a probability (from 0 to 1) for the window
where 1 being a valid AE event and 0 being noise.

Hence an additional post processing procedure is required that takes us from
CapsNet output of window probabilities to the arrival time associated with the
input AE signal. This procedure of retrieving the arrival time is laid out below:

1. First, the input AE signal is split into windows (of length 500, same as the
model was trained on) as this is what CapsNet expects at it’s input. The
most important part of this step is that the signal is split into overlapping
windows which strides by a small amount (10 samples) in order to have a
good and smooth output of probabilities for the input signal.

2. After the above step, we have our input ready to be given to the model which
outputs a number of probabilities for an input AE signal. This is equal to
the number of windows generated in step 1. An input AE signal along with
CapsNet output of probabilities for it is shown in Figure 5.5.

3. The final step is to estimate the arrival time from this list of probabilities.
There are quite a few ways to go about this including a custom logic function
which extracts the window that would most likely contain the arrival time
and finally the ToA equals the mid point of the chosen window, as ToA was
chosen to be in the middle of the window while training the model. However
it is extremely difficult to build a custom logic function for this purpose which
is able to generalize for all signals. The function would greatly depend on
the type of input signals. This leads to getting great results in certain cases
but equally bad results in other cases which is not acceptable. Thus in order
to obtain the best possible outcome for all cases, we train a small version of
our existing CNN model on the CapsNet output probabilities to estimate the
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arrival time from it which we already have as labels from the original CNN
training data.

Figure 5.5: An example of CapsNet input and output

5.3.4 A smaller version of the CNN model

We will train a smaller version of the existing CNN model which will be trained on
the output probabilities of CapsNet to estimate the final ToA associated with the
signal.
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The training set for the model is nothing but the output of CapsNet for the
original training data (from SNRs 1 to 30 dB) and the labels stay the same which
are the ToAs. We require a very small model to achieve this task and it is shown
in Figure 5.6. Compared to the original CNN model it is ∼ 10 times smaller.

Figure 5.6: A smaller version of the CNN model

This model performs relatively well for the task as we expected and the model’s
output on a sample test signal is shown in Figure 5.7.
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Figure 5.7: A sample output of the smaller CNN model

In this chapter, we have seen all about Capsule Neural Networks starting with
what they are, how they work and finally applying them to the task of estimating
the arrival time of an AE signal. And in the next chapters we shall see the results
and comparisons between the different models we have built to accomplish the
same task where we will talk about the pros and cons of each of them.

And we will also further include results from testing these models on real AE
signals acquired in the laboratory and also extend them to the topic of localization
which is one of the primary motivations for estimating the arrival time of acoustic
waves and being able to localize the source of excitation (i.e. a defect in the
structure) which is what’s otherwise known as Structural Health Monitoring.





Chapter 6

Results and Comparison

We have now seen different models and their approach to the task of estimating the
arrival time of AE signals. In this chapter, the results of the models are presented
on the test data (which was separated from the training set before the model
training begins) along with the results of AIC on the same data and we will do a
comparison of their performance discussing about the pros and cons of the neural
networks vs statistical methods.

6.1 Initial tests of CNN vs AIC

The very first set of tests were conducted to assess the performance of the CNN
model on the test set and comparing them to the performance of AIC. Recalling from
Chapter 3, the preliminary dataset we generated from the propagation algorithm
consists of 20,000 AE signals.

We split this into train and test sets of 80% and 20% respectively which gives us
18,000 signals for training the model and 2,000 test signals. The model is trained
for 20 epochs (i.e. the number of times the model sees and learns from the train
set). The results are as follows:
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Figure 6.1: CNN vs AIC relative error on initial test set

This shows us a good performance when compared to AIC whose error goes
very high for low SNR signals. And the quantity and quality of data played a very
important role: initially we collected 10,000 signals with various SNRs from low
to high (maximum of 30dB). The error of the model in this case was ∼ 20− 30%.
But upon doubling the dataset to 20,000 signals especially by including more lower
SNR signals, the improvement was quite remarkable as is seen in Figure 6.1 where
the average error by CNN is less than 3% compared to the 44% of AIC. And it
is clear from the plot that the errors by AIC are far more spread out compared to
CNN. This is due to the presence of very low SNR signals in the test set where the
performance of AIC drops whereas CNN stays considerably low. A more detailed
table where the errors for each SNR value will be shown later where it becomes
even more clear.
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Another important evaluation of the performance we felt was to estimate the
Gaussian distribution of the errors to better quantify the mean and standard
deviation of the errors by CNN and AIC. It can be seen from Figure 6.2 the
difference between the mean and standard deviation of errors by both methods.
AIC has a much higher mean error and also a large deviation as compared to CNN.
We can see a small peak of low AIC errors, this is due to the fact that the test
set contains signals of low and high SNR values and we already know that AIC
performs very well in noise free conditions. But the advantage of neural networks
is apparent for low SNR signals (i.e. noisy scenarios).

Figure 6.2: Gaussian distribution of CNN vs AIC relative errors

6.1.1 K-Fold Cross Validation

Evaluating a machine learning model can be quite tricky. Usually, we split the
dataset into training and testing sets and use the training set to train the model
and testing set to test the model. We then evaluate the model performance based
on an error metric to determine the accuracy of the model. This is what we have
seen until now. However, this method is not very robust as the accuracy obtained
for one test set can be quite different sometimes to the accuracy obtained for a
different test set. K-Fold Cross Validation (CV) provides a solution to this problem
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by dividing the data into folds and ensuring that each fold is used as a testing set
at some point.

K-Fold CV is where a given dataset is split into K number of sections/folds
where each fold is used as a testing set at some point. Here we consider the case of
5-Fold cross validation (K=5) to test the model. Hence the data set is split into
5 folds. In the first iteration, the first fold is used to test the model and the rest
are used to train the model. In the second iteration, the second fold is used as the
testing set while the rest serve as the training set. This process is repeated until
each of the 5 folds have been used as the testing set. In this way we can better
evaluate the model performance avoiding any bias while making the split into train
and test sets. The process of K-Fold CV is depicted in Figure 6.3.

Figure 6.3: 5-Fold Cross Validation

We perform K-Fold Cross Validation on both CNN and AIC which gives us a
better and more robust evaluation metric of the performance of both. The results
are displayed in Figure 6.4. We can finally conclude that the average errors after
testing on the entire dataset are about 2% for CNN and about 47% for AIC.
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Figure 6.4: K-Fold CV results of CNN vs AIC

6.2 Performance comparison : AIC vs CNN vs

CapsNet

In the last section we saw the results of preliminary tests done on CNN and AIC
and found that CNN was averagely performing about 20 times better than AIC
overall.

We will now more closely look at the performance of each of them on every
SNR value (i.e. from 1-30 dB) and we finally also include the results of CapsNet.
In this way we have a complete picture of the performance of all the three methods
at every SNR value. Tests were performed on two sets of data: the original signals
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and on signals with increased pre-trigger times. This is done in order to cover all
the possible real life scenarios and also to check if the methods show any difference
in their performance between the two cases.

In addition to the relative error, we add another metric which is the Root Mean
Squared Error (RMSE) in estimating the arrival time in order to better evaluate the
performances due to the fact that the RMSE is a measure of the actual divergence
with respect to the true values only whereas the relative error includes normalizing
the divergence with the true labels. And the value of the true labels will be higher
for increased pre-trigger signals which in turn reduced the relative error but the
RMSE stays independent of it which gives us a better idea of the divergence from
the true values.

6.2.1 Original signals dataset

Here, the relative errors and RMSE by the three methods on the original signals
for every SNR value are displayed in Table 6.1 and Table 6.2 respectively.

What can be noticed is that the errors by all three methods are fairly similar
around SNR=30 but a major difference is seen at low SNR values. The errors by
AIC keep increasing as we further reduce the SNR whereas CNN and CapsNet
increase by a very insignificant amount. The results by neural networks are a lot
more stable.
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SNR AIC CNN CapsNet
1 64.38% 2.03% 5.17%
2 63.48% 1.96% 4.32%
3 63.12% 1.93% 3.78%
4 62.45% 1.91% 3.45%
5 61.69% 1.94% 3.22%
6 61.18% 1.98% 3.12%
7 60.53% 2.01% 2.90%
8 59.41% 2.03% 2.81%
9 57.45% 2.03% 2.73%
10 55.24% 2.04% 2.75%
11 52.39% 2.06% 2.69%
12 48.54% 2.04% 2.63%
13 42.96% 2.05% 2.62%
14 37.02% 2.04% 2.64%
15 29.96% 2.05% 2.60%
16 24.14% 2.04% 2.64%
17 19.52% 2.05% 2.65%
20 12.00% 2.05% 2.63%
25 6.22% 2.04% 2.74%
30 3.75% 2.03% 2.77%

Table 6.1: Relative errors on original signals dataset
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SNR AIC CNN CapsNet
1 243.18 10.31 26.25
2 240.27 10.07 21.21
3 238.72 9.53 18.26
4 236.77 8.95 16.96
5 234.61 8.92 15.89
6 233.19 9.09 15.19
7 231.92 9.09 14.41
8 229.94 9.15 13.79
9 226.52 9.15 13.37
10 222.56 9.07 13.5
11 217.7 9.16 13.22
12 210.23 9.14 12.95
13 196.85 9.13 13.01
14 181.1 9.08 13.11
15 157.54 9.1 13.04
16 135.85 9.06 13.08
17 116.74 9.11 13.19
20 76.85 9.08 13.28
25 34.96 9.06 13.86
30 16.02 9.03 14.05

Table 6.2: RMSE on original signals dataset

6.2.2 Increased pre-trigger signals dataset

We now see the results of the same metrics (relative error and RMSE) on the
dataset of signals with their pre-trigger times increased. We can make two important
observations from the results that are displayed in Tables 6.3 and 6.4:

1. As stated earlier, we will see a reduction in the relative errors. This is because
of the way the metric is defined which normalizes the deviations with respect
to the true values and in this case of increased pre-trigger signals, the true
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values are greater compared to the original signals dataset. For this reason,
RMSE is introduced and it remains fairly similar under both cases for AIC.

2. The second important observation is that in this case CapsNet outperforms
CNN. The reason being that, CapsNet struggles a little for signals with low
arrival times due to the fact that while training CapsNet, the input comprised
of windows (of length 500 samples) and hence we don’t end up with a clear
probability curve at the output for signals with lower arrival times as the
curve has a very high probability value from the start itself.

SNR AIC CNN CapsNet
1 9.74% 3.99% 0.93%
2 9.69% 3.59% 0.78%
3 9.61% 3.66% 0.69%
4 9.56% 3.31% 0.64%
5 9.41% 3.54% 0.60%
6 9.32% 3.38% 0.55%
7 9.25% 3.34% 0.55%
8 9.12% 3.31% 0.57%
9 8.81% 3.34% 0.54%
10 8.47% 3.37% 0.55%
11 8.11% 3.12% 0.57%
12 7.43% 3.52% 0.56%
13 6.63% 2.96% 0.56%
14 5.53% 3.47% 0.57%
15 4.42% 3.30% 0.58%
16 3.44% 3.39% 0.57%
17 2.79% 3.21% 0.58%
20 1.69% 3.47% 0.58%
25 0.96% 3.25% 0.58%
30 0.60% 3.33% 0.63%

Table 6.3: Relative errors on increased pre-trigger signals dataset
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SNR AIC CNN CapsNet
1 243.18 179.87 29.33
2 240.27 165.96 23.78
3 238.72 170.53 21.46
4 236.77 158.95 19.77
5 234.61 167.17 18.25
6 233.19 158.63 17.17
7 231.92 158.29 16.97
8 229.94 158.64 17.61
9 226.52 159.95 16.71
10 222.56 162.33 16.6
11 217.7 154.71 17.66
12 210.23 170.15 17.42
13 196.85 148.28 17.09
14 181.1 163.86 17.45
15 157.54 163.58 17.93
16 135.85 162.78 17.46
17 116.74 157.92 17.69
20 76.85 163.67 17.51
25 34.96 159.31 17.89
30 16.02 160.23 18.85

Table 6.4: RMSE on increased pre-trigger signals dataset

We have seen that both the neural networks (CNN and CapsNet) outperform
statistical methods like AIC in noisy scenarios. But we were dealing with signals
from the synthetic dataset up until now. In the next chapter we are going to see
results of the three models on real signals that were collected in the laboratory.
This would be a real life test of the models in comparison to AIC.



Chapter 7

Laboratory Experiments

In this chapter, we will discuss about the experimental setup employed to generate
and collect AE signals and test the performance of all the three methods on
them. We also perform localization test using the difference time of arrival (dToA)
estimation.

7.1 Experimental Setup

An aluminium plate of dimensions 1000mm x 1000mm and a thickness of 3mm
was used as the medium of propagation similar to the one in the simulation
environment. Sensor Node (SN) system was used to collect the signals. It consists
of three channels that were placed on the plate. A total of nine excitation points
were setup on the plate. The signal parameters are: 1V p-p sinusoidal, 100KHz, 10
cycles and the experimental setup is depicted in Figure 7.1.

The positions of the three channels (in meters) are:

• ch1: (0.5, 0.95)

• ch2: (0.5, 0.5)

• ch3: (0.95, 0.5)

And the positions of the nine excitation points (in meters) are:

• Point 1: (0.4, 0.4)
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• Point 2: (0.55, 0.4)

• Point 3: (0.7, 0.4)

• Point 4: (0.4, 0.55)

• Point 5: (0.55, 0.55)

• Point 6: (0.7, 0.55)

• Point 7: (0.4, 0.7)

• Point 8: (0.55, 0.7)

• Point 9: (0.7, 0.7)

Figure 7.1: Experimental setup in SHM lab
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7.2 Describing the experiments

1. Localization experiment: We collected three sets of signals at each ex-
citation point. This gave us a total of 3 x 9(points) x 3(channels) = 81
signals.

Figure 7.2: A test signal from localization experiment

2. Drill experiment: Excitation point 5 at (0.55, 0.55) was fixed and a total
of 31 x 3(channels) = 93 signals were collected by changing their pre-trigger
times from 1000:50:2500 samples with the addition of an externally induced
noise source in the form of a power drill during the signal acquisition.
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Figure 7.3: A test signal from drill experiment

3. AWG noise experiment: For this experiment, all the details of the drill
experiment were kept the same but this time the noise source was replaced
with an arbitrary noise output from a second AWG with 5V p-p and its output
connected to the buzzer PZT disc placed on the upper right part of the sheet
(as can be seen in Figure 7.1). Similarly, as before 31 x 3(channels) = 93
signals were collected by changing their pre-trigger times from 1000:50:2500
samples.
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Figure 7.4: A test signal from AWG noise experiment

7.3 Initial Results

Recollecting from Chapter 3, in the section of data augmentation, it was mentioned
that adding signals with high pre-trigger times was very important, we will talk
about it now.

After having good results on the synthetic dataset, we proceeded to test the
CNN model on the experimental signals before augmenting the dataset by adding
signals with increased pre-trigger times. Upon looking at the results, they could be
classified into two buckets : a good result and a bad result. The good results were
for the signals with low arrival times and the bad results were for the signals with
higher arrival times. This is depicted in Figure 7.5 where we see two such instances
of a good and bad result.
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Figure 7.5: An example of a good result (above) vs a bad result (below)

It was clear now that we needed to include signals with higher arrival times to
the training set as the model initially could never predict such high arrival times
because it had never seen such kind of signals. After this addition, the model
was able to estimate higher arrival time signals and the results were improved
significantly as is shown in Figure 7.6.
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Figure 7.6: A good result for a signal with a higher arrival time

7.4 Difference Time of Arrival (dToA) tests

The primary purpose of this task of estimating the arrival times of AE signals is to
be able to localize the source (excitation point) of the acoustic waves which occurs
due to internal defects formed in the structure. For this purpose, we require to
calculate the difference time of arrival for the 3-sensor array system we have in
place. To be more specific, the two dToAs are defined as follows:

• dToA21: ToA of ch2 − ToA of ch1

• dToA31: ToA of ch3 − ToA of ch1

We estimate the two dToAs for each signal (consisting of 3 channels) acquired
for the drill and AWG noise experiments and compare it with the theoretical dToAs
which can be mathematically calculated as we know the distances between the 3
channels (sensors) and the location of the source (i.e. excitation point 5). And
we also know the group velocity of the signals which is 5371 meters/sec from the
dispersion curves on the aluminium plate.
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Drill experiment

The average error and standard deviation results in estimating the two difference
time of arrivals (dToA21 and dToA31) with respect to the theoretical values for the
drill experiment by CNN, CapsNet, AIC are shown in Figures 7.7 and 7.8 below.

Figure 7.7: Drill experiment: dToA error CNN vs AIC
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Figure 7.8: Drill experiment: dToA error CapsNet vs CNN vs AIC

AWG noise experiment

The same metrics are used to compare the performance of the three methods in
estimating the two dToAs for AWG noise experiment which are shown in Figures
7.9 and 7.10.



62 CHAPTER 7. LABORATORY EXPERIMENTS

Figure 7.9: AWG noise experiment: dToA error CNN vs AIC

Figure 7.10: AWG noise experiment: dToA error CapsNet vs CNN vs AIC
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It is quite clear from the results that the neural networks have more than an
order better performance in estimating the difference time of arrival when compared
to AIC. This applies to both the average error and standard deviation. And
comparing CNN and CapsNet, CapsNet performs better than CNN in this
line of testing.

The end results match the initial tests performed on the synthetic dataset that
the real advantage of the neural networks over statistical methods is under the
influence of noise where they outperform by a decent margin as is evident from
both the tests performed on the synthetic dataset and further extended to tests on
real signals collected in the laboratory is was seen in the last two chapters.

7.5 Influence of noise on AIC

To further demonstrate the above mentioned point, we can have a close look at the
performance of AIC under noise-free conditions vs noisy scenarios. In Figure 7.11,
we see the two cases for the same signal. One corresponds to AIC output on the
original signal (i.e. noise-free) and the other is the same signal passed to AIC after
adding synthetic noise to it.

Figure 7.11: Influence of noise on AIC
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It is quite evident from the AIC trend that in the noise-free case, there is a
very clear global minimum which is taken to be the arrival time. But when noise
is added, there is no clear global minimum in this case which leads to incorrect
estimation of the arrival time.



Conclusion

7.6 Thoughts and Findings

This thesis work dealt with building and testing Deep Learning models to estimate
the time of arrival of acoustic signals. After prototyping a few different models
while deciding which could be best suited for the particular task, we presented
two models based on Convolutional Neural Network (CNN) and Capsule Neural
Network (CapsNet).

As is the case with every Deep Learning task, what was realized that data plays
a very important role in the performance of the models. Not just the quantity of
data but also the quality of data collected. The initial results presented showed
that the error in estimating ToA was significantly reduced after training the models
on a diverse set of data and by also increasing the amount to double the initial set.
After the preliminary testing phase and making necessary changes to the dataset,
we start to see good results.

It is a known fact that statistical methods like AIC have shown great results in
estimating the arrival times of signals when there is a clear change in the signal
statistics i.e. in the absence of noise. But these methods are prone to the addition
of noise. The error in this case by AIC was found to be increased by more than an
order of magnitude by reducing the SNR of the signals while CNN and CapsNet
show similar performance with only a slight increase in their errors for
the same low SNR signals.

The experiments conducted in the lab to acquire real signals for the models to
test on showed a similar result. AIC proved to be very sensitive to a slight presence
of noise which leads to incorrect estimation of ToA. While CNN and CapsNet not
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only have their average errors much lower than AIC but they also have much stable
performance as was measured by the standard deviation of the errors.

But as the saying goes: "There is no such thing as a free lunch", this improve-
ment in accuracy and robustness as compared to statistical methods also comes
with it’s drawbacks. These particularly deal with the huge memory requirements
and computation power needed to deploy and make predictions using these models.
This makes it a very difficult task to be able to deploy such models on embedded
systems with extremely limited memories for instant and on device data processing
without the need of sending the data over cloud services to a central computing
station.

7.7 Future work

Given that these models have good results on the tests presented in this work and
the fact that they require huge memory to deploy and make predictions, the areas
to further work on could be the following:

1. Optimizing the models: Reducing the number of parameters and the
subsequent size of the models with a slight decrease in performance could be
effort worthy. There is a definitive trade-off between performance vs efficiency.
It could vary depending on particular tasks and needs. And apart from this,
further optimizations are possible through post-training quantization of the
models that can reduce model size while also improving CPU and hardware
accelerator latency, with little degradation in model accuracy.

2. Improving the dataset: The dataset can be further improved by collecting
and adding more signals that could cover more scenarios of acoustic emissions.
The dataset generated as part of this work, certainly does not cover every
imaginable scenario. As we have already seen the improvement in model
performance by increasing the dataset, this process can further go on and
the results do indicate that time and effort spent on this is certainly worthy.
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