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Chapter 1

Introduction

The aim of this thesis is to study the following convection di�usion dila-
tion/erosion equation in a Lie group:{

∂W
∂t (p, t) = −cW (p, t)− (−∆G1)αW (p, t)± ‖ ∇G2W (p, t) ‖2αG2 for p ∈ G/H, t ≥ 0

W (p, 0) = U(p) for p ∈ G/H.
(1.1)

This equation has been introduced by R.Duits,B.Smets, E.Bekkers and J.Portegies
in [1] in order to solve image processing problems through PDE-based Group
Equivariant Convolutional Neural Networks.

In chapter 2 we recall notions of sub-Riemannian theory. In particular,
we prove the connectivity property which allow us to de�ne a distance if the
Hörmander condition is satis�ed. We then suppose the Hörmander condition
is satis�ed and we de�ne the notion of sub-Riemannian Laplacian operator
and sub-Riemannian heat operator; with this hypothesis these operators turn
out to be subelliptic.

In chapter 3 we consider equation (1.1) introduced by R.Duits,B.Smets,
E.Bekkers and J.Portegies in [1] in order to solve image processing problems.
In particular, since this equation is de�ned on a homogeneous space we recall
notions on groups and homogeneous spaces. We then analyze each part of
the equation separately; the convection part of the PDE is solved by a trans-
lation of the initial condition. Instead, the solution of the fractional di�usion
PDE is written as a linear convolution of the fractional di�usion kernel with
the initial condition. We then analyze the dilation/erosion part of the PDE:
the solution is written as a morphological convolution of the dilation/erosion
kernel with the initial condition. In order to implement these equations and
apply them in image processing, it will be necessary to provide explicitly
expressions of these kernels. First we propose to make the approximation of
the fractional di�usion kernel through the parametrix method.
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In chapter (4) we analyze the parametrix method for operators de�ned on
Rn. First of all we recall the notion and the properties of the foundamental
solution of a parabolic operator with constant coe�cients. We then consider
a parabolic operator with Hölder-continuous coe�cients, whose foundamen-
tal solution is found using the parametrix method. In particular, we write
the foundamental solution as a convolution of a convergent series with the
foundamental solution of the operator with constant coe�cients.

In chapter (5) we extend the parametrix method for operators de�ned on
a Lie group where equation (1.1) is de�ned. We will approximate the founda-
mental solution of a parabolic operator on this group with the foundamental
solution de�ned on a homogeneous Carnot group, always with the parametrix
method. As a result the foundamental solution will be expressed as a convo-
lution of a convergent series whose terms are iteration of the foundamental
solution of the parabolic operator de�ned on a Carnot group.

In chapter (6) we consider equation (1.1) in order to do approximations of
the kernels found in chapter (3). The approximate fractional di�usion kernel
for α = 1 is found through the parametrix method. For a generic value of
α we then consider a key relation between the α−kernels and the Laplacian
kernel. For the dilation/erosion equation we �rst prove a foundamental rela-
tion between the dilation/erosion kernel and the fractional di�usion kernel:
in order to do that we need to introduce the notion of Cramér-Fourier trans-
form. We then �nd the approximate dilation/erosion kernel starting from
the fractional di�usion kernel.

In chapter (7) we consider a possible application to image processing
problems of the equation discussed within the thesis. In particular we de-
scribe the PDE-based Group Equivariant Convolutional Neural Network de-
�ned by R.Duits,B.Smets, E.Bekkers and J.Portegies in [1].
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Chapter 2

Sub-riemannian manifolds

The aim of this chapter is to describe the roto-translation group SE(2) with
a sub-Riemannian metric on it and to clarify the role in image processing
and in modelling the visual cortex.

The chapter is organized as follows: in the �rst section we give the main
de�nitions on Lie groups. These notions will serve us in the second section,
where we will give the de�nition of sub-Riemannian manifold and we will
prove the Hörmander theorem. Finally, in the third section we will explain
the model of the visual cortex as the SE(2) group.

2.1 The notion of Lie Group

In this �rst section we give some basic de�nitions on Lie groups. These are
well known notions of Lie group theory, that can be found for example in
[12].

De�nition 2.1.1. An internal operation · on a set G is a function which
associates to each couple of elements (a, b) of G another element denoted as
a · b of G. This condition is also called closure: for all a, b ∈ G, a · b ∈ G.
To qualify the set as a group, the operation must satisfy three requirements
known as the group axioms:

� Associativity. For all a, b, c ∈ G, (a · b) · c = a · (b · c).

� Identity element. There exists an element e ∈ G, such that for all
a ∈ G, e · a = a · e = a.

� Inverse element. For all a ∈ G, there exists an element a−1 ∈ G such
that a · a−1 = a−1 · a = e, where e is the identity element.

If G is a group and ∀a, b ∈ G, a · b = b · a, then G is called an Abelian
or commutative group. A subgroup is a subset G′ of G satisfying the group
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axioms.

The distinguishing feature of a Lie group is that it also carries the struc-
ture of a smooth manifold, so that the group operation is continuous.

De�nition 2.1.2. A Lie group is a group which also carries the structure
of a manifold in such a way that both the group operation

m : G×G→ G, m(g, h) = g · h, g, h ∈ G (2.1)

and the inversion
i : G→ G i(g) = g−1 g ∈ G (2.2)

are smooth maps between manifolds.

Examples of Lie groups are:

� The Euclidean space Rn, with the usual sum as group law

� The circle S1 of angles mod 2π, with the standard sum of angles

De�nition 2.1.3. Let C be a smooth curve on a manifoldM, parametrized
by γ : I → M, where I is an interval of R. In local coordinates x =
(x1, ..., xn), C is given by n smooth functions γ(s) = (γ1(s), ..., γn(s)) of the
real variable s. At each point x = γ(s) of C, the curve has a tangent vector

X |x= γ′(s) = γ′1(s)
∂

∂x1
+ ...+ γ′n(s)

∂

∂xn
. (2.3)

By this de�nition it becomes clear that tangent vectors can be identi�ed
with directional derivatives in the direction:

~X |x= (γ′1, ..., γ
′
n)

In particular if we apply the tangent vector X to a smooth function
f :M→ R we obtain:

Xf = 〈 ~X,∇f〉

Within the thesis we will then identify di�erential operators and vectors, we
will see this fact in details in the next section.

De�nition 2.1.4. The collection of all possible tangent vectors to all pos-
sible tangent curves passing through a point x ∈ M is called the tangent
space toM at x, and is denoted as TM |x.

De�nition 2.1.5. An integral curve of a vector �eld ~X is a smooth parametrized
curve x = γ(s) whose tangent vector at any point coincides with the value
of ~X at the same points for all s:

γ′(s) = ~X |γ(s)
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An integral curve is called maximal integral curve if it is not contained
in a longer integral curve.

De�nition 2.1.6. For two di�erential operators X and Y , their Lie bracket
(or commutator) is de�ned by their actions on functions f :M→ R:

[X,Y ]f = X(Y f)− Y (Xf). (2.4)

Note that the Lie Bracket is a measurement of the non-commutativity of
the operators: it is de�ned as the di�erence of applying �rst Y and then X
and vice versa. In particular [X,Y ] is identically 0 if X and Y commute.

De�nition 2.1.7. Let G be a Lie group. For any element g ∈ G, we de�ne
the left-multiplication (or left-translation) Lg : G→ G by:

Lg(h) = g · h, ∀h ∈ G (2.5)

where · denotes the group operation in G

De�nition 2.1.8. An operator X on G is called left-invariant if:

X(f ◦ Lg) = (Xf) ◦ Lg, ∀g ∈ G (2.6)

De�nition 2.1.9. The Lie algebra of a Lie group G is the vector space of
all left-invariant vector �elds on G

Intuitively the Lie algebra associated to a Lie group encodes its di�eren-
tial structure, and it is identi�ed as the tangent space at the origin.

2.2 Hörmander vector �elds and sub-Riemannian
manifolds

In this section we will prove the connectivity property, which states that, if
X1, ..., Xm are Hörmander vector �elds de�ned on a manifold M, then every
couple of points can be connected with an admissible integral curve. The
proof follows the approach of [18]. This theorem will permit us to de�ne a
distance on a sub-Riemannian manifold. Before stating the theorem we need
to give some basic de�nitions on sub-Riemannian theory.

De�nition 2.2.1. A Riemannian metric on a di�erentiable manifold M
is given by a scalar product on each tangent space TpM which depends
smoothly on the base point p. A Riemannian manifold is a di�erentiable
manifold, equipped with a Riemannian metric.

Example 2.2.2. In order to understand the concept of a Riemannian metric,
we again need to study local coordinate representations and the transforma-

tion behavior of these expressions.
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Thus, let x = (x1, ..., xd) be local coordinates. In these coordinates, a metric

is represented by a positive de�nite, symmetric matrix (gij(x))i,j=1,...,d where

the coe�cients depend smoothly on x.
The product of two tangent vectors v, w ∈ TpM with coordinate representa-

tions (v1, ..., vd) and (w1, ..., wd) is

〈v, w〉g = gij(x(p))viwj (2.7)

and

‖v‖g(x) =
√
〈v, v〉g (2.8)

De�nition 2.2.3. Let M be a Riemannian manifold equipped with a Rie-
mannian metric g. Let [a, b] be a closed interval in R, γ : [a, b]→ R a curve
of class C1.The length of γ then is de�ned as

L(γ) =

∫ b

a
‖γ′(t)‖g(γ(t)) (2.9)

De�nition 2.2.4. On a connected and di�erentiable manifold the distance
between two points p, q ∈M can be de�ned as:

d(p, q) = inf{L(γ) : γ : [a, b]→M piecewise smooth curve with γ(a) = p, γ(b) = q}
(2.10)

Note that M is connected, hence d(p, q) <∞ ∀p, q ∈M .

We call vector �eld a map X : Ω → ∪pTp such that X |p∈ TpM for all
p ∈ M . In the sequel we will always identify vector �elds and di�erential
operators as follows. LetX = (a1, ..., an) be a vector �eld of class C∞(Ω,Rn),
Ω ⊆ Rn.
If X is a smooth �rst order di�erential operator, X =

∑n
i=1 ai∂i and I is the

identity map I(ξ) = ξ, then it is possible to represent the vector �eld with
the same components as the di�erential operator X in the form

XI(ξ) = (a1, ..., an) (2.11)

De�nition 2.2.5. Let M be a di�erentiable manifold. We call distribution
∆ a set (∆p)p∈M such that ∀p ∆p is a subspace of TpM .

Notice that the de�nition of distribution implies that ∆ is subbundle of
the tangent bundle. If (X1, ..., Xn) are di�erential operators then
∀p ∈M ∆p = 〈X1I |p, ..., XnI |p〉 de�ne the distribution ∆ = (∆p)p∈M .
Note that TpM has the same dimension ∀p ∈ M while ∆p and ∆q, with
p, q ∈M p 6= q have not necessarily the same dimension.
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De�nition 2.2.6. Let M be a connected and di�erentiable manifold, ∆ a
distribution ∆ ⊆ TM and g a metric de�ned on ∆. Then (M, g,∆) is called
sub-Riemannian manifold.

The problem now is how to de�ne the length of a curve de�ned on a
sub-Riemannian manifold. We then have to distinguish between admissible
and non admissible curves.

De�nition 2.2.7. Let γ : [a, b] → M be a smooth curve. Then γ is called
an admissible curve if ∀t ∈ [a, b] it holds γ′(t) ∈ ∆γ(t).

De�nition 2.2.8. Let γ : [a, b]→M be an admissible curve. We call

l(γ) =

∫ b

a
‖ γ′(t) ‖g(γ(t))

the length of γ

Notice that γ′(t) ∈ ∆γ(t) then it follows from the de�nition of sub-
Riemannian manifold that ‖ γ′(t) ‖g(γ(t)) exists. The di�erence with Rie-
mannian manifolds is that on a sub-Riemannian manifold it is not always
true that any couple of points can be connected. Hence, the distance can be
de�ned as follows

De�nition 2.2.9. Let (M,∆, g) be a sub-Riemannian manifold and let
x, y ∈ M . If it exists at least one admissible curve that connects x and
y we call

d(x, y) = inf{l(γ) : γ : [a, b]→M is admissible, γ(a) = x, γ(b) = y} (2.12)

the distance between x and y. If it doesn't exist any admissible curve that
connects x and y we set

d(x, y) = +∞

Remark 2.2.10. If we have X =
∑n

i=0 ai∂xi, Y =
∑n

j=0 bj∂xj and f ∈
C∞c (Rn) then the explicit computation of the commutator is:

[X,Y ]f = (XY − Y X)f =
n∑

i,j=0

ai∂xi(bj∂xjf)−
n∑

i,j=0

bj∂xj (ai∂xif) =

=
n∑

i,j=0

ai∂xibj∂xjf +
n∑

i,j=0

aibj∂
2
xi,xjf −

n∑
i,j=0

bj∂xjai∂xif −
n∑

i,j=0

bjai∂
2
xi,xjf =

=

n∑
j=0

(

n∑
i=0

ai∂xibj)∂xjf −
n∑
i=0

(

n∑
j=0

bj∂xjai)∂xif =

=

n∑
j=0

(Xbj∂xjf − Y aj∂xjf)

(2.13)

Note that [X,Y ] is a �rst order di�erential operator.
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De�nition 2.2.11. If X1, X2, ..., Xm are di�erential operators we call Lie
algebra generated by X1, ..., Xm and denote it as

L(X1, ..., Xm) (2.14)

the linear span of the operators X1, ..., Xm and their commutators of any
order.
We will say that the vectors

X1, ..., Xm have degree 1, deg(Xi) = 1 (2.15)

∀i, j ≤ m : [Xi, Xj ] have degree 2, deg([Xi, Xj ]) = 2 (2.16)

and de�ne in an analogous way higher order commutators.

Example 2.2.12. In general the degree is not unique. Indeed, if we consider

the vector �elds in R2 × S1

X1 = cos(θ)∂1 + sin(θ)∂2 X2 = ∂θ (2.17)

the vector X1 has degree 1, but it also has degree 3, since in this speci�c

example X1 = −[X2, [X2, X1]].

If the degree is not unique, we call degree of a vector �eld the minimum
degree.

In the sequel we will consider the Lie group M = Rn. Since m < n,
in general L(X1, ..., Xm) will not coincide with the tangent bundle. If these
two spaces coincide, we will say that the Hörmander condition is satis�ed.

De�nition 2.2.13. Let Ω ⊂ Rn be an open set, and let (Xj)j=1,...,m be a
family of smooth vector �elds de�ned on Ω. If ∀ξ ∈ Rn the condition

rank(L(X1, ..., Xm))(ξ) = n, (2.18)

is satis�ed, we say that the vector �elds (Xj)j=1,...,m satisfy the Hörmander
rank condition

If this condition is satis�ed, at every point ξ we can �nd a number s such
that (Xj)j=1,...,m and their commutators of degree smaller or equal to s span
the space at ξ. At every point we can select a basis {Xj : j = 1, ..., n} of the
space made out of commutators of the vector �elds {Xj : j = 1, ...,m}. In
general the choice of the basis will not be unique, but we will choice a basis
such that for every point

Q =

n∑
j=1

deg(Xj) (2.19)

is minima. The value of Q is called local homogeneous dimension of the
space.
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Example 2.2.14. Consider X1, ..., Xm vector �elds de�ned on Rn.The sim-
pliest example of family of vector �elds is the Euclidean one.In this case,

if m = n, then the Hörmander condition is satis�ed while it is violated if

m < n.

Example 2.2.15. We denote by ξ = (x1, x2, θ) a point in R2 × S1. Using

the notation of (2.17) X1, X2 are the generators of the Lie algebra.In fact

their commutator is

X3 = [X2, X1] = −sin(θ)∂1 + cos(θ)∂2 (2.20)

and X1, X2, X3 are linearly indipendent and generate R2 × S1.

The lemmas that follow will allow us to prove the connectivity property.
First of all we need to de�ne what is an integral curve.

De�nition 2.2.16. If X is a smooth �rst order di�erential operator, we call
integral curve of the vector �eld XI starting at ξ0 a curve γ such that{

γ′(t) = (XI)(γ(t))
γ(0) = ξ0

The curve will also be denote by γ(t) = exp(tX)(ξ0)

Lemma 2.2.17. Let X be of class C∞ and f of class C1. If γ(t) =
exp(tX)(ξ0), then ∃(f ◦ γ)′(t) = (Xf)(γ(t))

Proof : If X =
∑n

i=1 ai∂i then

d

dt
(f◦γ)(t) = 〈∇f(γ(t)), γ′(t)〉 = 〈∇f(γ(t)), XI(γ(t))〉 =

n∑
i=0

ai∂if(γ(t)) = Xf(γ(t)).

(2.21)

Lemma 2.2.18. Let X be of class C∞, then

exp(tX)(ξ) = ξ + t(XI)(ξ) +
t2

2
X2I(ξ) + o(t2) t→ 0 (2.22)

In general we have:

exp(tX)(ξ) = ξ + t(XI)(ξ) +
t2

2
X2I(ξ) + ...+

th

h!
XhI(ξ) + o(th) (2.23)

Proof : We have γ(t) = exp(tX)(ξ), then γ(0) = ξ.
γ′(t) = (XI)(γ(t)), then γ′(0) = (XI)(ξ).
γ′′(t) = d

dt(XI ◦ γ)(t) = X2I(γ(t)), then γ′′(0) = X2I(γ(0)) = X2I(ξ).

11



γh(t) = (XhI)(γ(t)), then γh(0) = XhI(ξ).
The Taylor expansion ensures that

γ(t) = γ(0) + tγ′(0) +
t2

2
γ′′(0) + o(t2) t→ 0 (2.24)

Hence

exp(tX)(ξ) = ξ + t(XI)(ξ) +
t2

2
(X2I)(ξ) + o(t2) t→ 0 (2.25)

De�nition 2.2.19. Let X be a �rst order di�erential operator. We call
Lie derivative of f in the direction of the vector X on the tangent space to
Rn at a point ξ the derivative with respect to t in t = 0 of the function
f ◦ exp(tX)(ξ).

Lemma 2.2.20. Let f be of class Ck and X of class C∞, then

f(exp(tX)(ξ)) = f(ξ) + t(Xf)(ξ) + ...+
tk

k!
Xkf(ξ) + o(tk) (2.26)

Proof : We prove the thesis for k = 2, the proof for k > 2 is analogous.
γ(t) = exp(tX)(ξ). We have: (f ◦ γ)(0) = f(γ(0)) = f(ξ), (f ◦ γ)′(t) =
Xf(γ(t))⇒ (f ◦ γ)′(0) = (Xf)(ξ).
(f ◦ γ)′′(t) = (Xf ◦ γ)′(t) = (X2f)(γ(t))⇒ (f ◦ γ)′′(0) = (X2f)(ξ).
If f is of class Ch then (f ◦ γ)h(0) = (Xhf)(ξ).
If f is of class C2 and we consider the second order Taylor expansion:

(f ◦ γ)(t) = (f ◦ γ)(0) + t(f ◦ γ)′(0) +
t2

2
(f ◦ γ)′′(0) + o(t2) (2.27)

Hence:

f(exp(tX)(ξ)) = f(ξ) + t(Xf)(ξ) +
t2

2
X2f(ξ) + o(t2) (2.28)

Theorem 2.2.21. Let X,Y be of class C2,then:

exp(−tY )exp(−tX)exp(tY )exp(tX)(ξ) = ξ + t2[X,Y ] + o(t2) (2.29)

Proof : exp(tX)(ξ) = ξ + t(XI)(ξ) + t2

2 X
2I(ξ) + o(t2).

Pose η = exp(tX)(ξ). First of all, we compute:

exp(tY )(exp(tX)(ξ)) = exp(tY )(η) = η + tY I(η) +
t2

2
Y 2I(η) + o(t2) =

=ξ + tXI(ξ) +
t2

2
X2I(ξ) + o(t2) + tY I(exp(tX)(ξ)) +

t2

2
Y 2I(exp(tX)(ξ)) + o(t2) =

=ξ + tXI(ξ) +
t2

2
X2I(ξ) + o(t2) + t(Y I(ξ) + tXY I(ξ) + o(t)) +

t2

2
Y 2I(exp(tX)(ξ)) + o(t2)

(2.30)
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Note that

t2

2
Y 2I(exp(tX)(ξ)) =

t2

2
Y 2I(ξ + o(1)) =

t2

2
Y 2I(ξ)

Hence

exp(tY )(exp(tX)(ξ)) = ξ+t(X+Y )I(ξ)+t2(
X2

2
I(ξ)+XY I(ξ)+

Y 2

2
I(ξ))+o(t2)

(2.31)
In particular

exp(tY )(exp(tX)(ξ)) = ξ + t(X + Y )I(ξ) + o(t) = exp(t(X + Y ))(ξ) + o(t)

Pose ν = epx(tY )exp(tX)(ξ).Now we compute:

exp(−tX)exp(tY )exp(tX)(ξ) = exp(−tX)(ν) = ν − tXI(ν) +
t2

2
X2I(ν) + o(t2) =

=ξ + tXI(ξ) + tY I(ξ) +
t2

2
X2I(ξ) + t2XY I(ξ) +

t2

2
Y 2I(ξ) + o(t2)− tXI(exp(t(X + Y )(ξ))+

o(t)) +
t2

2
X2I(ξ + o(1)) =

=ξ + tXI(ξ) + tY I(ξ) +
t2

2
X2I(ξ) + t2XY I(ξ) +

t2

2
Y 2I(ξ)− t(XI(ξ) + t(X + Y )XI(ξ)+

+o(t)) +
t2

2
X2I(ξ) + o(t2) =

=ξ + tY I(ξ) +
t2

2
X2I(ξ) + t2XY I(ξ) +

t2

2
Y 2I(ξ)− t2X2I(ξ)− t2Y XI(ξ) +

t2

2
X2I(ξ) + o(t2) =

=ξ + tY I(ξ) + t2[X,Y ]I(ξ) +
t2

2
Y 2I(ξ) + o(t2)

(2.32)

In particular

exp(−tX)exp(tY )exp(tX) = ξ + tY I(ξ) + o(t)

Finally, we compute:

exp(−tY )exp(−tX)exp(tY )exp(tX) = exp(−tY )(η) = η − tY I(η) +
t2

2
Y 2I(ξ) + o(t2) =

=ξ + tY I(ξ) + t2[X,Y ]I(ξ) +
t2

2
Y 2I(ξ) + o(t2)− tY I(exp(tY )(ξ) + o(t)) +

t2

2
Y 2I(ξ) + o(t2) =

=ξ + tY I(ξ) + t2[X,Y ]I(ξ) +
t2

2
Y 2I(ξ) + o(t2)− tY I(ξ)− t2Y 2I(ξ) +

t2

2
Y 2I(ξ) + o(t2) =

=ξ + t2[X,Y ]I(ξ) + o(t2)

(2.33)
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We �rst observe that

exp(−tY )exp(−t2[X,Y ])exp(tY )exp(t2[X,Y ]) = ξ + t3[[X,Y ], Y ] + o(t3)
(2.34)

exp(−t2[X,Y ]) is obtained composing exp(tX) and exp(tY ). Then, we can
conclude that, composing together exp(tX) and exp(tY ) we can �nd incre-
ments in the direction of the commutators of any degree.

De�nition 2.2.22. If deg(X) = 1, we de�ne

CX(t) = exp(tX)(ξ) =

{
C ′X(0) = (XI)(ξ)
CX(0) = ξ

Note that, if we de�ne

C[X,Y ](t) = exp(−tY )exp(−tX)exp(tY )exp(tX)(ξ) = ξ+ t2[X,Y ](ξ) + o(t2)

then C ′[X,Y ](t) = 0 when t = 0.
Hence, in order to mantain the homogeneity, we have to give a di�erent

de�nition of integral curves for di�erential operators of degree higher than
1. We start by giving this de�nition for vector �elds of degree 2 and then
generalize it.

De�nition 2.2.23. If X is of class C∞ and deg(X) = 2, X = [X1, X2], we
de�ne:

CX(t) =

{
CX2(−

√
|t|)CX1(−

√
|t|)CX2(

√
|t|)CX1(

√
|t|)(ξ) if t > 0

CX2(−
√
|t|)C−X1(−

√
|t|)CX2(

√
|t|)C−X1(

√
|t|)(ξ) if t < 0

Theorem 2.2.24. CX(0) = ξ and C ′X(0) = XI(ξ)

Proof:

CX(t) =

{
CX2(−

√
|t|)CX1(−

√
|t|)CX2(

√
|t|)CX1(

√
|t|)(ξ) if t > 0

CX2(−
√
|t|)C−X1(−

√
|t|)CX2(

√
|t|)C−X1(

√
|t|)(ξ) if t < 0

=

=

{
ξ + |t| [X1, X2]I(ξ) + o(t) if t > 0
ξ − |t| [X1, X2]I(ξ) + o(t) if t < 0

= ξ + t[X1, X2]I(ξ) + o(t)⇒

⇒
{
C ′X(0) = [X1, X2]I(ξ) = XI(ξ)
CX(0) = ξ

De�nition 2.2.25. If deg(X) = j and X = [X1, X2] with deg(X1) = 1 and
deg(X2) = j − 1, we de�ne:

CX(t)(ξ) =

{
CX2(− |t|1/j)CX1(− |t|1/j)CX2(|t|1/j)CX1(|t|1/j)(ξ) if t > 0

CX2(− |t|1/j)C−X1(− |t|1/j)CX2(|t|1/j)C−X1(|t|1/j)(ξ) if t < 0

Hence: {
C ′X(0) = (XI)(ξ)
CX(0) = ξ
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As we have said before, the span of a family of Hörmander vector �elds
generate the manifold M. Then it is a basis of the space: the following
de�nition gives a particular way to construct this basis.

De�nition 2.2.26. Let X1, ..., Xm be Hörmander vector �elds. Then we
can use them to de�ne a basis. Consider X1, ..., Xm vector �elds of degree
1 and complete them with a basis of ∆(2) = span{X1, ..., Xm, [Xi, Xj ] :
i, j = 1, ...,m} of degree 2. Repeat the same procedure with vector �elds of
increasing degree. At the end in a �nite number of iterations we will obtain
a basis:

X1, ..., Xm︸ ︷︷ ︸
Degree 1

, Xm+1, ..., Xdim(∆(2))︸ ︷︷ ︸
Degree 2

, ..., Xdim(∆(k))︸ ︷︷ ︸
Degree k

(2.35)

This is called an adapted basis.

De�nition 2.2.27. Consider γ a curve de�ned on the subriemannian man-
ifold (M,∆, g). We call γ an admissible curve if and only if γ is an integral
curve of a vector �eld of degree 1.

We now want to prove that, ifX1, ...Xm are Hörmander vector �elds, then
it is possible to connect every two points in the subriemannian manifold with
admissible integral curves. First of all we have to prove the following lemma

Lemma 2.2.28. Let (M,∆, g) be a sub-Riemannian manifold and letX1, ..., Xn

be an adapted basis. If s ∈ Rn, ξ ∈M consider

Ĉ(s)(ξ) = CX1(s1)CX2(s2)...CXn(sn)

, where s = (s1, ..., sm).
Then Ĉ is a local di�eomorphism around the point s = 0.

Proof : Consider ∂Ĉ
∂sj

(0). Let j be �xed, then

Ĉ(0, ..., sj , ..0)(ξ) = CXj (sj)(ξ)

If we now consider the derivative with respect to sj we obtain:

∂Ĉ

∂sj
(0)(ξ) =

d

dsj
CXj (0)(ξ) = XjI(ξ)

Then the Jacobian matrix of Ĉ in s = 0 is

JĈ(0)(ξ) = (X1I(ξ), ..., XnI(ξ))

where X1, ..., Xn is a basis. This implies that det(JĈ(0)(ξ)) 6= 0, then Ĉ is
a local di�eomorphism around 0. This completes the proof.
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The previous lemma implies that it exists a neighborhood U of 0 and a
neighborhood V of ξ such that

∀η ∈ V,∃!s ∈ U : η = Ĉ(s) (2.36)

This means that it exists an admissible integral curve which connects ξ and η.

We can now prove the following connectivity property

Theorem 2.2.29. Let (M,∆, g) be a connected sub-Riemannian manifold

whose basis satis�es the Hörmander condition. Then ∀ξ, ξ0 ∈M it exists an

admissible integral curve on M which connects ξ and ξ0.

Proof : Let ξ0 be �xed and consider:

A = {ξ : ∃γ admissible integral curve of extremes ξ, ξ0} (2.37)

We want to prove that A is an open and a closed subset of M . This fact will
imply, thanks to tha fact that M is connected ,that A = M .
First of all we verify that A is an open subset of M . Consider ξ ∈ A, then
(2.36) implies that it exists a neighborhood U of 0 and a neighborhood V
of ξ such that for every η ∈ V , η = Ĉ(s)(ξ), s ∈ U . This means it exists an
admissible integral curve γη which connects η and ξ.
Notice that we have chosen ξ ∈ A, then it exists an admissible integral curve
γ which connects ξ and ξ0. If we compose together γ and γη we obtain an
admissible integral curve which connects η and ξ0, then η ∈ A.
We have then proved that ∀ξ ∈ A,∃V neighborhood of ξ such that V ⊆ A.
Then A is an open subset of M .
Let's now prove that A is a closed subset of M .
Let (ξn) be a sequence in A such that ξn → ξ̄. We want to prove that ξ̄ ∈ A.
Thanks to (2.36) we know that ∃V neighborhood of ξ̄ such that ∀η ∈ V it
exists an admissible integral curve Ĉ(s)(ξ) of extremes ξ̄, η.
We have supposed ξn → ξ, then ∃n̄ : ∀n ≥ n̄, ξn ∈ V . This implies that it
exists an admissible integral curve γ̄ which connects ξn and ξ̄.
ξn̄ ∈ A then it exists γ admissible integral curve of extremes ξ0, ξn̄. If we
compose together γ and γ̄ we obtain an admissible integral curve that con-
nects ξ0 and ξ̄. Then ξ̄ ∈ A. This completes the proof.

The connectivity property permits us to de�ne a distance on the sub-Riemannian
manifold.

De�nition 2.2.30. Let (M,∆, g) be a connected sub-Riemannian manifold,
with ∆ verifying the Hörmander condition. Then, if ξ, ξ0 ∈M we de�ne the
distance between ξ and ξ0 as

d(ξ, ξ0) = inf{l(γ) : γ is an admissible integral curve of extremes ξ0, ξ}
(2.38)
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Notice that
∀ξ, ξ0 ∈M,d(ξ, ξ0) < +∞

We end the discussion on the distance de�ned on a sub-Riemannian manifold
giving an estimation of the distance between two points which are connected
with not only admissible integral curves.

De�nition 2.2.31. If ξ0 ∈ M is �xed, we de�ne the canonical coordinates
of ξ around ξ0 as the coe�cients t such that

ξ = exp(

n∑
j=1

tjXj)(ξ0)

Theorem 2.2.32. Let ξ0 ∈M be �xed and consider V a neighborhood of ξ0.

Then for every ξ ∈ V there exist two constants c1, c2 > 0 such that

c1

n∑
i=1

|ti|1/deg(Xi) ≤ d(ξ, ξ0) ≤ c2

n∑
i=1

|ti|1/deg(Xi) (2.39)

Proof : We want to prove that E(t) = exp(t1X1 + ... + tnXn)(ξ0) is a
local di�eomorphism, with t = (t1, ..., tn).
First of all notice that E(0) = ξ0 and that if we consider the derivative ∂E

∂ti
(0)

this is equivalent to consider the derivative of E(0, ...ti, ...0) in ti = 0. This
fact yields:

d

dti
E(0, .., ti, ..0)(ξ0) =

d

dti
exp(tiXi)(ξ0) = XiI(exp(tiXi)(ξ0))

where the last equality follows from de�nition (2.2.16).
Then for ti = 0 we obtain ∂

∂ti
E(0) = XiI(ξ0), where X1, ..., Xn is a basis of

M . This implies (∂E∂ti (0))i=1,...,n are linearly indipendent, then det(JE(0)) =

det( ∂E∂t1 , ...,
∂E
∂tn

) 6= 0. This completes the proof.

We end this section by giving the main de�nitions and results on dif-
ferential calculus in a sub-Riemannian setting. Clearly, if f is C1, then the
Lie derivative coincides with the directional derivative. Then, it is a more
general de�nition: the Lie derivative can exist even though the directional
derivative doesn't exist.

De�nition 2.2.33. Let M ⊂ Rn be an open set, let (Xj),j = 1, ...,m be a
family of smooth vector �elds de�ned on M , and let f : M → R. If there
exists Xjf for every j = 1, ...,m we call horizontal gradient of the function
f with respect to this set of vectors

∇Hf = (X1f, ...,Xmf)
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De�nition 2.2.34. Suppose the same hypothesis of the previous de�nition.
A function f is of class C1

H if ∇Hf is continuous with respect to the distance
de�ned in (2.38). f is of class C2

H if ∇Hf is of class C1
H .Analougously all

CkH classes are de�ned.

Note that a C1
H function is not di�erentiable with respect to Xj if j > m.

It follows that a function of class C1
H is not of class C1

E , in the standard Eu-
clidean sense.

Remark 2.2.35. If the vector �elds (Xj),j = 1, ...,m satisfy the Hörmander

condition, f is C∞H if and only if is of class C∞E in the standard sense.

From the de�nition of Lie derivative and the properties of integral curves,
the following result follows:

Theorem 2.2.36. Let M ⊂ Rn, let X and Y be continuous vector �elds

de�ned on M and let f : M → R. Assume that at every point ξ ∈ M there

exists Xf(ξ) and Y f(ξ), and these derivatives are continuous. If γ(t) =
exp(tX)(exp(tY )(ξ)), then there exists

(f ◦ γ)′(0) = Xf(ξ) + Y f(ξ)

Proof :

1

t
(f(γ(t))− f(γ(0))) =

=
1

t
(f(exp(tX)(exp(tY )(ξ)))− f(exp(tY )(ξ)))+

+
1

t
(f(exp(tY )(ξ))− f(ξ)) =

(2.40)

by the mean value theorem

= Xf(exp(t1X)(exp(tY )(ξ)) + Y f(exp(t2Y )(ξ)))→ Xf(ξ) + Y f(ξ)

as t→ 0.

Remark 2.2.37. Consider

K(t) = exp(−tY )exp(−tX)exp(tY )exp(tX)(ξ)

and f ∈ C1
H(M), then there exists

d

dt
(f ◦K)(0) = 0.

18



Theorem 2.2.38. Let M ⊂ Rn, let f : M → R be a continuous function

such that there exist the Lie derivatives Xf and Y f and they are continuous

functions. Then there also exists (X + Y )f = Xf + Y f in M .

Proof : Arguing as in theorem 2.2.21 we immediately see that

|exp(tX)exp(tY )(ξ)− exp(t(X + Y ))(ξ)| = O(t2),

locally uniformly in ξ. It follows that

1

t
(f(exp(t(X + Y ))(ξ))− f(ξ)) =

=
1

t
(f(exp(tX)(exp(tY )(ξ)))− f(ξ)) +O(t)→ Xf(ξ) + Y f(ξ),

(2.41)

as t→ 0 by theorem 2.2.36.

De�nition 2.2.39. Let M be an open set in Rn, and assume that on M is
de�ned a family of vector �elds Xj j = 1, ...,m, satisfying the Hörmander
condition. A function f : M → R is di�erentiable at a point ξ ∈ M in the
intrinsic sense if

f(

m∑
j=1

exp(tjXj)(ξ))− f(ξ) =

m∑
j=1

tjXjf(ξ) + o(‖ t ‖) (2.42)

as ‖ t ‖→ 0.

Note that in the above de�nition appears only vector �elds of degree
1. As a direct consequence of the previous theorem it follows the following
theorem

Theorem 2.2.40. Let M ⊂ Rn, and assume that on M is de�ned a family

of vector �elds Xj, j = 1, ...m satisfying the Hörmander condition. If f is

of class C1
H(M), then it is di�erentiable.

Finally, we introduce the notion of subelliptic operator and we recall the
Hörmander theorem.

De�nition 2.2.41. If φ = (φ1, ..., φm) is a C1
H section of the horizontal

tangent plane, we call divergence of φ

divH(φ) =

m∑
j=1

X∗j φj

where X∗j is the formal adjoint of the vector �eld Xj .

De�nition 2.2.42. Let M ⊂ Rn be an open set, let (Xj),j = 1, ...,m be a
family of smooth vector �elds de�ned on M , and let f : M → R, f ∈ C1

H .
We de�ne the canonical Sublaplacian operator as

∆H(f) = divH(∇H)(f).

where ∇H is the horizontal gradient de�ned in Def. 2.2.33.
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De�nition 2.2.43. Let A be an m×m matrix (Aij). A is uniformly elliptic
if there exist two positive numbers λ,Λ such that

λ |xi|2 ≤
m∑
j=1

Aijξiξj ≤ Λ |ξ|2 .

We call the operator induced by the matrix A

LA =
m∑

i,j=1

AijXiXj

a uniformly elliptic operator.

We then de�ne the subcaloric equation, the natural analogous of the heat
equation, expressed in terms of the subelliptic operator:

∂t = LA

De�nition 2.2.44. Consider LA an operator. LA is called hypoelliptic if
for every u ∈ C∞0 , u is in C∞H in every open set where Lu is C∞H .

We end this section by stating the well known Hörmander theorem [19]

Theorem 2.2.45. If X1, ..., Xm satisfy the Hörmander condition, then the

associated subelliptic operator and the heat operator are hypoelliptic opera-

tors.

2.3 The visual cortex as the SE(2) group

The visual cortex at a certain level is naturally modelled as the Rototrans-
lation group with a sub-Riemannian metric. In the literature the Rototrans-
lation group is also known as the 2D Eucliedean motion group SE(2). The
aim of this section is to study the law group of the Rototranslation group
and �nd the Lie algebra. Within this thesis we won't focus on how to model
the visual cortex, for more details see [15]. In [15] is described the functional
architecture of the visual cortex, in particular the �bration resulting from
the vector product R2 × S1 describes the space of parameters of simple V1
cells. The parametrization is given by their retinotopic position (x1, y1) and
their orientation reference θ.

We now want to de�ne the group law. First of all we denote Tx1,y1 the
translation of the vector (x1, y1) and Rθ a rotation matrix of angle θ:

Rθ =

(
cosθ −sinθ
sinθ cosθ

)
(2.43)
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Then a general element of the SE(2) group is of the form Ax1,y1,θ = Tx1,y1 ◦
Rθ, and applied to a point (x, y) it yields:

Ax1,y1,θ

(
x
y

)
=

(
x1

y1

)
+Rθ

(
x
y

)
(2.44)

All the pro�les can be interpreted as: φ(x1, y1, θ) = φ0 ◦Ax1,y1,θ. The set of
parameters g1 = (x1, y1, θ1) form a group with the operation induced by the
composition Ax1,y1,θ1 ◦Ax2,y2,θ2 . This turns out to be:

g1 · g2 = (x1, y1, θ1) +R (x2, y2, θ2) =

(((
x1

y1

)
+Rθ1

(
x
y

))T
, θ1 + θ2

)
(2.45)

Being induced by the composition law, one can easily check that +R veri�es
the group operation axioms, where the inverse of a point g1 = (x1, y1, θ1) is
induced by the rototranslation:

A−1
x1,y1,θ1

= R−1
θ ◦ T

−1
x1,y1 ,

and the identity element is given by the trivial point e = (0, 0, 0). Then,
the group generated by the operation +R in the space R2 × S1 is called the
rototranslation group or equivalently SE(2).

In the case of V1 Citti and Sarti in [13] and [14] proposed to endow
R2 × S1 with a subriemannian structure. In the standard Euclidean setting
the tangent space to R2×S1 has dimension 3: they selected a bi-dimensional
subset of the tangent space at each point, called the horizontal plane, as a
model of the connectivity in V1.
The horizontal plane is generated by the �rst order operators X1, X2 de�ned
as follows:

X1 = cosθ∂x + sinθ∂y X2 = ∂θ. (2.46)

They then proved that only curves of the space are integral curves of the two
vector �elds X1, X2, while there is no natural curve with a non vanishing
component in the direction

X3 = −sinθ∂x + cosθ∂y

We explicitly note that the vector �elds ~X1, ~X2, ~X3 are left invariant with
respect to the group law of rotations and translations, so that they are the
generators of the associated Lie algebra.
Finally note that rank(L(X1, X2)) = 3, infact

[X2, X1] = X3
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then a basis of the space R2 × S1 is

X1 = cosθ∂x + sinθ∂y

X2 = ∂θ

X3 = −sinθ∂x + cosθ∂y

(2.47)

We are now ready to illustrate the PDE which is the starting point of dis-
cussion of this thesis.
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Chapter 3

A convection-di�usion-
dilation/erosion equation

In this chapter we will study the following equation introduced by Duits,
M.N.Smets, Portegies and Bekkers in [1]:∂W

∂t (p, t) =

Convection︷ ︸︸ ︷
−cW (p, t)

Fractional diffusion︷ ︸︸ ︷
−(−∆G1)αW (p, t)

Dilation/Erosion︷ ︸︸ ︷
± ‖ ∇G2W (p, t) ‖2αG2 for p ∈ G/H, t ≥ 0

W (p, 0) = U(p) for p ∈ G/H
(3.1)

where G is a Lie group and H is a subgroup of G. This is a convection-
di�usion-dilation/erosion equation composed of three di�erent parts which
will be analyzed separately. We will analyze the case the function is de�ned
on a homogenous space, in particular we will look for our case of interest
M2, which will be identi�ed with R2 × S1. This kind of equations can be
applied in image processing problems, see for example [1].

The chapter is organized as follows. In the �rst section we brie�y recall
the main de�nitions and result on homogeneous spaces which will serve us
to introduce the PDE (3.1). In the second section we will then introduce
more in details equation (3.1) and in the third, fourth and �fth section we
will analyze each part of the equation separately.

3.1 Groups and homogeneous spaces

In this section we will de�ne the space in which we will work and see some
important properties deriving from the request of equivariance. Finally we
will see the particular case of the homogeneous space M2.
First of all consider X and Y two spaces and let:

Ψ(X) = {f, f : X → R}

Ψ(Y ) = {f f : Y → R}
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Then we want to consider operators de�ned from a space of functions Ψ(X)
de�ned on X to a space of functions Φ(Y ) de�ned on Y :

l : Ψ(X) −→ Φ(Y )

First of all we need to introduce the notion of homogeneous space.

De�nition 3.1.1. We say that a group G acts smoothly on a space X if it
exists a smooth map ρX : G×X −→ X such that for all g, h ∈ G,

ρX(gh, x) = ρX(g, ρX(h, x))

Notation: We write

ρX(g, x) = g.x ρY (h, y) = h.y

De�nition 3.1.2. A group G acts transitively on a space X if, ∀x, y ∈ X,
∃g ∈ G such that

g.x = y

De�nition 3.1.3. Let G be a group and let X be a non-empty manifold.
Then we say X is a homogeneous space for the group G if G acts smoothly
and transitively on X.

In the sequel we will then make some assumptions: the �rst one is that
all the possible transformations form a Lie group G, then G acts smoothly on
the spaces.Secondly, we will assume that the group G acts transitively on the
spaces: then, for any two elements of the space there exists a transformation
in G that maps one to the other. This fact has the consequence that X can
be seen as homogeneous space. We said we want to work on an homogeneous
space and now we want to show that we can consider instead the quotient
G/H, where G is a Lie group and H is a subgroup of G. In particular,
this means that if we choose a reference element x0 ∈ X, we can make the
following isomorphism. Consider G a Lie group with homogeneous space X
and let x0 ∈ X then

(X,G, x0) ∼= G/StabG(x0)

using the mapping
x 7→ {g ∈ G|g.x0 = x} (3.2)

where
StabG(x0) = {g ∈ G|g.x0 = x0}

This mapping is a bijection due to the transitivity and the fact that StabG(x0)
is a subgroup of G. Because of this we can represent a homogeneous space
as the quotient G/H for some choice of subgroup H since all homogenous
spaces are isomorphic to such a quotient by the above construction.
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De�nition 3.1.4. Consider p ∈ G/H. Then p is a subset of G and it is
called a left coset of H since ∀p ∈ G/H ∃g ∈ G such that p = gH.

We will denote the group action by an element g ∈ G by the operator
Lg : G/H → G/H given by

Lgp := g.p ∀p ∈ G/H. (3.3)

In addition, we denote the left-regular representation of G on functions f
de�ned on G/H by Lg de�ned by

(Lgf)(p) := f(g−1.p) (3.4)

Remark 3.1.5. Consider p ∈ G/H a left coset, then it is a subset of G. If
we consider the equivalence relation:

g1 ≡ g2 ⇔ g−1
1 g2 ∈ H

the left cosets are a partition of G under the above equivalence relation. In-

fact, every left coset is expressed as p = gH, with g ∈ G; then if we con-

sider g1, g2 ∈ p we have g1 = gh1 and g2 = gh2, with h1, h2 ∈ H. Then

g−1
1 g2 = h−1

1 h2 ∈ H.

We can now naturally extend the group action de�ned on G by consid-
ering the isomorphism de�ned in (3.2). We now have

x 7→ p⇔ g.x 7→ g.p

where we have de�ned
g.p := gp,

which is again a left coset and so an element of G/H. We can see the subsets
p also as atomic entities which represent some x ∈ X by p.x0 = x. With this
notation the left coset that is associated with the reference element x0 ∈ X is
H and for that reason we will indicate it by p0 := H so that the isomorphism
maps x0 7→ p0.

Finally, notice that if we consider the p's as subsets of G and use the
explicit notation

Gp := p ⊂ G (3.5)

then we have that the group G consists of the disjoint union

G =
∐

p∈G/H

Gp

De�nition 3.1.6. If we indicate with e the neutral element of the group G
and consider H = {e} we get G/H ≡ G, then the Lie group is a homoge-
neous space of itself. We call this space the principal homogeneous space.
Notice that in this case the group action is equivalent to the group compo-
sition.
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The third assumption is that we ask the operators to be equivariant.

De�nition 3.1.7. Let G be a Lie group with homogeneous spaces X and
Y. Let Φ be an operator from functions on X to functions on Y, then we say
that Φ is equivariant with respect to G if for all functions f we have that:

∀g ∈ G, y ∈ Y : (Lg ◦ Φ)(y) = (Φ ◦ Lg)(y). (3.6)

The idea is to design the PDE in such a way that it is equivariant.Equivariance
essentialy means that one can either transform the initial condition and then
feed it through the PDE, or �rst feed it through the PDE and then transform
the output function, and both give the same result.

The action on a homogeneous space induces an action on spaces of func-
tions on the homogeneous space. The particular operators that we will base
our framework on are vector and tensor �elds, then we need to de�ne the
pushforward, a function de�ned on the tangent space of the homogenous
space.

De�nition 3.1.8. For g ∈ G and p ∈ G/H, the pushforward

(Lg)∗ : Tp(G/H)→ Tp(G/H) (3.7)

of the group action Lg is de�ned by the condition that for all smooth func-
tions f on G/H and all v ∈ Tp(G/H) we have that

((Lg)∗v)f := v(f ◦ Lg). (3.8)

As we've already seen we can consider a tangent vector v ∈ Tp(G/H) as
a di�erential operator acting on functions de�ned on G/H.

In order to complete this section we need to de�ne left-invariant vector
�elds and left-invariant metric tensor �elds on homogeneous spaces.

De�nition 3.1.9. A vector �eld v on G/H is left invariant with respect to
G if it satis�es

∀g ∈ G,∀p ∈ G/H, v(g.p) = (Lg)∗v(p). (3.9)

Lemma 3.1.10. A vector �eld v on G/H is left invariant if and only if

∀g ∈ G,∀p ∈ G/H : v(p)f = v(g.p)[Lgf ]. (3.10)

Proof :Consider f a di�erentiable function de�ned on G/H.
First of all notice that for p ∈ G/H and g ∈ G it holds:

Lg(f ◦ Lg)(p) = Lg(f)(g.p) = f(g−1g.p) = f(p) (3.11)
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Then we have Lg(f ◦ Lg) = f .
Now, suppose v is a left invariant tensor �eld and consider

v(g.p)(Lgf) = (Lg)∗v(p)(Lgf) = v(p)(Lg(f ◦ Lg)) = v(p)f (3.12)

where we have used de�nition 3.9 and 3.8.
On the other hand, if we suppose 3.10 holds for every g ∈ G, p ∈ G/H then

(Lg)∗v(p)f = v(p)(f ◦ Lg) = v(g.p)(Lg(f ◦ Lg)) = v(g.p)f (3.13)

this completes the proof.
The lemma immediately implies the following result

Theorem 3.1.11. On a homogeneous space G/H with reference element p0

the left invariant vector �elds have the following properties

1. they are fully determined by their value v(p0) in p0,

2. ∀h ∈ H,∀v ∈ Tp0(G/H) : (Lh)∗v = v.

Finally, we introduce left-invariant metric tensor �elds.

De�nition 3.1.12. Let G be a Lie group and G/H a homogeneous space
then the metric tensor �eld G on G/H is left-invariant with respect to G if
and only if

∀g ∈ G, ∀p ∈ G/H,∀v, w ∈ Tp(G/H) : G |p (v, w) = G |g.p ((Lg)∗v, (Lg)∗w).
(3.14)

Recall that Lgp := g.p and so the push-forward (Lg)∗ maps tangent
vector from Tp to Tg.p. Again it follows immediately from this de�nition
that a left-invariant metric has similar properties as a left-invariant vector
�eld

Theorem 3.1.13. On a homogeneous space G/H with reference element p0

a left-invariant metric tensor �eld G has the following properties:

1. it is fully determined by its metric tensor G |p0 at p0

2. ∀h ∈ H,∀v, w ∈ Tp0(G/H) : G |p0 (v, w) = G |p0 ((Lh)∗v, (Lh)∗w).

Or in other words, the metric has to be invariant with respect to the
subgroup H. We end this theoretical preliminaries by analyzing the particular
case of the space of positions and orientations M2.
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3.1.1 The group SE(2) and the homogenous space M2

The particular case we want to consider is the one of the homogenous space
M2. Consider the Special Euclidean group SE(2) of rotations and transla-
tions of R2 introduced in section (2.3). When we take H = {0}×SO(1), by
taking the quotient SE(2)/H, we obtain the space of positions and orienta-
tions M2.

As a set we identify M2 with R2 × S1 then we can represent elements of
M2 with (x, y, θ) ∈ R3 where x, y are the usual Cartesian coordinates and θ
the angle with respect to the x-axis. The reference element is then simply
denoted by (0, 0, 0). If we denote elements of SE(2) as translation/rotation
pairs (y,R) ∈ R2 × SO(2) then the group multiplication is given by

g1 = (y1, R1), g2 = (y2, R2) ∈ SE(2) : g1g2 = (y1, R1)(y2, R2) = (y1+R1y2, R1R2)
(3.15)

and the group action on elements p = (x, n) ∈ R2 × S1 ≡M2 is given as

g.p = (y,R).(x, n) = (y +Rx,Rn). (3.16)

We end this brief introduction to the M2 space by stating the following
theorem about Riemannian metric tensor �elds.

Theorem 3.1.14. The only Riemannian metric tensor �elds on M2 that are

left-invariant with respect to SE(2) are of the form:

G |(x,y,θ) ((ẋ, ẏ, θ̇), (ẋ, ẏ, θ̇)) = DM (|ẋcosθ|2 + |ẏsinθ|2)+

+DL(|ẋsinθ|2 + |ẏcosθ|2) +DA
˙|θ|

2
.

(3.17)

with DM , DL, DA > 0 weighing the main, lateral and angular motion respec-

tively.

Proof : See [1],Th.2.8.

3.2 Convection-di�usion-dilation/erosion equation

We want to �nd the solution to the PDE:{
∂W
∂t (p, t) = −cW (p, t)− (−∆G1)αW (p, t)± ‖ ∇G2W (p, t) ‖2αG2 for p ∈ G/H, t ≥ 0

W (p, 0) = U(p) for p ∈ G/H.
(3.18)

Here, c is a left-invariant vector �eld on G/H, α ∈ [1/2, 1], G1 and G2 are
left-invariant metric tensor �elds on G/H, U is the initial condition and ∆G
and ‖ · ‖G denote the Laplacian operator and norm induced by the metric
tensor �eld G.
As we can clearly see the PDE is divided in three parts:
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1. The �rst one −cW (p, t) is the convection part, it takes care of equiv-
ariant transport and depends on the left-invariant vector �eld c.

2. The second part of the PDE −(−∆G1)αW (p, t) is the fractional di�u-
sion

3. The third part of the PDE ± ‖ ∇G2W (p, t) ‖2αG2 is the dilation (+ sign)
and erosion (- sign).

Since the convection vector �eld c and the metric tensor �elds G1 and G2 are
left-invariant, the PDE is automatically equivariant.

The convection, di�usion and dilation/erosion steps are implemented
with respectively a shift, convolution and morphological convolution. In
the next sections we will analyze each step separately.

3.3 Convection

Suppose we have an input function U1 : G/H → R, then the convection step
takes this function as initial condition of the following PDE{

∂W 1

∂t (p, t) = −c(p)W 1(·, t) for p ∈ G/H, t ≥ 0,

W 1(p, 0) = U1(p) for p ∈ G/H
(3.19)

The output is the function p 7→ W 1(p, T ). In fact, as we've said before,
we want to �nd the solution of the PDE at time t = T . In this case the
solution of the PDE is a shift of the initial condition, in particular it holds
the following theorem

Theorem 3.3.1. The solution of the convection PDE is found by method of

characteristics, and is given by

W 1(p, t) = (Lg−1
p
U1)(γc(t)

−1.p0) = U1(gpγc(t)
−1.p0), (3.20)

where gp ∈ Gp, (then gp.p0 = p) and γc : R → G is the exponential curve

that satis�es γc(0) = e and

∂

∂t
(γc(t).p)(t) = c(γc(t).p), (3.21)

This means that γc is the exponential curve in the group G that induces the

integral curves of the left-invariant vector �eld c on G/H when acting on

elements of the homogeneous space.

Note that in general such exponential curves do not exist for general
convection vector �elds. Then the previous theorem is a consequence of the
vector �eld c being left-invariant.

29



Proof : We want to show that the solution (3.20) solves the convection PDE.
Consider:

∂W 1

∂t
(p, t) = lim

h→0

W 1(p, t+ h)−W 1(p, t)

h

= lim
h→0

U1(gpγc(t+ h)−1.p0)− U1(gpγc(t)
−1.p0)

h

= lim
h→0

U1(gpγc(t)
−1γc(h)−1.p0)− U1(gpγc(t)

−1.p0)

h

(3.22)

where we have used the fact that γc is an exponential curve, then

γc(t+ h)−1 = γc(t)
−1γc(h)−1

Now, let Ū = Lγc(t)g−1
p
U1.

Recall that (LgU1)(p) = U1(g−1.p), then

Ū(p) = Lγc(t)g−1
p
U1(p) = U1(gpγc(t)

−1.p)

Substituting, it yields:

= lim
h→0

Ū(γc(h)−1.p0)− Ū(p0)

h

= −c(p0)Ū

= −(Lgp)∗c(p0)LgpŪ

(3.23)

where in the last equality we have used de�nitions (3.8) and (3.4).
The vector �eld c is left invariant, which means that it holds the following
equality

c(g.p) = (Lg)∗c(p) (3.24)

Then
(Lgp)∗c(p0) = c(gp.p0) = c(p) (3.25)

This yields:

= −c(p)LgpLγc(t)g−1
p
U1

= −c(p)[p 7→ U1(gpγc(t)
−1g−1

p .p)]

= −c(p)[p 7→ U1(gpγc(t)
−1.p0)]

= −c(p)W 1(·, t).

(3.26)

Where we have used the fact that g−1
p .p = p0. This completes the proof.

In this �rst step we do not need to do any further approximations because
the solution is a shift of the initial condition U1.
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3.4 Fractional di�usion

We will indicate the initial condition of the fractional di�usion PDE as the
function U2 : G/H → R. The fractional di�usion step solves the PDE{

∂W 2

∂t = −(−∆G2)αW 2(p, t) for p ∈ G/H, t ≥ 0

W 2(p, 0) = U2(p)
(3.27)

Before analyzing the solution of the PDE we want to give the main de�nitions
and results about the fractional laplacian. We refer to [2] for details.

3.4.1 Fractional laplacian

In this section we will introduce the notion of fractional Laplacian Ls =
(−∆)s, 0 < s < 1 and we will show how we can obtain the pointwise formula
for (−∆)su(x) starting from the semigroup formula. We will then give the
formula for the solution to the Poisson problem (−∆)su = f found through
the semigroup approach as the inverse of the fractional Laplacian u(x) =
(−∆)−sf(x).

First of all, let u be a function in the Schwartz class S = S(Rn), the set
of all functions on Rn which decrease rapidly.

S(Rn) := {f ∈ C∞(Rn) | ∀α, β ∈ Nn0 , sup
x∈Rn

|xα∂βf(x)| <∞}

Then the Fourier transform of u, denoted by û, is also in S. For the Laplacian
−∆ on Rn we have:

−̂(∆)u(ξ) = |ξ|2 û(ξ) (3.28)

The Fractional Laplacian is then de�ned in a natural way as

De�nition 3.4.1. Let u ∈ S(Rn), then we de�ne the fractional Laplacian
−(∆)s, 0 < s < 1 as

− (∆)su(ξ) = ̂|ξ|2s û(ξ). (3.29)

It is obvious from the above de�nition that

(−∆)0u = u, (−∆)1u = −∆u, (−∆)s1 ◦ (−∆)s2u = (−∆)s1+s2u ∀s1, s2

Even though |ξ|2s û(ξ) is a well de�ned function of ξ ∈ Rn, we still have

(−∆)s /∈ S

because |ξ|2s creates a singularity at ξ = 0. On the other hand we have that
if u ∈ S then (−∆)su ∈ C∞(Rn).
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In order to �nd the pointwise formula for the fractional Laplacian and
give the solution to the Poisson problem we start stating the following nu-
merical identities:

λs =
1

Γ (−s)

∫ ∞
0

(e−tλ − 1)
dt

t1+s
for any λ ≥ 0 (3.30)

λ−s =
1

Γ (s)

∫ ∞
0

e−tλ
dt

t1−s
for any λ > 0, s > 0 (3.31)

which can be easily checked with a simple change of variables.
If we now choose λ = |ξ|2, for ξ ∈ Rn and substitute in the numerical

formula (3.30), then

(̂−∆)su(ξ) = |ξ|2s û(ξ) =
1

Γ (−s)

∫ ∞
0

(e−t|ξ|
2

û(ξ)− û(ξ))
dt

t1+s
. (3.32)

Thus by inverting the Fourier transform, we obtain the semigroup formula
for the fractional Laplacian:

(−∆)su(x) =
1

Γ (−s)

∫ ∞
0

(et∆u(x)− u(x))
dt

t1+s
(3.33)

The family of operators {et∆}t≥0 is the classical heat di�usion semigroup
generated by ∆. Consider the solution v = v(x, t), for x ∈ Rn and t ≥ 0, of
the heat equation on the whole space Rn with initial temperature u{

∂tv = ∆v for x ∈ Rn, t > 0

v(x, 0) = u(x) for x ∈ Rn
(3.34)

If we apply the Fourier transform in the variable x for each �xed time t then

v̂(x, t) = e−t|ξ|
2

û(ξ) = ̂et∆u(ξ) (3.35)

so that u 7→ et∆u is the solution operator. It is well known that

v(x, t) ≡ et∆u(x) = Gt ∗ u(x) =

∫
Rn
Gt(x− z)u(z)dz

where Gt(x) is the Gauss-Weierstrass heat kernel:

Gt(x) =
1

(4πt)n/2
e−|x|

2/(4t). (3.36)

The semigroup formula and the positivity of the heat kernel (3.36) easily
imply the maximum principle for the fractional Laplacian. They also permit
us to compute the pointwise formula for the fractional Laplacian. Then it
holds the following theorem
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Theorem 3.4.2. Let u ∈ S,x ∈ Rn and 0 < s < 1.

1. If 0 < s < 1/2 then

(−∆)su(x) = cn,s

∫
Rn

u(x)− u(z)

|x− z|n+2s dz

and the integral is absolutely convergent.

2. If 1/2 ≤ s < 1 then, for any δ > 0,

(−∆)su(x) = cn,s lim
ε→0+

∫
|x−z|>ε

u(x)− u(z)

|x− z|n+2s dz

= cn,s

∫
Rn

u(x)− u(z)−∇u(x) · (x− z)χ|x−z|<δ(z)
|x− z|n+2s dz

where the second integral is absolutely convergent.

Proof :See [2, Theorem1]

Consider the Poisson problem. If we apply the Fourier transform to solve
the Poisson equation

(−∆)su = f in Rn (3.37)

we �nd that |ξ|2s û(ξ) = f̂(ξ).

De�nition 3.4.3. Let u ∈ S(Rn). The inverse of the fractional Laplacian,
or negative power of the Laplacian (−∆)−s, s > 0 is de�ned for f ∈ S(Rn)
as

(−∆)−sf(ξ) = ̂|ξ|−2s f̂(ξ), for ξ 6= 0. (3.38)

If we now choose λ = |ξ|2 , ξ 6= 0, substituting in the numerical formula
(3.31) we obtain, for ξ ∈ Rn,

̂(−∆)−sf(ξ) =
1

Γ (s)

∫ ∞
0

e−t|ξ|
2

f̂(ξ)
dt

t1−s
. (3.39)

Therefore, by inverting the Fourier transform, we obtain the semigroup for-
mula for the inverse fractional Laplacian:

(−∆)−sf(x) =
1

Γ (s)

∫ ∞
0

et∆f(x)
dt

t1−s
. (3.40)

Finally, it holds the following theorem on the foundamental solution for the
Poisson problem considered in (3.37)
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Theorem 3.4.4. Let f ∈ S, x ∈ Rn and 0 < s ≤ n/2. In case s = n/2
assume in addition that

∫
Rn f = 0. Then

(−∆)−sf(x) =

∫
Rn
K−s(x− z)f(z)dz. (3.41)

Here

K−s(x) =

cn,−s
1

|x−z|n−2s if 0 < s < n/2

1
Γ (n/2)(4π)n/2

(−2log |x| − γ) if s = n/2
(3.42)

where γ is the Euler-Mascheroni constant and

cn,−s =
Γ (n/2− s)
4sΓ (s)πn/2

for 0 < s < n/2.

Proof :See [2, Theorem5].

If we now consider the fractional di�usion PDE on Rn{
∂tv(x, t) = −(−∆)sv(x, t) in Rn × (0,∞)

v(x, 0) = f(x) on Rn
(3.43)

it can be demonstrated that the solution is given by the linear convolution of
f with a function called the foundamental solution of the fractional di�usion
equation. The solution v is then given by

v(x, t) = (Ks ∗ f)(x, t) (3.44)

where
Ks : (0,∞)× Rn → [0,∞)

Now that we have brie�y introduced the notion of fractional Laplacian we
can continue our discussion on the solution to the PDE (3.27).

Now that we have de�ned the fractional Laplacian we need to introduce
the notion of linear group convolution. This will serve us to de�ne the
solution to the fractional di�usion equation.

De�nition 3.4.5. Let G be a topological group. A left-invariant Haar mea-
sure on G is a Radon measure µ on G (then a regular measure which is �nite
on compact sets) such that µ(gA) = µ(A) for all g ∈ G and all measurable
subsets A of G.

De�nition 3.4.6. Let H = StabG(p0) be compact with reference element
p0 ∈ G/H, let f ∈ L2(G/H) and k ∈ L1(G/H) such that

∀h ∈ H, p ∈ G/H : k(h.p) = k(p) (3.45)
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then we de�ne the linear group convolution as

(k ∗G f)(p) :=

∫
G
k(g−1.p)f(g.p0)dµG(g) (3.46)

where µG is the left-invariant Haar measure on the group.

As with fractional di�usion on Rn, there exists a smooth function

Kα : (0,∞)× (G/H)→ [0,∞), (3.47)

called the foundamental solution of the α−di�usion equation, such that for
every initial condition U2, the solution to the PDE (3.27) is given by the
convolution of the function U2 with the foundamental solution Kα

t

W 2(p, t) = (Kα
t ∗G U2(·, t))(p) (3.48)

For details on the analytic expression of Kα
t see [23].

In chapter 6 we will analyze more in details the foundamental solution
Kα
t . In order to �nd approximation of the fractional di�usion kernel we

need to illustrate the parametrix method, which will solve the fractional
di�usion equation. Let's now focus on the last substep of the PDE unit: the
dilation/erosion PDE.

3.5 Dilation and erosion

Suppose U3 is the input given to the dilation/erosion PDE. Then the output
W 3(p, t) will be the solution at time t = T of the following dilation/erosion
PDE: {

∂W 3

∂t = ± ‖ ∇G2W 3(p, t) ‖2αG3 for p ∈ G/H, t ≥ 0

W 3(p, 0) = U3(p) for p ∈ G/H
(3.49)

where we have chosen U3 as initial condition of the PDE.
In order to give the expression of the solution to the dilation/erosion

PDE we need to introduce the de�nition of morphological convolution.

De�nition 3.5.1. Let k : G/H → R ∪ {∞}. k is a proper function if and
only if there exists at least one x ∈ G/H such that:

k(x) < +∞ and k(x) > −∞

then the function k is not everywhere equal to ∞.

De�nition 3.5.2. Let f ∈ L∞(G/H), let k : G/H → R ∪ {∞} be proper
and let p0 ∈ G/H be the reference element of the homogeneous space, then
we de�ne the morphological convolution between f and k as:

(k�Gf)(p) := inf
g∈G

k(g−1.p) + f(g.p0) (3.50)
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Example 3.5.3. For m ∈ R let us de�ne the convex Dirac function:

δcm(x) =

{
+∞ for x 6= m

0 for x = m,
(3.51)

and consider the function Mp
m,σ : R → R̄, Mp

m,σ(x) = 1
p(|x−m| /σ)p for

p ≥ 1 withMp
m,0 = δcm. We have the formula

Mp
m,σ�M

p
m̄,σ̄ =Mp

m+m̄,[σp′+σ̄p′ ]1/p′
with 1/p+ 1/p′ = 1

This result is the analogue of

Nm,σ ∗ Nm̄,σ̄ = Nm+m̄,
√
σ2+σ̄2

in the particular case p = 2, where Nm,σ denotes the Gaussian law of mean

m and standard deviation σ and ∗ the convolution operator.

Therefore there exists a morphism between the set of quadratic forms
endowed with the morphological convolution operator and the set of expo-
nentials of quadratic forms endowed with the convolution operator. This
morphism is a particular case of the Cramér Fourier transform that we will
de�ne later.

Example 3.5.4. Consider f1, f2 two proper functions on Rd. The grayscale
morphology operations ⊕ (dilation) and 	 (erosion) on Rd are de�ned as

follows:

(f1 ⊕ f2)(x) = sup
y∈Rd

(f1(y) + f2(x− y))

(f1 	 f2)(x) = inf
y∈Rd

(f1(y)− f2(x− y))
(3.52)

The morphological convolution is related to these grayscale morphology oper-

ations as follows. Consider the following function:

ν(x) = −f2(−x)

then

f1 ⊕ f2 = −(−f1�Rd − f2),

f1 	 f2 = f1�Rdν.
(3.53)

By a generalization of the Hopf-Lax formula [21], the solution to (3.49)
is given by morphological convolution

W 3(p, t) = −(kαt �G − U3)(p) (3.54)

36



for the (+) dilation variant and

W 3(p, t) = (kαt �GU
3)(p) (3.55)

for the (−) erosion variant, where the kernel kαt is a proper lower semi-
continuous function of the type

kα. : (0,∞)× (G/H)→ R ∪ {∞} (3.56)

In chapter 6 we will see in details the approximations for the fractional dif-
fusion and dilation/erosion kernels. In order to solve the fractional di�usion
equation we have decided to use the parametrix method. This method is an-
alyzed for α = 1 for di�usion equations on Rd and on Lie groups. Using the
parametrix method allow us to �nd approximations for the di�usion kernel
also in case α is di�erent from 1.

Concerning the dilation/erosion equation we will give later the de�nition
of Cramér-Fourier transform. This particular operator will permit us to
relate linear convolution and morphological convolution. Thanks to this fact
we will be able to relate the approximate di�usion kernel (found thanks to
the parametrix method) to the approximate dilation/erosion kernel.
Therefore in the next chapter we will analyze the parametrix method for
parabolic operators on Rd.
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Chapter 4

Parametrix method

The objective of this chapter is to determine the foundamental solutions of
parabolic equations with the parametrix method.

The parabolic operator is de�ned as the operator:

LA =

n∑
i,j=1

ai,j(x, t)
∂2

∂xi∂xj
− ∂t

where (ai,j) is a symmetric and positive de�nite matrix de�ned on

Ω̄× [T1, T2]

,where Ω is a bounded open set of Rn.
With ΓA we will indicate the foundamental solution of the L operator.

For constant coe�cients aij the fundamental solution can be easily obtained,
through a change of variables, from the fundamental solution of the heat
operator. The foundamental solution of the heat operator is:

Γ (x, t) =

0 t ≤ 0

1
(4πt)n/2

e−
‖x‖2
4t t > 0

(4.1)

As a result, the foundamental solution ΓA will be:

ΓA(x, t) =

√
det(A−1)

(4πt)n/2
e−
‖x‖2A
4t (4.2)

where ‖x‖A is the norm associated with the matrix A.

For variable coe�cients ai,j , in order to �nd the foundamental solution
ΓA, we have to use the parametrix method. This method is an iterative
method which consists in approximating the operator L with operators with
constant coe�cients whose fundamental solution is explicitly known.
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Let (ξ, τ) ∈ Q, we de�ne:

Lξ,τ =

n∑
i,j=1

ai,j(ξ, τ)
∂2

∂xi∂xj
− ∂t

Let Γξ,τ be the foundamental solution of Lξ,τ , which is known from 4.2.
The foundamental solution Γ of the parabolic operator L will be found as:

Γ (x, t) = Γξ,τ (x, t)− (Γξ,τ ∗
+∞∑
j=1

Rξ,τj )(x, t)

Where: {
Rξ,τ1 (x, t) =

∫ t
T0

∫
Ω̄(L− Ly,σ)Γy,σ(x− y, t− σ)dydσ

Rξ,τj (x, t) = (−Rξ,τ1 ∗R
ξ,τ
j−1)(x, t)

(4.3)

It will therefore be demonstrated that Γ de�ned in this way is the founda-
mental solution of the L operator.

The chapter is organized as follows. In the �rst section we will prove
some main properties of the foundamental solution Γ of a parabolic opera-
tor. These properties will serve us to demonstrate the subsequent results.
In the second section we will focus on the characteristics of the function Rξ,τj .
Finally,in the third section, we will construct the parametrix, we will demon-
strate the convergence of the series

∑+∞
i,j=1R

ξ,τ
j and verify that Γ is the

foundamental solution of the L operator.

4.1 Parabolic operators with constant coe�cients

In this section we will see some of the main properties of the foundamental
solution of a parabolic operator.

De�nition 4.1.1. Let A be a symmetric and positive de�nite matrix. The
dot product associated with A is de�ned as:

〈v, w〉A := 〈A−1v, w〉

Therefore the associated norm is:

‖x‖A =
√
〈x, x〉A

Remark 4.1.2. : Since A is a symmetric and positive de�nite matrix,it

holds:

λmin‖x‖2 ≤ ‖x‖2A ≤ λmax‖x‖2
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Let's consider the following parabolic operator:

LA =
n∑

i,j=1

aij
∂2

∂xi∂xj
− ∂t

where A(x, t) = (aij(x, t))1≤i,j≤n is a symmetric and positive de�nite matrix.

De�nition 4.1.3. The foundamental solution of the operator LA is a func-
tion ΓA such that:

LAΓA = δ

Example 4.1.4. Let Q be Q = Ω̄ × [T0, T1], where Ω is an open subset of

Rn. Let L = ∂t −M , where M is an operator which does not depend on the

time variable t. Let Γ (x, t, ξ, τ) be the foundamental solution of the equation

Lu = δ on Q.Then

� ∀(ξ, τ) ∈ Q �xed, Γ (x, t, ξ, τ) is a solution of the equation Lu = δ(ξ, τ),
∀(x, t) ∈ Q with (x, t) 6= (ξ, τ)

� For every function f continuous on Ω̄ it holds:

lim
t→τ+

∫
Ω̄
Γ (x, t, ξ, τ)f(ξ)dξ = f(x) ∀x ∈ Ω̄ (4.4)

Remark 4.1.5. : Since A is symmetric and positive de�nite , also A−1 is

symmetric and positive de�nite, and there exists N symmetric and positive

de�nite such that N tN = A−1.

If u is a solution of Lheatu(x) = f(x), then v(x, t) = u(Nx, t) is a solution

of LAv(x, t) = f(Nx, t). Here Lheat indicates the heat operator.

Proof :

LA(v(x, t)) = LA(u(Nx, t)) =

n∑
i,j=1

ai,j
∂2u(Nx, t)

∂xi∂xj
− ∂u(Nx, t)

∂t
=

=

n∑
i,j=1

ai,j〈Hess(u(Nx, t))Nei, Nej〉 −
∂u(Nx, t)

∂t
=

=
n∑

i,j=1

n∑
s=1

n∑
t=1

ai,j
∂2u(Nx, t)

∂xs∂xt
nsinti −

∂u(Nx, t)

∂t
=

=
n∑
s=1

n∑
t=1

∂2u(Nx, t)

∂xs∂xt
δs,t −

∂u(Nx, t)

∂t
=

= ∆u(Nx, t)− ∂u(Nx, t)

∂t
= f(Nx, t)

(4.5)
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From remark (4.1.5) it clearly follows that:

ΓA(x, t) =
1√

det(A)
Γ (Nx, t)

Where Γ is the foundamental solution of the heat operator. Therefore the
foundamental solution of the LA operator can now be explicity expressed as:

ΓA(x, t) =

0 if t ≤ 0√
det(A−1)

(4πt)n/2
e−
‖x‖2A
4t if t > 0

(4.6)

Remark 4.1.6. : The derivatives of ΓA are

∂ΓA(x, t)

∂xi
= −ΓA(x, t)

〈x, ei〉A
2t

∂2ΓA(x, t)

∂xi∂xj
= ΓA(x, t)

〈x, ei〉A〈x, ej〉A − 2t〈ej , ei〉A
4t2

∂ΓA(x, t)

∂t
= ΓA(x, t)

‖x‖2A − 2nt

4t2

(4.7)

Theorem 4.1.7. The following inequalities hold for the foundamental solu-

tion ΓA

ΓA(x, t) ≤
√
det(A−1)

(4πt)n/2
e−

λmin‖x‖
2

4t ,∣∣∣∣∂ΓA(x, t)

∂xi

∣∣∣∣ ≤ λmax√
t
Γ

(λmin)
A (x, t)∣∣∣∣∂2ΓA(x, t)

∂xi∂xj

∣∣∣∣ ≤ λmaxM

t
Γ

(λmin
A (x, t)∣∣∣∣∂ΓA(x, t)

∂t

∣∣∣∣ ≤ λmaxM

t
Γ

(λmin)
A (x, t)

(4.8)

Where:

M = max
1≤i,j≤n

max
(x,t)∈Q

aij(x, t)

Proof : For the �rst inequality we have used only remark (4.1.2). For
the second inequality we have:∣∣∣∣∂ΓA(x, t)

∂xi

∣∣∣∣ ≤ ΓA(x, t)
|〈x, ei〉A|

2t
≤ ΓA(x, t)

1√
t

λmax‖x‖A√
t

≤

≤ λmax√
t
Γ

(λmin)
A (x, t)

(4.9)
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where the last inequality follows from the following result: let k ∈ R be �xed,
then there exists C > 0 such that:

ske−s
2 ≤ Ce−s2/2 ∀s ≥ 0 (4.10)

For the third inequality we have:∣∣∣∣∂2ΓA(x, t)

∂xi∂xj

∣∣∣∣ ≤ ΓA(x, t)
|〈x, ei〉A〈x, ej〉A − 2t〈ei, ej〉A|

4t2
≤

≤ ΓA(x, t)
1

t

M(λmax‖x‖2 − 2t)

4t
≤ ΓA(x, t)

1

t

Mλmax‖x‖2

4t
≤

≤ Mλmax
t

Γ
(λmin)
A (x, t).

(4.11)

Finally, similar calculations are made to �nd the last inequality.

4.2 Parabolic operators with Hölder-continuous co-
e�cients

The idea of the parametrix method is to �nd the foundamental solution of
a parabolic operator with Hölder-continuous coe�ccients starting from the
foundamental solution of an operator with constant coe�cients. In partic-
ular, the solution will be written as a convolutional operator with the fun-
damental solution of the operator with constant coe�cients. It is therefore
necessary, before illustrating the method, to study some important continu-
ity properties of the convolutional operators.

De�nition 4.2.1. A function f de�ned on Ω̄ is Hölder-continuous of order
α, with 0 < α ≤ 1, if there exists c ∈ R, c > 0 such that:

|f(x)− f(y)| < c |x− y|α ∀x, y ∈ Ω̄

We want to study the following parabolic operator:

Lu(x, t) =
n∑

i,j=1

ai,j(x, t)
∂2u

∂xi∂xj
− ∂u

∂t

where ai,j(x, t) are functions de�ned on Q that satisfy the following Hölder-
continuity conditions:

|ai,j(x, t)− ai,j(y, τ)| ≤ K(|x− y|α + |t− τ |α/2 (4.12)

Moreover, we consider the matrix A = (ai,j)1≤i,j≤n to be symmetric and
positive de�nite.
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If we consider (ξ, τ) ∈ Q �xed the parabolic operator L is an operator
with constant coe�cients then, for what we have seen in the previous section,
the foundamental solution of:

Lξ,τu =

n∑
i,j=1

ai,j(ξ, τ)
∂2u

∂xi∂xj
− ∂u

∂t

is:

Γξ,τ (x, t) =

0 if t ≤ 0
√
det(A−1(ξ,τ))

(4πt)n/2
e−
‖x‖2ξ,τ

4t if t > 0
(4.13)

where ‖x‖ξ,τ = ‖x‖A(ξ,τ). Furthermore, the following inequality holds:

λmin‖x‖2 ≤ ‖x‖2ξ,τ ≤ λmax‖x‖2 (4.14)

As we said before, the foundamental solution of the L operator will be �nd
as:

Γ (x, t) = Γξ,τ (x, t)− (Γξ,τ ∗
+∞∑
j=1

Rξ,τj )(x, t)

De�nition 4.2.2. Let f be a Hölder-continuous function de�ned on Q. We
de�ne:

V (x, t) =

∫ t

T0

∫
Ω̄
Γξ,τ (x− ξ, t− τ)f(ξ, τ)dξdτ = Γξ,τ ∗ f(x, t) (4.15)

We want to study the regularity properties of V (x, t).

Theorem 4.2.3. Let f(x, t) be a continuos function de�ned on Q. Then
∂V (x,t)
∂xi

is continuous and it holds:

∂V (x, t)

∂xi
=

∫ t

T0

∫
Ω̄

∂Γξ,τ (x− ξ, t− τ)

∂xi
f(ξ, τ)dξdτ (4.16)

Proof : Γξ,τ (x− ξ, t− τ) is a gaussian function, from (4.8) it holds:∫
Ω̄

∂Γξ,τ (x− ξ, t− τ)

∂xi
dξ ≤

∫
Ω̄

λmax√
t− τ

Γ
(λmin)
ξ,τ (x− ξ, t− τ)dξ ≤ C√

t− τ
(4.17)

which is an L1 function with respect to the variable t. The thesis follows
from the Lebesgue's dominated convergence theorem. Moreover,

∂Γξ,τ (x− ξ, t− τ)

∂xi

is a continuous function, then, from the dominated convergence theorem,also
∂V (x,t)
∂xi

is continuous.

43



Theorem 4.2.4. It holds∣∣∣∣∂2(Γξ,τ − Γy,t)(x− ξ, t− τ)

∂xi∂xj

∣∣∣∣ ≤ C

|t− τ |1−α/2
Γ λminξ,τ (x− ξ, t− τ) (4.18)

Proof : First of all we remember that, for the mean value theorem,
∃c ∈ [a, b] such that: ∣∣∣∣eb − eab− a

∣∣∣∣ ≤ ec
Then, from (4.14) we get:∣∣∣∣e− ‖x−ξ‖ξ,τ4(t−τ) − e−

‖x−ξ‖y,t
4(t−τ)

∣∣∣∣ ≤ ec ∣∣∣∣‖x− ξ‖y,t − ‖x− ξ‖ξ,τ4(t− τ)

∣∣∣∣
where

min(−
‖x− ξ‖ξ,τ
4(t− τ)

,−‖x− ξ‖y,t
4(t− τ)

) ≤ c ≤ max(−
‖x− ξ‖ξ,τ
4(t− τ)

,−‖x− ξ‖y,t
4(t− τ)

) ≤ −λmin‖x− ξ‖
2

4 |t− τ |

. Then we obtain:∣∣∣∣e− ‖x−ξ‖ξ,τ4(t−τ) − e−
‖x−ξ‖y,t
4(t−τ)

∣∣∣∣ ≤ e−λmin‖x−ξ‖24|t−τ |

∣∣∣∣‖x− ξ‖y,t − ‖x− ξ‖ξ,τ4(t− τ)

∣∣∣∣ ≤
≤ e

−λmin‖x−ξ‖
2

4|t−τ |

∣∣〈(A−1(ξ, τ)−A−1(y, t))x− ξ, x− ξ〉
∣∣

4 |t− τ |
≤

≤ e
−λmin‖x−ξ‖

2

4|t−τ |
‖A−1(ξ, τ)−A−1(y, t)‖1‖x− ξ‖2

4 |t− τ |
.

(4.19)

The coe�cients of A are Hölder-continuous, then we have

‖A−1(ξ, τ)−A−1(y, t)‖1 ≤ n2(‖x− ξ‖α + |t− τ |α/2)

Then, using (4.10) with k = 2 we get:∣∣∣∣e− ‖x−ξ‖ξ,τ4(t−τ) − e−
‖x−ξ‖y,t
4(t−τ)

∣∣∣∣ ≤ e−λmin‖x−ξ‖24|t−τ |
n2

4
(‖x− ξ‖α + |t− τ |α/2)
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Now we can demonstrate the thesis, infact:∣∣∣∣∂2(Γξ,τ − Γy,t)(x− ξ, t− τ)

∂xi∂xj

∣∣∣∣ ≤ ∣∣∣∣C (Γξ,τ − Γy,t)(x− ξ, t− τ)

t− τ

∣∣∣∣ ≤
≤ C

(t− τ)(4π(t− τ))n/2

∣∣∣∣e− ‖x−ξ‖ξ,τ4(t−τ) − e−
‖x−ξ‖y,t
4(t−τ)

∣∣∣∣ ≤
≤ C

(t− τ)(4π(t− τ))n/2

∣∣∣∣∣e−λmin‖x−ξ‖24|t−τ |
(‖x− ξ‖α + |t− τ |α/2)

4

∣∣∣∣∣ ≤
≤ C

(4π(t− τ))n/2
(

∣∣∣∣∣e−λmin‖x−ξ‖24|t−τ |
‖x− ξ‖α

|t− τ |α/2
1

|t− τ |1−α/2

∣∣∣∣∣+

∣∣∣∣∣e−λmin‖x−ξ‖24|t−τ |
1

|t− τ |1−α/2

∣∣∣∣∣) ≤
≤ C

(4π(t− τ))n/2

∣∣∣∣∣e−λmin‖x−ξ‖24|t−τ |
1

|t− τ |1−α/2

∣∣∣∣∣ ≤ C

|t− τ |1−α/2
Γ

(λmin)
ξ,τ (x− ξ, t− τ).

(4.20)

Theorem 4.2.5. Let f(x, t) be function de�ned on Q, f(x, t) Hölder-continuous

of order α with respect to x. Then ∂2V (x,t)
∂xi∂xj

is continuous on Q and it holds:

∂2V (x, t)

∂xi∂xj
=

∫ t

T0

∫
Ω̄

∂2Γξ,τ (x− ξ, t− τ)

∂xi∂xj
f(ξ, τ)dξdτ (4.21)

Proof : Consider

J(x, t, τ) =

∫
Ω̄
Γξ,τ (x− ξ, t− τ)f(ξ, τ)dξ

Then from theorem (4.2.3) we have:

∂V (x, t)

∂xi
=

∫ t

T0

∂J(x, t, τ)

∂xi
dτ

Let y ∈ Ω̄ �xed, and consider:

∂J(x, t, τ)

∂xi
= f(y, τ)

∫
Ω̄

∂Γy,t(x− ξ, t− τ)

∂xi
dξ+

+ f(y, τ)

∫
Ω̄

∂(Γξ,τ − Γy,t)(x− ξ, t− τ)

∂xi
dξ+

+

∫
Ω̄

∂Γξ,τ (x− ξ, t− τ)

∂xi
(f(ξ, τ)− f(y, τ))dξ =

= f(y, τ)[

∫
∂K

Γy,t(x− ξ, t− τ)νidS +

∫
Ω̄\K

∂Γy,t(x− ξ, t− τ)

∂xi
dξ]+

+ f(y, τ)

∫
Ω̄

∂(Γξ,τ − Γy,t)(x− ξ, t− τ)

∂xi
dξ+

+

∫
Ω̄

∂Γξ,τ (x− ξ, t− τ)

∂xi
(f(ξ, τ)− f(y, τ))dξ

(4.22)
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where K ⊆ Ω̄ is a closed ball and we have used the divergence theorem.
We consider now y = x and derive another time J(x, t, τ):

∂2J(x, t, τ)

∂xi∂xj
=

f(x, τ)
[∫
∂K

∂Γy,t(x− ξ, t− τ)

∂xi
νidS +

∫
Ω̄\K

∂2Γy,t(x− ξ, t− τ)

∂xi∂xj
dξ
]
y=x

+

+ f(x, τ)

∫
Ω̄

[∂2(Γξ,τ − Γy,t)(x− ξ, t− τ)

∂xi∂xj

]
y=x

dξ+

+

∫
Ω̄

∂2Γξ,τ (x− ξ, t− τ)

∂xi∂xj
(f(ξ, τ)− f(x, τ))dξ =

= I1 + I2 + I3

(4.23)

For the dominated convergence theorem we have limτ→t I1 = 0, then I1 ∈
L1([T0, T1]). Using (4.8) and the Hölder-continuity condition for f we have:

|I3| ≤
C

(t− τ)1−α/2

Finally, using theorem (4.2.4) we obtain:

|I2| = |f(x, τ)|
∫

Ω̄

∣∣∣∣∂2(Γξ,τ − Γy,t)(x− ξ, t− τ)

∂xi∂xj

∣∣∣∣
y=x

dξ ≤

≤ C |f(x, τ)|
|t− τ |1−α/2

∫
Ω̄
Γ (λmin)(x− ξ, t− τ)dξ ≤ C |f(x, τ)|

|t− τ |1−α/2

(4.24)

We have therefore shown that:∣∣∣∣∂2J(x, t, τ)

∂xi∂xj

∣∣∣∣ ≤ K

(t− τ)1−α/2 ∈ L
1([T0, T1])

Now we can use the dominated convergence theorem and demonstrate (4.21).The

continuity of the function ∂2V (x,t)
∂xi∂xj

follows from the dominated convergence

theorem.

In a similar way it can be demonstrated the following:

Theorem 4.2.6. Let f(x, t) be a Hölder-continuous function of order α

de�ned on Q. Then ∂V (x,t)
∂t is continuous on Q and it holds:

∂V (x, t)

∂t
= f(x, t) +

∫ t

T0

∫
Ω̄

n∑
i,j=1

ai,j(ξ, τ)
∂2Γξ,τ (x− ξ, t− τ)

∂xi∂xj
f(ξ, τ)dξdτ

(4.25)
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The proof of theorem (4.2.6) uses the properties of the foundamental
solution Γξ,τ and makes calculations similar to the previous theorems to

prove the continuity of the function ∂V (x,t)
∂t .

4.3 Construction of the parametrix

In this section we will deal with the recursive construction of the fundamental
solution of the parabolic operator L.

We will indicate with Γ (x, t) the foundamental solution of the parabolic
operator:

L =
n∑

i,j=1

ai,j(x, t)
∂2

∂xi∂xj
− ∂

∂t

so that LΓ = δ.
Suppose that the functions (aij(x, t))1≤i,j≤n are Hölder-continuous, so

that ∀(x, t), (y, τ) ∈ Q, (x, t) 6= (y, τ) we have:

| aij(x, t)− aij(y, τ) |≤ K(| x− y |α + | t− τ |α/2) (4.26)

For (ξ, τ) ∈ Q �xed, we will indicate with Γξ,τ (x, t) the foundamental solu-
tion of the following parabolic operator with constant coe�cients:

Lξ,τ =
n∑

i,j=1

ai,j(ξ, τ)
∂2

∂xi∂xj
− ∂

∂t

so that Γξ,τLξ,τ = δ.

The parametrix method consists in the construction of the foundamental
solution Γ of L using the parametrix Γξ,τ . Consider:{

K1 = Γξ,τ

Rξ,τ1 = (L− Lξ,τ )Γξ,τ
(4.27)

We obtain:

LK1 = LΓξ,τ = (L− Lξ,τ )Γξ,τ + Lξ,τΓξ,τ = Rξ,τ1 + δ (4.28)

Now we de�ne: {
K2 = K1 − Γξ,τ ∗Rξ,τ1

Rξ,τ2 = −Rξ,τ1 ∗R
ξ,τ
1

(4.29)

If we now consider LK2, we have:

LK2 =LK1 − LΓξ,τ ∗Rξ,τ1 = Rξ,τ1 + δ − (L− Lξ,τ )Γξ,τ ∗Rξ,τ1 − Lξ,τΓξ,τ ∗R
ξ,τ
1 =

=Rξ,τ1 + δ −Rξ,τ1 ∗R
ξ,τ
1 −R

ξ,τ
1 = δ +Rξ,τ2

(4.30)

47



We de�ne: {
K3 = K2 − Γξ,τ ∗Rξ,τ2

Rξ,τ3 = −Rξ,τ1 ∗R
ξ,τ
2

(4.31)

then we get:

LK3 = LK2 − LΓξ,τ ∗Rξ,τ2 = Rξ,τ2 + δ −Rξ,τ1 ∗R
ξ,τ
2 −R

ξ,τ
2 = δ +Rξ,τ3

Iterating, we have: {
Kj = Kj−1 − Γξ,τ ∗Rξ,τj−1

Rξ,τj = −Rξ,τ1 ∗R
ξ,τ
j−1

(4.32)

and:
LKj = δ +Rj (4.33)

From equation (4.33) we can clearly understand that, if we consider the limit

for j → +∞ and we demonstrate that limj→+∞R
ξ,τ
j = 0, then limj→+∞Kj

is the foundamental solution of the parabolic operator L.

We rewrite Kj in the following way:

Kj = Kj−1 − Γξ,τ ∗Rξ,τj−1 = Kj−2 − Γξ,τ ∗Rξ,τj−2 − Γξ,τ ∗R
ξ,τ
j−1 =

=K1 − Γξ,τ ∗Rξ,τ1 − Γξ,τ ∗R
ξ,τ
2 ...− Γξ,τ ∗Rξ,τj−1 = Γξ,τ − Γξ,τ ∗ φ

(4.34)

with:

φ =

j−1∑
k=1

Rξ,τk (4.35)

{
Rξ,τ1 = (L− Lξ,τ )Γξ,τ

Rξ,τk = −Rξ,τ1 ∗R
ξ,τ
k−1 for k ≥ 2

(4.36)

It's clear now that the foundamental solution Γ of L will be:

lim
j→+∞

Kj = Γξ,τ − Γξ,τ ∗
+∞∑
j=1

Rξ,τj

So the problem now becomes the study of the convergence of the series φ.
First we have to prove some inequalities which will serve us to demonstrate
the convergence of the series.

Lemma 4.3.1. It holds:

‖x− ξ‖2

t− τ
+
‖y − µ‖2
(t−σ)(σ−τ)

t−τ

=
‖y − x‖2

t− σ
+
‖y − ξ‖2

σ − τ
(4.37)

where:

µ =
(t− σ)ξ + (σ − τ)x

t− τ
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Theorem 4.3.2. ∀σ ∈ (τ, t)∫
Ω̄
Γy,σ(x− y, t− σ)Γξ,τ (y − ξ, σ − τ)dy ≤ CΓ (λmin)

ξ,τ (x− ξ, t− τ) (4.38)

with: C = λmax
λmin

Proof : Using Lemma (4.3.1) and (4.14) we have:∫
Ω̄
Γy,σ(x− y, t− σ)Γξ,τ (y − ξ, σ − τ)dy =

=

∫
Ω̄

√
|A−1(y, σ)A−1(ξ, τ)|

(4π)n(t− σ)n/2(σ − τ)n/2
e−

1
4

(
‖y−x‖2y,σ

t−σ +
‖y−ξ‖2ξ,τ
σ−τ )dy ≤

≤
∫

Ω̄

√
|A−1(y, σ)A−1(ξ, τ)|

(4π)n(t− σ)n/2(σ − τ)n/2
e−

λmin
4

(
‖y−x‖2
t−σ +

‖y−ξ‖2
σ−τ )dy ≤

≤
∫

Ω̄

√
|A−1(y, σ)A−1(ξ, τ)|

(4π)n(t− σ)n/2(σ − τ)n/2
e
−λmin

4
(
‖x−ξ‖2
t−τ +

‖y−µ‖2
(t−σ)(σ−τ)

(t−τ) )dy ≤

≤
√
|A−1(ξ, τ)|e−

λmin
4
‖x−ξ‖2
t−τ

(4π)n/2(t− σ)n/2(σ − τ)n/2

∫
Ω̄

√
|A−1(y, σ)|e

−λmin
4

‖y−µ‖2
(t−σ)(σ−τ)

t−τ

(4π)n/2( (t−σ)(σ−τ)
t−τ )n/2

dy ≤

≤
√
|A−1(ξ, τ)|e−

λmin
4
‖x−ξ‖2
t−τ λmax

λmin

(4π)n/2(t− τ)n/2
=
λmax
λmin

Γ
(λmin)
ξ,τ (x− ξ, t− τ)

(4.39)

where we have used:

∫
Ω̄

√
|A−1(y, σ)|e

−λmin
4

‖y−µ‖2
(t−σ)(σ−τ)

t−τ

(4π)n/2( (t−σ)(σ−τ)
t−τ )n/2

dy ≤ λmax
λmin

Theorem 4.3.3. If α < 1, β < 1 then ∀σ ∈ (τ, t)∫ t

τ

dσ

| t− σ |α| σ − τ |β
≤ cost

| t− τ |α+β−1
(4.40)

Proof :∫ t

τ

dσ

|t− σ|α |σ − τ |β
=

∫ t+τ
2

τ

dσ

|t− σ|α |σ − τ |β
+

∫ t

t+τ
2

dσ

|t− σ|α |σ − τ |β
(4.41)
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In the �rst integral we have that |t− σ| ≥ |t+ τ | /2, while in the second
integral it holds |σ − τ | ≥ |t+ τ | /2. Then we obtain:∫ t

τ

dσ

|t− σ|α |σ − τ |β
≤ 2α

|t− τ |α
∫ t+τ

2

τ

dσ

|σ − τ |β
+

2β

|t− τ |β

∫ t

t+τ
2

dσ

|t− σ|α
=

=
2α[|σ − τ |1−β]

t+τ
2

τ

|t− τ |α (1− β)
+

2β[|t− σ|1−α]tt+τ
2

|t− τ |β (1− α)
=

C

|t− τ |α+β−1

(4.42)

Theorem 4.3.4. It holds:

| Rξ,τj (x, t) |≤ Cj

| t− τ |1−jα/2
Γ

(λmin)j

ξ,τ (x− ξ, t− τ) ∀j ≥ 1 (4.43)

Proof : We prove the theorem by induction: for j = 1 we have:

| Rξ,τ1 (x, t) |= | (L− Lξ,τ )Γξ,τ (x− ξ, t− τ) |≤

≤
n∑

i,j=1

| aij(x, t)− aij(ξ, τ) |
∂2Γξ,τ (x− ξ, t− τ)

∂xi∂xj
≤

≤nMλmax(
| t− τ |α/2

| t− τ |
Γ

(λmin)
ξ,τ (x− ξ, t− τ)) ≤

≤ C1

| t− τ |1−α/2
Γ

(λmin)
ξ,τ (x− ξ, t− τ)

(4.44)

Now suppose the thesis holds for j − 1 and consider:

| Rξ,τj (x, t) |=
∣∣∣R1 ∗Rξ,τj−1(x, t)

∣∣∣ =

∣∣∣∣∫ t

τ

∫
Ω̄

(L− Ly,σ)Γy,σ(x− y, t− σ)Rξ,τj−1(y, σ)dydσ

∣∣∣∣ ≤
≤
∣∣∣∣∫ t

τ

∫
Ω̄

(L− Ly,σ)Γy,σ(x− y, t− σ)
Cj−1

| σ − τ |1−(j−1)α/2
Γ

(λj−1
min)

ξ,τ (y − ξ, σ − τ)dydσ

∣∣∣∣ ≤
≤|
∫ t

τ

∫
Ω̄

n∑
i,j=1

| aij(x, t)− aij(y, σ) | ∂
2Γy,σ(x− y, t− σ)

∂xi∂xj

Cj−1

| σ − τ |1−(j−1)α/2

Γ
(λj−1
min)

ξ,τ (y − ξ, σ − τ)dydσ |≤

≤
∣∣∣∣∫ t

τ

Cj

| t− σ |α/2| σ − τ |1−(j−1)α/2

∫
Ω̄
Γy,σ(x− y, t− σ)Γ

(λj−1
min)

ξ,τ (y − ξ, σ − τ)dydσ

∣∣∣∣ ≤
≤ CjΓ (λmin)j

ξ,τ (x− ξ, t− τ)

∫ t

τ

dσ

| t− σ |1−α/2| σ − τ |1−(j−1)α/2
≤

≤
CjΓ

(λmin)j

ξ,τ (x− ξ, t− τ)

| t− τ |1−αj/2
(4.45)
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where we have used the property of the functions aij and the theorems (4.3.2)
and (4.3.3).

Since α > 0, from theorem (4.3.4) we have that:

∃j0 ∈ N : 1− j0
2
α < 0

that is there exists j0 such that ∀j ≥ j0∣∣∣Rξ,τj (x, t)
∣∣∣ ≤ K0 |t− τ |γ Γξ,τ (x− ξ, t− τ) γ > 0 (4.46)

We want to prove another estimation for Rξ,τj :

Theorem 4.3.5. ∀m ∈ N∣∣∣Rξ,τj0+m(x, t)
∣∣∣ ≤ K0

(K(t− τ)α/2)m

γ(1 +mα/2)

where γ(x) is the Gamma Euler function.

Proof : The proof is made by induction. If we consider m = 0 the thesis
follows from (4.46).

Suppose the thesis holds for m and consider
∣∣∣Rξ,τj0+m(x, t)

∣∣∣.
∣∣∣Rξ,τj0+m(x, t)

∣∣∣ ≤ ∣∣∣∣∣
∫ t

τ

∫
Ω̄

C

|t− σ|1−α/2
Γ (λmin)
y,σ (x− y, t− σ)Rξ,τj0+m−1(y, σ)dydσ

∣∣∣∣∣ ≤
≤ K0

Cm

γ(1 + (m− 1)α2

∫ t

τ

∫
Ω̄
Γ (λmin)
y,σ (x− y, t− σ)

dydσ

|t− σ|1−α/2 |σ − τ |−(m−1)α/2

(4.47)

We know that: ∫
Ω̄
Γ (λmin)
y,σ (x− y, t− σ)dy ≤ 1

λnmin
(4.48)

Using the following property of the Gamma Euler's function:∫ 1

0
(1− ρ)a−1ρb−1dρ =

γ(a)γ(b)

γ(a+ b)

with:

a = α/2, b = 1 + (m− 1)
α

2
, ρ =

σ − τ
t− τ

⇒ dρ =
dσ

t− τ
We obtain:∫ t

τ

dσ

|t− σ|1−α/2 |σ − τ |−(m−1)α/2
=
γ(α/2)γ(1 + (m− 1)α2 )

γ(1 +mα
2 )

|t− τ |mα/2

(4.49)
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The thesis follows from (4.48) and from the previous equation, infact we
have: ∣∣∣Rξ,τj0+m(x, t)

∣∣∣ ≤ K0
Cmγ(α/2)

λnminγ(1 +mα
2

|t− τ |mα/2 . (4.50)

We are �nally ready to demonstrate the following:

Theorem 4.3.6. The series
∑+∞

j=j0
Rξ,τj (x, t) is convergent.

Proof : From theorem (4.3.5) we have:

+∞∑
j=j0

Rξ,τj (x, t) ≤
+∞∑
m=0

K0
(K(t− τ)α/2)m

γ(1 +mα/2)
(4.51)

The series is convergent for the ratio test

am+1

am
=
K(t− τ)α/2γ(1 + (m− 1)α/2)

γ(1 +mα/2)
→m→+∞ 0

thanks to the property of the Gamma Euler function.

Theorem 4.3.7. The following inequality holds:

φξ,τ (x, t) ≤

{
2K0
α eK2/α + C

|t−τ |1−α/2 if | t− τ |≤ 1

2K0K2/α(t−τ)
α eK2(t−τ)/α + Cj0 if | t− τ |> 1

(4.52)

Proof : Let r be the integer part of mα/2. Then for the properties of
the Gamma Euler's function we have:

γ(1 +mα/2) ≥ γ(1 + r) = r!

Using the inequalities found in theorems (4.3.4) and (4.3.5) we have:

φξ,τ (x, t) =

j0−1∑
j=1

Rξ,τj (x, t) +

+∞∑
j=j0

Rξ,τj (x, t) ≤

≤
j0−1∑
j=1

Cj

|t− τ |1−jα/2
+

+∞∑
j=j0

K0
(K(t− τ)α/2)m

γ(1 +mα/2)
≤

≤
j0−1∑
j=1

Cj

|t− τ |1−jα/2
+

+∞∑
j=j0

K0
(K2/α(t− τ))mα/2

r!

(4.53)
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Then if |t− τ | ≤ 1:

φξ,τ (x, t) ≤ C

|t− τ |1−α/2
+

+∞∑
j=j0

K0
(K2/α(t− τ))mα/2

r!
≤

≤ C

|t− τ |1−α/2
+

2K0

α

+∞∑
r=0

(K2/α(t− τ))r

r!
=

=
C

|t− τ |1−α/2
+

2K0

α
eK

2/α(t−τ) ≤ C

|t− τ |1−α/2
+

2K0

α
eK

2/α

(4.54)

If |t− τ | > 1 we have:

φξ,τ (x, t) ≤ Cj0

|t− τ |1−j0α/2
+

+∞∑
j=j0

K0
(K2/α(t− τ))mα/2

r!
≤

≤ Cj0 +
2K0

α

+∞∑
r=0

(K2/α(t− τ))r+1

r!
= Cj0 +

2K0K
2/α(t− τ)

α
eK

2/α(t−τ).

(4.55)

Now we have to check if the function we have de�ned is actually the
foundamental solution of the parabolic operator L.

Theorem 4.3.8. If we de�ne Γ̄ (x, t, ξ, τ) = Γξ,τ − Γξ,τ ∗ φ then Γ̄ is the

foundamental solution of the parabolic operator L.

Proof:

LΓ̄ξ,τ (x, t) = LΓξ,τ (x, t)− LΓξ,τ ∗ φ(x, t) =

= Rξ,τ1 + δ − L
∫ t

τ

∫
Ω̄
Γy,σ(x− y, t− σ)

+∞∑
j=1

Rξ,τj (y, σ)dydσ =

= Rξ,τ1 + δ − lim
N→+∞

L

∫ t

τ

∫
Ω̄
Γy,σ(x− y, t− σ)

N∑
j=1

Rξ,τj (y, σ)dydσ

(4.56)
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If we focus on the last part of the equation:

lim
N→+∞

L

∫ t

τ

∫
Ω̄
Γy,σ(x− y, t− σ)

N∑
j=1

Rξ,τj (y, σ)dydσ =

= lim
N→+∞

L(Γξ,τ ∗
N∑
j=1

Rξ,τj )(x, t)

= lim
N→+∞

(L− Lξ,τ )(Γξ,τ ∗
N∑
j=1

Rξ,τj )(x, t) + Lξ,τ (Γξ,τ ∗
N∑
j=1

Rξ,τj )(x, t) =

= lim
n→+∞

Rξ,τ1 ∗
N∑
j=1

Rξ,τj +
N∑
j=1

Rξ,τj = lim
N→+∞

Rξ,τN+1 +
N∑
j=1

Rξ,τj =

=

+∞∑
j=1

Rξ,τj

(4.57)

Then we get:

LΓ̄ξ,τ (x, t) = Rξ,τ1 + δ −
+∞∑
j=1

Rξ,τj = δ − lim
j→+∞

Rξ,τj = δ. (4.58)

54



Chapter 5

Parametrix method in Lie
groups

In this chapter we want to extend the results found in chapter (4) in a more
general set. In particular we will analyze the case of parabolic operators in
Lie group.

We will �nd the foundamental solution of a special parabolic operator
de�ned on R2 × S1. This parabolic operator is de�ned as:

L = X2
1 +X2

2 − ∂t

where X1, X2 are the vector �elds of degree 1 de�ned describing the model
of the visual cortex, (2.47). The main problem in this case is that we have
estimates for the foundamental solution of a parabolic operator in a Lie
Group only if the group is an homogeneous Carnot group. In our case R2×S1

it's not an homogeneous Carnot group, so we have to apply the parametrix
method in order to �nd the foundamental solution of the parabolic operator.
Analogously to what was done in the Euclidean case we will consider an
approximate parabolic operator, whose vector �elds will be de�ned on an
homogeneous Carnot group. This will permit us to illustrate some important
inequalities for the foundamental solution of the considered operator. After
that, similarly to what we have done in the Euclidean case, we will write the
foundamental solution of the parabolic operator L as:

Γ = Γξ0 − Γξ0 ∗ φ

where φ is the series
∑+∞

j=0 Rj(ξ0, τ, ·). In order to prove that Γ is the founda-
mental solution of L we'll have to prove that the series φ is convergent.

The chapter is organized as follows: in the �rst section we will give the
main de�nitions that have been mentioned above and we will recall the def-
inition of the group law which we will consider. In the second section we
will de�ne the approximate vector �elds and we will de�ne the approximate
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parabolic operator which will be used in the parametrix method. In partic-
ular we will see that the vector �elds frozen at a point ξ are de�ned on a
Carnot group. In the third section we will see some of the main properties of
the foundamental solution of a parabolic operator on a Carnot Group, while
in the fourth section we will demonstrate the continuity properties of the
fucntions Rξ0j and of the convolutional operator Γξ0 ∗R

ξ0
j . Finally in the last

section we will construct the parametrix and demonstrate that the function
Γ de�ned as limit of the functions Kj is the foundamental solution of the L
operator.

5.1 De�nition of the space

In order to study the parametrix method in a Lie group we need �rst of all
to introduce some main de�nitions.

De�nition 5.1.1. A Carnot group (or strati�ed group) H is a connected
and simply connected Lie group whose Lie algebra h admits a strati�cation,
i.e. a direct sum decomposition:

h = V1 ⊕ ...⊕ Vr

such that [V1, Vi−1] = Vi if 2 ≤ i ≤ r and [Vi, Vr] = 0

The strati�cation implies that the Lie Algebra h is nilpotent of step r.
Any Carnot group is isomorphic to an homogeneous group.
This fact permit us to give another equivalent de�nition of a Carnot group:

De�nition 5.1.2. Let ◦ be an assigned Lie group law on RN . Suppose RN is
endowed with a homogeneous structure by a given family of automorphisms
{δλ}λ>0,called dilations, of the form:

δλ(x) = δλ(x(1), ..., x(r)) = (λx(1), λ2x(2), ..., λrx(r)).

Here x(i) ∈ RNi for i = 1, ..., r and N1 + ... + Nr = N . We denote by g the
Lie algebra of (RN , ◦), i.e. the Lie algebra the left invariant vector �elds on
RN . For i = 1, ..., N1 let Xi be the unique vector �eld in g that agrees at the
origin with ∂/∂xi. If the Lie algebra generated by X1, ..., XN1 is the whole
g, we call G = (RN , ◦, δλ) a homogeneous Carnot group.
We also say that G is of step r and has m = N1 generators.

It is not di�cult to verify that any homogeneous Carnot group is a Carnot
group according to the classical de�nition. On the other hand, up to isomor-
phism, the opposite implication is also true. Recall that we denote by

Q =

r∑
i=1

deg(Xi)
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the homogeneous dimension of G. Then L(δλ(E)) = λQL(E) for any measur-
able set E, where L(.) denotes the Lebesgue measure on RN . This measure is
invariant with respect to the left and right translations on G. If Q ≤ 3, then
G is the ordinary Euclidean group (RQ,+) and ∆G is the classical Laplace
operator.

Let's now consider our particular case. In chapter (2) we have considered
the group R2× S1 with the group law de�ned in (2.45) and we have de�ned
the following vector �elds:

X1 = cosθ∂x + sinθ∂y

X2 = ∂θ
(5.1)

We have then proved that Lie(X1, X2) veri�es the Hörmander condition.
Infact, if we consider the commutator X3:

X3 = [X1, X2] = −sinθ∂x + cosθ∂y

From the formula above we can easily conclude that X1, X2, X3 are linearly
indipendent then dim(Lie(X1, X2)) = 3. In particular these vector �elds
have the following degrees:

deg(X1) = 1

deg(X2) = 1

deg(X3) = 2

(5.2)

then Q = 4.
Let's now consider the sub-Laplacian operator de�ned in (2.2.42).The

operator we want to consider on R2 × S1 = G is:

∆G = X2
1 +X2

2

Then, the associated heat operator is de�ned as:

L = ∆G − ∂t = X2
1 +X2

2 − ∂t

The results we will show in the next sections are based on the fact that the
parabolic operator is de�ned on a Carnot group. In our case the issue is that
the vector �elds X1, X2, X3 are de�ned on R2 × S1, which is not a Carnot
group, then is not equipped with a homogeneous structure.
Therefore, it results necessary to introduce an approximate operator which
will be de�ned on a Carnot group. We will then look towards the homo-
geneity behavioural of vector �elds in R2 × S1 in terms of the homogeneity
properties of the strati�ed group of same dimension, namely the Heisenberg
group H. This procedure is similar to the one we have done in the Euclidean
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case: in that case we had considered as approximate heat operator, the op-
erator with constant coe�cients. Thanks to the properties already known
for the operators with constant coe�cients, we had been able to apply the
parametrix method and �nd the foundamental solution of the original heat
operator. Therefore in the next section we will introduce an approximate
heat operator, which will be de�ned, up to isomorphism, on a Carnot group.

5.2 Approximate vector �elds

In this section we want to de�ne, for a �xed point ξ, the approximate vector
�elds. Then we will show that , up to di�eomorphism, these approximate
vector �elds are de�ned on the Heisenberg group, which is known to be a
Carnot group.

Let's consider the vector �elds {Xi}i=1,2 de�ned in (5.1) and let
ξ0 = (x0, y0, θ0) ∈ R2 × S1 be a �xed point.

De�nition 5.2.1. The approximate vector �elds frozen at ξ0 are:

X1,ξ0 = (cosθ0 − (θ − θ0)sinθ0)∂x + (sinθ0 + (θ − θ0)cosθ0)∂y

X2,ξ0 = X2 = ∂θ

X3,ξ0 = [X1,ξ0 , X2,ξ0 ] = −sinθ0∂x + cosθ0∂y.

(5.3)

It's easy to verify that dim(Lie(X1,ξ0 , X2,ξ0)) = 3, then {Xi,ξ0}i=1,2,3 are
Hörmander vector �elds de�ned in terms of the �rst order Taylor develop-
ment of the coe�cients of the vector �elds {Xi}i=1,2,3.

We now want to show that the Lie algebra spanned by Xξ0,1, Xξ0,2, Xξ0,3

is the Heisenberg algebra.
First of all we need to introduce some main de�nitions.

De�nition 5.2.2. The Heisenberg group Hn is the space R2n+1 equipped
with the following group law:

(x, y, z) · (x′, y′, z′) = (x+ x′, y + y′, z + z′ + 2〈y, x′〉 − 2〈x, y′〉)

The groupHn equipped with the parabolic dilations δλ(z, t) = (λz, λ2t), λ >
0, carries the structure of homogeneous group.
A strati�ed basis of left invariant vector �elds for the Lie algebra gn of Hn

is given by:

Xj = ∂xj + 2yj∂t j = 1, ..., n

Yj = ∂yj − 2xj∂t

T = ∂t

(5.4)

In our case we have that n = 1 and the vector �elds are:

X1 = ∂e1 − 2e2∂e3

X2 = ∂e2
(5.5)
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We want to �nd a di�eomorphism that turns the coordinates (x, y, θ) in
(e1, e2, e3). Let ξ = (x, y, θ) a point in the neighborhood of ξ0. Let (e1, e2, e3)
the exponential coordinates of ξ with respect to the basis X1,ξ0 , X2,ξ0 , X3,ξ0 ,
such that:

ξ = exp(e1X1,ξ0 + e2X2,ξ0 + e3X3,ξ0)(ξ0)

By the de�nition of exponential mapping γ(1) = ξ = (x, y, θ), where γ(t) =
(γ1(t), γ2(t), γ3(t)) solves the Cauchy problem:{

γ̇ = e1X1,ξ0 + e2X2,ξ0 + e3X3,ξ0

γ(0) = ξ0

(5.6)

A trivial computation yields:

γ1(1) = x = x0 + cosθ0e1 −
1

2
sinθ0e2e1 − sinθ0e3

γ2(1) = y = y0 + sinθ0e1 +
1

2
cosθ0e1e2 + cosθ0e3

γ3(1) = θ = θ0 + e2

(5.7)

Plugging in e2 = θ − θ0, one obtain the linear map:(
y − y0

x− x0

)
=

(
sinθ0 + 1

2(θ − θ0)cosθ0 cosθ
cosθ − 1

2(θ − θ0)sinθ0 −sinθ0

)(
e1

e2

)
(5.8)

The inverse is:(
e1

e2

)
=

(
sinθ0 cosθ0

cosθ0 − 1
2(θ − θ0)sinθ0 −sinθ0 − 1

2(θ − θ0)cosθ0

)(
y − y0

x− x0

)
(5.9)

The regular change of variables:
e1 = sinθ0(y − y0) + cosθ0(x− x0)

e2 = θ − θ0

e3 = cosθ0(y − y0)− sinθ0(x− x0)− 1
2e1e2

(5.10)

provides a di�eomorphism:

Φξ0(ξ) = Φx0,y0,θ0(x, y, θ) = (e1, e2, e3)

turning the coordinates (x, y, θ) into the coordinates (e1, e2, e3).

De�nition 5.2.3. The approximate subelliptic heat operator is de�ned as:

Lξ0 = X2
1,ξ0 +X2

2,ξ0 − ∂t (5.11)
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This operator admits an explicit foundamental solution Γξ0 which, up to
the change of variables we've seen above, is the well known solution of the
Heisenberg heat operator. If

LH = ∆H − ∂t = X2
H + Y 2

H − ∂t (5.12)

is the Heisenberg heat operator in the standard basis, the related founda-
mental solution ΓH is given by:

ΓH((x, y, θ), t) =
1

(2πt)4)

∫
cos(

yτ

t
)exp(

1

2
τcoth2π

x2 + θ2

t
)

2τ4

sinh(2τ)4
dτ

(5.13)
Now that we have de�ned the space in which we will work and the opera-
tors we will use for the parametrix method we need, before illustrating the
method, to give some known properties of the foundamental solution of a
parabolic operator de�ned on a Carnot group. We refer to [8] for details.

5.3 Estimates for the foundamental solution of a
parabolic operator on a Carnot group

In this section we will see some estimates for the foundamental solution of a
parabolic operator de�ned on a Carnot group, with homogeneous dimension
equal to Q.

Therefore, let's consider the following parabolic operator:

L =
m∑
i=1

X2
i − ∂t (5.14)

de�ned on G × R, with G homogeneous Carnto group on RN . The �rst
issue that need to be solved is the one of the existence of the foundamental
solution. There are two main hypothesis which will permit us to demonstrate
the existence and the estimates of the foundamental solution. The �rst
hypothesis is that the vector �elds {Xi} satisfy the Hörmander condition.
Infact, thanks to this hypothesis, we consider the following results.

De�nition 5.3.1. If the vector �elds X1, ..., Xm are of Hörmander type
and selfadjoint, the associated subriemannian Laplacian and the heat oper-
ator (also called subelliptic Laplacian and Heat) are called Hörmander type
operators.

Theorem 5.3.2. A second order di�erential operator L is hypoelliptic if and

only if there exist a fundamental solution of L which is C∞ outside the origin.

Furthermore, the Hörmander theorem (2.2.45) states the existence of a
foundamental solution for the operator (5.14).
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The second foundamental hypothesis we will need is that the heat kernel
ΓG satis�es some homogeneity properties, which can be stated in terms of
the homogeneous dimension Q.

De�nition 5.3.3. A di�erential operator D is homogeneous of degree r
w.r.t.the dilations {σλ} if and only if

D(u ◦ σλ) = λr(Du) ◦ σλ

for all u ∈ C∞0 and λ > 0

De�nition 5.3.4. G × [0, T ] is equipped with the family of parabolic dila-
tions {σLλ }λ>0 given by:

σLλ (ξ, τ) = (σλ(ξ), λ2τ)

The problem of the construction of the foundamental solution was solved
in [7]. The foundamental solution Γ is constructed as a limit of a sequence of
Green functions related to an increasing sequence of regular domains invading
RN+1. Thanks to this construction we are able to prove the following:

Theorem 5.3.5. There exists a smooth function Γ on G × [0, T ] − 0 such

that the foundamental solution of 5.14 is given by:

ΓG(ξ, t, η, s) := Γ (η−1 ◦ ξ, t− s)

The kernel ΓG satis�es:

� ΓG is homogeneous of degree −Q w.r.t. the parabolic dilations {σLλ }
i.e.

ΓG(σLλ (ξ, t)) = λ−QΓG(ξ, t);

� ΓG(ξ, t, η, s) = ΓG(η,−s, ξ, t) = ΓG(η−1 ◦ ξ, t− s, 0, 0)

� there exists a positive constant C such that:

ΓG(ξ, t) ≤ C(dG(ξ, 0) + |t|1/2)−Q

where dG is a control distance on G and Q is the homogeneous dimen-

sion of G

� (reproduction property)

ΓG(ξ, t+ s) =

∫
G
ΓG(η−1 ◦ ξ, t)Γ (η, s)dη (5.15)

Proof : see [6, Theorem2.1].

For the foundamental solution the following Gaussian estimates hold:
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Theorem 5.3.6. There exist positive constants C1, Cp,q such that the founda-
mental solution ΓG of the heat operator LG and its derivatives satis�es:

� |ΓG(x, t)| ≤ C1t
−Q/2exp(

−d2G(x,0)
C1t

);

�

∣∣Xi1 ...Xip(∂t)
qΓG(x, t)

∣∣ ≤ Cp,qt−Q+p+2q
2 exp(

−d2G(x,0)
C1t

);

for every p, q ∈ N

Proof :We set A = {x ∈ RN : dG(x) > 1} and Ω = A × (0, 1). We
want to compare Γ (x, t) with the function ω(x, t) = exp(−σ(1− t)d2

G(x)) in
Ω. Here, σ is a positive constant to be chosen in the sequel. The following
formula holds for radial functions f(x) = F (dG(x)).

Lf(x) = |∇GdG(x)|2
(
Q− 1

dG(x)
F ′(dG(x)) + F ′′(dG(x))

)
(5.16)

we have denoted with ∇G the subelliptic gradient (x1, ..., Xm). Hence,a
direct computation shows that

Lω(x, t) = ω(x, t) |∇GdG(x)|2 {−2σ(Q− 1)(1− t) + (4σ2d2
G(x)(1− t)2 − 2σ(1− t))}+

− σd2
G(x)ω(x, t)

(5.17)

For (x, t) ∈ Ω, we obtain:

Lω(x, t) ≤ (4σ2 |∇GdG(x)|2 − σ)d2
G(x)ω(x, t) ≤ 0

if σ is chosen small enough (note that |∇GdG(x)| is bounded). Recalling that
LΓG = δ in Ω, that ΓG is continuous on Ω̄ and that ΓG vanishes at in�nity
on A×{0} (note that ΓG is the foundamental solution), from the maximum
principle we infer that

ΓG ≤ cω in Ω

for a suitable constant c > 0. In particular, chosen t = 1/2, we obtain:

ΓG(x,
1

2
) ≤ c exp(−σd2

G(x)/2), if dG(x) ≥ 1

By the homogeneity of ΓG, we then deduce:

ΓG(x, t) = (2t)−Q/2ΓG(σ1/
√

2tx,
1

2
) ≤ ct−Q/2exp(−

σd2
G(x)

4t
), if 0 < 2t ≤ d2

G(x)

On the other hand, if d2
G(x) < 2t, then

ΓG(x, t; ξ, τ) ≤ c(d(x, ξ) + |t− τ |1/2)−Q
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directly yields:

ΓG(x, t) ≤ ct−Q/2 ≤ ct−Q/2exp(−
d2
G(x)

ct
)

The second inequality is an easy consequence of the above inequality. This
end complete the proof.

Finally, it can be demonstrated that there exists a positive constant c > 0
such that:

ΓG(x, t) ≥ c−1t−Q/2exp(−c
d2
G(x)

t
) (5.18)

Before illustrating the parametrix method we need some continuity prop-
erties of the functions that we will use. Therefore in the next section we will
prove that the series and the convolutional operator de�ned in the parametrix
method are continuous.

5.4 Parametrix method

Now that we have introduced the main results for the foundamental solution
on an homogeneous Carnot group, we want to prove the continuity of the
functions that will be de�ned for the parametrix method.

First of all notice that the estimates found in section (5.3) hold for the
foundamental solution Γξ0 of the following heat operator:

Lξ0 = X2
1,ξ0 +X2

2,ξ0 − ∂t (5.19)

Infact, as we've already proved, the operator is de�ned on the Heisenberg
group, which is a homogeneous Carnot group.
In particular in this case we have that the homogeneous dimension is:

Q =
∑
i

deg(Xi) = 1 + 1 + 2 = 4

Infact, in our case deg(X1,ξ0) = deg(X2,ξ0) = 1 and deg(X3,ξ0) = 2.
As theorem (5.3.6) shows, the following inequalities hold for the foundamen-
tal solution Γξ0 of the operator Lξ0 :

|ΓG(x, t)| ≤ C0t
−2exp(

−d2
G(x, 0)

C0t
) = C1E(x,C0t)

|Xi,ξ0ΓG(x, t)| ≤ C1t
− 5

2 exp(
−d2

G(x, 0)

C1t
) =

C1√
t
E(x,C1t) i = 1, 2

|Xi,ξ0Xj,ξ0ΓG(x, t)| ≤ C2t
−3exp(

−d2
G(x, 0)

C2t
) =

C2

t
E(x,C2t) i, j = 1, 2

(5.20)
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where we have de�ned:

E(x, t) = t−2exp(
−d2

G(x, 0)

t
)

As we have already seen in chapter (4), if the parametrix method is applied,
the foundamental solution of the heat operator:

L = X2
1 +X2

2 − ∂t

will be found as limj→+∞Kj , where:

Kj(·) = Kj−1(·)− Γξ0,τ ∗Rj−1(ξ0, τ ; ·) (5.21)

and {
R1(ξ0, τ ; ·) = (L− Lξ0)Γξ0,τ (·)
Rj(ξ0, τ ; ·) = −R1 ∗Rj−1(ξ0, τ ; ·) forj > 1

(5.22)

In an analogous way we obtain:

LKj(·) = δ(·) +Rj(ξ, τ ; ·)

and
Γ (·) = lim

j→+∞
Kj(·) = Γξ0,τ (·)− Γξ0,τ ∗ φ(·) (5.23)

where

φ(·) =

+∞∑
j=1

Rj(ξ0, τ, ·)

In the next section we will see these calculations in a more formal way, but
for the purpose of this section is su�cient to recall the de�nitions of the
functions used in the parametrix method. Therefore we notice that, also
in this case, we need to prove some regularity properties of the functions
Rj(ξ0, τ, ·). In order to prove the continuity of the function Rj(ξ0, τ, ·) we
need to prove the following theorems:

Lemma 5.4.1. There exist constants C0, C1 such that the following esti-

mates hold:

� |(Xi −Xi,ξ0)Γξ0,τ (ξ, t)| ≤ C0E(ξ, t);

� |XiΓξ0,τ (ξ, t)| ≤ C1√
t
E(ξ, t)

for i = 1, 2

Proof : First of all notice that, from de�nition 5.3 we obtain:

∂x = X1,ξ0cosθ0 −X3,ξ0((θ − θ0)cosθ0 − sinθ0)

∂y = X3,ξ0(cosθ0 − (θ − θ0)sinθ0) +X1,ξ0sinθ0
(5.24)
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For i = 2 the �rst statement is trivial. Consider i = 1:

(X1 −X1,ξ0)Γξ0,τ (ξ, t) = (cosθ − cosθ0 + (θ − θ0)sinθ0)∂xΓξ0,τ (ξ, t)+

(sinθ − sinθ0 − (θ − θ0)cosθ0)∂yΓξ0,τ (ξ, t) =

(cosθ − T1,θ0cosθ)(X1,ξ0cosθ0 −X3,ξ0((θ − θ0)cosθ0 − sinθ0))Γξ0,τ (ξ, t)+

(sinθ − T1,θ0sinθ)(X3,ξ0(cosθ0 − (θ − θ0)sinθ0) +X1,ξ0sinθ0)Γξ0,τ (ξ, t)

(5.25)

where T1,θ0f(θ) = f(θ0) + f ′(θ0)(θ − θ0) is the �rst order truncated Taylor
series of f at θ0. Then we obtain:

|(X1 −X1,ξ0)Γξ0,τ (ξ, t)| ≤ C |Γξ0,τ (ξ, t)| ≤ C0E(ξ, t)

where the last inequality follows from (5.20). The second inequality follows
directly from the second inequality of (5.20), infact:

|XiΓξ0,τ (ξ, t)| ≤ |(Xi −Xi,ξ0)Γξ0,τ (ξ, t)|+ |Xi,ξ0Γξ0,τ (ξ, t)| ≤

≤ C0E(ξ, t) +
C1

t
E(ξ, t) ≤ C1√

t
E(ξ, t)

(5.26)

Lemma 5.4.2. There exists constant C1, C2 such that the following esti-

mates hold:

�

∣∣∣X2
i,ξ0
Γξ0(ξ, t)

∣∣∣ ≤ C1
t E(ξ, t)

� |(L− Lξ0)Γξ0(ξ, t)| ≤ C2√
t
E(ξ, t)

Proof : The �rst inequality follows directly from (5.20). For the second
statement consider:

(X2
1 −X2

1,ξ0)Γξ0,τ (ξ, t) = (X2
1 −X1X1,ξ0 +X1X1,ξ0 −X2

1,ξ0)Γξ0,τ (ξ, t) =

= X1(X1 −X1,ξ0)Γξ0,τ (ξ, t) + (X1 −X1,ξ0)X1,ξ0Γξ0,τ (ξ, t) =

= (X1 −X1,ξ0 +X1,ξ0)(X1 −X1,ξ0)Γξ0,τ (ξ, t) + (X1 −X1,ξ0)X1,ξ0Γξ0,τ (ξ, t) =

= (X1 −X1,ξ0)2Γξ0,τ (ξ, t) +X1,ξ0Γξ0,τ (ξ, t) + (X1 −X1,ξ0)X1,ξ0Γξ0,τ (ξ, t)

(5.27)

Then we obtain:

|(L− Lξ0)Γξ0,τ (ξ, t)| =
∣∣(X2

1 −X2
1,ξ0)Γξ0,τ (ξ, t)

∣∣ ≤ C0E(ξ, t)+
C1√
t
E(ξ, t) ≤ C1√

t
E(ξ, t)

(5.28)

Theorem 5.4.3. For every j ∈ N the following estimates hold:

|Rj(ξ0, τ ;x, t)| ≤ cj1bj(1)(t− τ)−1+j/2Γξ0,τ (ξ−1
0 ◦ x, c2(t− τ)), (5.29)

where bj(1) = γj(1
2)/γ( j2)(here γ denotes the Euler gamma function).
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Proof : We prove the thesis by induction. For j = 1 we have:

|R1(ξ0, τ ;x, t)| =
∣∣(L− Lξ0)Γξ0,τ (ξ−1

0 ◦ x, t− τ)
∣∣ ≤

≤ C1
1√

t− τ
Γξ0,τ (ξ−1

0 ◦ x, t− τ)
(5.30)

and we can conclude because b1(1) = γ(1/2)/γ(1/2) = 1.
Suppose now the thesis hold for j and consider:

|Rj+1(ξ0, τ ;x, t)| = |R1 ∗Rj(ξ0, τ ;x, t)| =

∣∣∣∣∣
∫
RN×[τ,t]

R1(x, t; η, s)Rj(η, s, ξ0, τ)dηds

∣∣∣∣∣ ≤
≤
∫
RN×[τ,t]

|R1(x, t; η, s)Rj(η, s, ξ0, τ)| dηds ≤

≤
∫
RN×[τ,t]

C1
1√

t− τ
Γη,s(η

−1 ◦ x, t− s)Cj1(s− τ)−1+j/2bj(1)Γξ0,τ (ξ−1
0 ◦ η, s− τ)dηds =

= Cj+1
1 bj(1)

∫
RN

Γη,s(η
−1 ◦ x, t− s)Γξ0,τ (ξ−1

0 ◦ η, s− τ)dη ×
∫ t

τ
(t− s)−1/2(s− τ)−1+j/2ds =

= Cj+1
1 bj(1)Γξ0,τ (ξ−1

0 ◦ x, t− τ)

∫ t

τ
(t− s)−1/2(s− τ)−1+j/2ds

(5.31)

where the last equality for Γξ0,τ follows from (5.15). If we apply the following
change of variables:

ρ =
s− τ
t− τ

and consider a = 1/2, b = j/2, a simple computation yields:∫ t

τ
(t−s)−1/2(s−τ)−1+j/2ds = (t−τ)−1+ j+1

2

∫ 1

0
ρa−1ρb−1dρ = (t−τ)−1+ j+1

2
γ(1/2)γ(j/2)

γ((j + 1)/2
)

where the last equality follows from the property of the Gamma Euler func-
tion: ∫ 1

0
ρa−1ρb−1dρ =

γ(a)γ(b)

γ(a+ b)

This ends the proof, infact:

|Rj+1(ξ0, τ ;x, t)| ≤ Cj+1
1 bj(1)Γξ0,τ (ξ−1

0 ◦ x, t− τ)

∫ t

τ
(t− s)−1/2(s− τ)−1+j/2ds =

= Cj+1
1 Γξ0,τ (ξ−1

0 ◦ x, t− τ)(t− τ)−1+ j+1
2
γ(1/2)γ(j/2)

γ((j + 1)/2)
bj(1) =

= Cj+1
1 Γξ0,τ (ξ−1

0 ◦ x, t− τ)(t− τ)−1+ j+1
2 bj+1(1)

(5.32)

We will use this result in order to prove the convergence
of the series but, �rst of all, we want to prove that the functions Rj(ξ0, τ ; ·)
are continuous.
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Theorem 5.4.4. For every x, x′ ∈ RN and t > τ we have that

Rj(ξ0, τ ;x, t)

is continous for every j ≥ 1.

Proof : Let x, x′ ∈ RN and consider:∣∣R1(ξ0, τ ;x, t)−R1(ξ0, τ ;x′, t)
∣∣ =

∣∣(L− Lξo,τ )(Γξ0,τ (ξ−1
0 ◦ x, t− τ)− Γξ0,τ (ξ−1

0 ◦ x′, t− τ))
∣∣ =

=
∣∣(X2

1 −X2
1,ξ0)(Γξ0,τ (ξ−1

0 ◦ x, t− τ)− Γξ0,τ (ξ−1
0 ◦ x′, t− τ))

∣∣ ≤
≤ C1√

t− τ
(E(ξ−1

0 ◦ x, t− τ)− E(ξ−1
0 ◦ x′, t− τ))

(5.33)

and the continuity follows from the continuity of the function E(ξ, t).
Consider now j > 1 and:∣∣Rj+1(ξ0, τ ;x, t)−Rj+1(ξ0, τ ;x′, t)

∣∣ ≤∫
RN×[τ,t]

|Rj(ξ0, τ ; y, s)|
∣∣R1(y, s;x, t)−R1(y, s;x′, t)

∣∣ dyds ≤
≤ cj+1bj(1)

∫
RN×[τ,t]

(s− τ)−1+j/2(t− s)−1/2Γξ0,τ (ξ−1
0 ◦ y, s− τ)(Γy,s(y

−1 ◦ x, t− s)+

− Γy,s(y−1 ◦ x′, t− s))dyds = cj+1bj(1)(Γξ0,τ (ξ−1
0 ◦ x, t− τ)+

− Γξ0,τ (ξ−1
0 ◦ x′, t− τ))

∫ t

τ
(s− τ)−1+j/2(t− s)−1/2ds

= C(Γξ0,τ (ξ−1
0 ◦ x, t− τ)− Γξ0,τ (ξ−1

0 ◦ x′, t− τ))

(5.34)

and the continuity follows from the continuity of the foundamental solution
Γξ0,τ . Consider now t > t0 > τ . Analogously we obtain:

|R1(ξ0, τ ;x, t0)−R1(ξ0, τ ;x, t)| ≤ C1√
t0 − τ

(E(ξ−1
0 ◦x, t−τ)−E(ξ−1

0 ◦x, t0−τ)) −→
t0→t

0

If we consider now a generic j > 1 we have:

|Rj+1(ξ0, τ ;x, t0)−Rj+1(ξ0, τ ;x, t)| ≤

≤
∫ t0−δ

τ
|Rj(ξ0, τ ; y, s)| |R1(y, s;x, t0)−R1(y, s;x, t)| dyds+

+

∫ t

t0−δ
|Rj(ξ0, τ ; y, s)| |R1(y, s;x, t)| dyds+

+

∫ t

t0−δ
|Rj(ξ0, τ ; y, s)| |R1(y, s;x, t0)| dyds

(5.35)
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It is easy to see that the last two integrals in the right-hand side are small
if |t− t0| < δ and δ is small enough. On the other hand, for |t− t0| < δ/2
we get:∫ t0−δ

τ
|Rj(ξ0, τ ; y, s)|

∣∣R1(y, s;x, t)−R1(y, s;x′, t)
∣∣ dyds ≤

≤ c(δ, j) |t− t0|1/2
∫ t0

τ
(s− τ)−1+j/2ds ≤ c(δ, j, t0, τ) |t− t0|1/2

(5.36)

In this way the continuity at t0 of Rj(ξ0, τ ;x, ·) is proved.

We are now ready to illustrate the parametrix method and prove that the
function de�ned in (5.23) is the foundamental solution of the heat operator
(5.19).

5.5 Construction of the parametrix

In this last section we will prove that the series resulting from the iterative
method of the parametrix is convergent.Moreover the results obtained in the
previous section will permit us to prove that Γ de�ned as limit of Kj is the
foundamental solution of the heat operator L.

We recall for completeness the calculations made in the previous chapter.
Consider: {

K1(·) = Γξ0,τ (·)
R1(ξ0, τ ; ·) = (L− Lξ0,τ )Γξ0,τ (·)

(5.37)

We obtain:

LK1(·) = LΓξ0,τ (·) = (L− Lξ0,τ )Γξ0,τ (·) + Lξ0,τΓξ,τ (·) = R1(ξ0, τ ; ·) + δ(·)
(5.38)

Now we de�ne:{
K2(·) = K1(·)− Γξ0,τ ∗R1(ξ0, τ ; ·)
R2(ξ, τ ; ·) = −R1 ∗R1(ξ, τ ; ·)

(5.39)

If we now consider LK2, we have:

LK2(·) = LK1(·)− LΓξ0,τ ∗R1(ξ0, τ ; ·) =

= R1(ξ0, τ ; ·) + δ − (L− Lξ0,τ )Γξ0,τ ∗R1(ξ0, τ ; ·)− Lξ0,τΓξ0,τ ∗R1(ξ0, τ ; ·) =

= R1(ξ0, τ ; ·) + δ(·)−R1 ∗R1(ξ0, τ ; ·)−R1(ξ0, τ ; ·) = δ(·) +R2(ξ0, τ ; ·)
(5.40)

Iterating, we have:{
Kj(·) = Kj−1(·)− Γξ0,τ ∗Rj−1(ξ0, τ ; ·)
Rj(ξ0, τ ; ·) = −R1 ∗Rj−1(ξ, τ ; ·)

(5.41)
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and:
LKj(·) = δ(·) +Rj(ξ0, τ ; ·) (5.42)

From equation (5.42) we can clearly understand that, if we consider the
limit for j → +∞ and we demonstrate that limj→+∞Rj(ξ, τ ; ·) = 0, then
limj→+∞Kj is the foundamental solution of the parabolic operator L.

We rewrite Kj in the following way:

Kj(·) = Kj−1(·)− Γξ0,τ ∗Rj−1(ξ0, τ ; ·) =

= Kj−2(·)− Γξ0,τ ∗Rj−2(ξ0, τ ; ·)− Γξ0,τ ∗Rj−1(ξ0, τ ; ·) =

= K1(·)− Γξ0,τ ∗R1(ξ0, τ ; ·)− Γξ0,τ ∗R2(ξ0, τ ; ·)...− Γξ0,τ ∗Rj−1(ξ0, τ ; ·) =

= Γξ0,τ (·)− Γξ0,τ ∗ φ(·)
(5.43)

with:

φ(·) =

j−1∑
k=1

Rk(ξ0, τ ; ·) (5.44)

{
R1(ξ0, τ ; ·) = (L− Lξ0,τ )Γξ0,τ (·)
Rk(ξ0, τ ; ·) = −R1 ∗Rk−1(ξ0, τ ; ·) for k ≥ 2

(5.45)

It's clear now that the foundamental solution Γ of L will be:

lim
j→+∞

Kj(·) = Γξ0,τ (·)− Γξ0,τ ∗
+∞∑
j=1

Rj(ξ, τ ; ·)

Then now the problem is studying the convergence of the series φ(·) =∑+∞
j=1 Rj(ξ, τ ; ·).

Theorem 5.5.1. The series

φ(x, t) =

+∞∑
j=1

Rj(ξ, τ ;x, t) (5.46)

totally converges on the set {0 < t−τ ≤ T, d(x, ξ)+ |t− τ |
1
2 ≥ 1

T } (for every
T > 0), and satis�es the estimate

|φ(x, t)| ≤ c(T )(t− τ)−1/2E(ξ−1
0 ◦ x, c(t− τ)), 0 < t− τ ≤ T. (5.47)

Proof : The proof follows directly from theorem (5.4.3), observing that
the power series

∑+∞
j=1 bj(1)ωj has in�nite radius of convergence.

Theorem 5.5.2. We have:

φ(x, t) = R1(ξ, τ ;x, t) +

∫
RN×[τ,t]

R1(ξ, τ ;x, t)φ(x, t)dxdt (5.48)

for every (x, t), (ξ0, τ) ∈ RN+1, t > τ .
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Proof : From the theorem above, it follows that the series:

+∞∑
j=1

∫
RN×[τ,t]

|R1(ξ0, τ, x, t)Rj(ξ0, τ, x, t)| dxdt

is convergent.Hence:∫
RN×[τ,t]

R1(ξ0, τ ;x, t)φ(x, t)dxdt =

+∞∑
j=1

∫
RN×[τ,t]

R1(ξ0, τ ;x, t)Rj(ξ0, τ ;x, t)dxdt =

=
+∞∑
j=1

Rj+1(ξ0, τ ;x, t) = φ(x, t)−R1(ξ0, τ ;x, t)

(5.49)

This ends the proof.

Theorem 5.5.3. Let T > 0. We have∣∣φ(x, t)− φ(x′, t)
∣∣ ≤ c(T )d(x, x′)1/2(t−τ)−3/4(E(ξ−1◦x, c(t−τ))+E(ξ−1◦x′, c(t−τ)))

(5.50)
for every x, x′, ξ ∈ RN , 0 < t−τ ≤ T . Moreover,φ(·) is a continous fucntion

in its domain of de�nition.

Proof :The proof follows directly from theorems (5.4.3) and (5.4.4).
Consider now the following convolutional operator:

Jξ0,τ (x, t) = (Γξ0,τ ∗ φ)(x, t)

Then it holds the following:

Theorem 5.5.4. For every �xed (ξ0, τ) ∈ RN+1, the function Jξ0,τ (·) is in

C2({z = (x, t) ∈ RN+1 : t > τ}), and we have:

Xj(J
ξ0,τ )(x, t) =

∫
RN+1×[τ,t]

XjΓξ0,τ (y−1 ◦ x, t− s)φ(y, s)dyds (5.51)

XiXj(J
ξ0,τ )(x, t) = lim

ε→0+

∫
RN+1×[τ,t−ε]

XjXiΓξ0,τ (y−1 ◦ x, t− s)φ(y, s)dyds

(5.52)

∂t(J
ξ0,τ )(x, t) = φ(x, t) + lim

ε→0+

∫
RN+1×[τ,t−ε]

∂tΓξ0,τ (y−1 ◦ x, t− s)φ(y, s)dyds

(5.53)

Proof :First of all we want to show that J is continuous in {t > τ}. This
can be done by showing that the functions

Jξ0,τσ (x, t) =

∫
RN×[τ+σ,t−σ]

Γη,s(x, t)φ(η, s)dηds
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are continuous and converge uniformly to J , as σ → 0+, on the compact
subsets of {t > τ}. The continuity of Jσ follows from the continuity of Γη,s
and of φ(η, s) by dominated convergence, using the estimates (5.20). On the
other hand, for every K b {t > τ},

sup
K
|Jσ − J | ≤ sup

(x,t),(ξ0,τ)∈K
(

∫ τ+σ

τ
+

∫ t

t−σ
)

∫
RN
|Γη,s(x, t)φ(η, s)| dηds

≤ c(K) sup
(x,t),(ξ0,τ)∈K

(

∫ τ+σ

τ
+

∫ t

t−σ
)(s− τ)−1/2

∫
RN

Γη,s(η
−1 ◦ x, t− s)

× Γξ0,τ (ξ−1
0 ◦ η, s− τ)dηds =

= c(K) sup
(x,t),(ξ0,τ)∈K

Γξ0,τ (ξ−1
0 ◦ x, t− τ)(

∫ τ+σ

τ
+

∫ t

t−σ
)(s− τ)−1/2ds ≤

≤ c(K)σ1/2 → 0

(5.54)

Here we used the reproduction property and the estimates (5.20) and (5.47).

In order to prove that the Lie derivatives in (5.51) and (5.52) exist, we
shall use the following:

Lemma 5.5.5. Let X ∈ g and let {uj}j be a sequence of continuous func-

tions, de�ned on an open set A ⊆ RN , with continuous Lie derivative along

X. Suppose that uj converges pointwise in A to some function u and that

Xuj converges to some function ω uniformly on the compact subsets of A.
Then there exists the Lie derivative of u along X, Xu(x) = ω(x), for every
x ∈ A.

Proof :see [7].

Then, let us set:

Jξ0,τε (x, t) =

∫
RN×[τ,t−ε]

Γη,s(x, t)φ(η, s)dηds (5.55)

so that Jξ0,τε converges pointwise to Jξ0,τ , as ε→ 0+. It is not di�cult to see
that Jξ0,τε (·, t) has continuous Lie derivatives up to the second order along
the vector �elds X1, X2, obtained deriving (5.55) under the integral sign. In
order to prove (5.51) it is then su�cient to show that

sup
x∈RN

∫
RN×[t−ε,t]

∣∣XjΓη,s(η
−1 ◦ x, t− s)φ(η, s)

∣∣ dηds→ 0 as ε→ 0+,

which is an easy consequence of the estimates (5.47 )and (5.20).
In order to prove (5.52), we only have to show that the limit in (5.52) exists,
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uniformly in x ∈ RN . To this end, let us consider the integral

I =

∫
RN

XiXjΓη,s(η
−1 ◦ x, t− s)dη, τ < s < t.

Using (5.20), (5.47) and the reproduction property , it is easy to see that

|I| ≤ c(T )(t− s)−1(s− τ)−1/2E(ξ−1
0 ◦ x, t− τ).

Moreover, for every �xed y0 ∈ RN , we have I = I1 + I2 + I3, where

I1 =

∫
RN

XiXjΓη,s(η
−1 ◦ x, t− s)(φ(η, s)− φ(η0, s))dη

I2 = φ(η0, s)

∫
RN
XiXj(Γη,s − Γη0,s)(η−1 ◦ x, t− s)dη

I3 = φ(η0s)

∫
RN

XiXjΓη0,s(η
−1 ◦ x, t− s)dη

(5.56)

Since
∫
RN Γη0,s(η

−1◦x, t−s)dη = 1, deriving under the integral sign, recalling
the estimates (5.20), we obtain I3 ≡ 0. We now chose η0 = x and we estimate
I1, I2. Making use of the reproduction property, (5.20) and 5.47, we get

|I1| ≤ C(T )(t− s)−1(s− τ)−3/4

∫
RN

d(x, η)1/2E(η−1 ◦ x, t− s)

× (E(ξ−1
0 ◦ η, s− τ) + E(ξ−1

0 ◦ x, s− τ))dη

≤ c(T )((t− s)(s− τ))−3/4(E(ξ−1
0 ◦ x, t− s)

∫
RN

Γη,s(η
−1 ◦ x, t− s)dη

+

∫
RN

Γξ0,τ (ξ−1
0 ◦ η, s− τ)Γη,s(η

−1 ◦ x, t− s)dη)

≤ c(T )((t− s)(s− τ))−3/4(E(ξ−1
0 ◦ x, t− τ) + E(ξ−1

0 ◦ x, s− τ)).

(5.57)

Using (5.20), the de�nition of the function R1(ξ0, τ ; ·) and (5.47), we obtain:

|I2| ≤ c(T )(s− τ)−1/2E(ξ−1
0 ◦ x, s− τ)

×
∫
RN

d(x, η)(t− s)−1E(η−1 ◦ x, s− τ)dη

≤ c(T )(t− s)−1/2(s− τ)−1/2E(ξ−1
0 ◦ x, s− τ)

(5.58)

Collecting the above estimates, it is now immediate to recognize that the
limit in (5.52) exists, and it is uniform in x ∈ RN .
In order to conclude the proof of the statement, it remains only to prove
that Jξ0,τ (x, ·) has continuous derivatives given by (5.53). To this end, it is

su�cient to show that Jξ0,τε (x, ·) has continuous derivative given by

∂tJ
ξ0,τ
ε (x, t) =

∫
RN

Γy,t−ε(y
−1 ◦ x, ε)φ(y, t− ε)dy

+

∫
RN×[τ,t−ε]

∂tΓy,s(y
−1 ◦ x, t− s)φ(y, s)dyds

(5.59)
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and that

sup
t∈K

∣∣∣∣φ(x, t)−
∫
RN

Γy,t−ε(y
−1 ◦ x, t− ε)dy

∣∣∣∣→ 0 (5.60)

sup
t∈K

∫ t

t−ε

∣∣∣∣∫
RN

∂tΓy,s(y
−1 ◦ x, t− s)φ(y, s)dy

∣∣∣∣ ds→ 0 (5.61)

as ε→ 0+, for every K b (τ,+∞).We have

1

h
(Jξ0,τε (x, t+ h)− Jξ0,τε (x, t))

=

∫ t−ε+h

t−ε

1

h

∫
RN

Γy,s(y
−1 ◦ x, t+ h− s)φ(y, s)dyds

+

∫
RN×[τ,t−ε]

1

h
(Γy,s(y

−1 ◦ x, t+ h− s)− Γy,s(y−1 ◦ x, t− s))φ(y, s)dyds

(5.62)

The second integral in (5.62) converges (as h→ 0) to the second integral in
(5.59), by dominated convergence. The �rst integral in (5.62) is equal to∫ 1

0

∫
RN

Γy,t−ε+rh(y−1 ◦ x, ε+ h− rh)φ(y, t− ε+ rh)dydr

which converges to the �rst integral in (5.59) by dominated convergence, by
means of (5.20), (5.47) and Theorem (5.5.3).This proves (5.59). Using the

properties just recalled, it is also easy to see that ∂tJ
ξ0,τ
ε (x, ·) is continuous,

again by dominated convergence. We now prove (5.60) and (5.61). The
supremum in (5.60) is lower than S1 + S2 + S3, where

S1 = sup
t∈K

∫
RN

∣∣(Γy,t−ε(y−1 ◦ x, ε)− Γx,t−ε(y−1 ◦ x, ε))φ(y, t− ε)
∣∣ dy

S2 = sup
t∈K

∫
RN

Γx,t−ε(y
−1 ◦ x, ε) |φ(y, t− ε)− φ(x, t− ε)| dy

S3 = sup
t∈K
|φ(x, t− ε)− φ(x, t)|

(5.63)

From the continuity of φ(x, ·), we infer that S3 → 0 as ε→ 0+. Using (5.20)
and (5.47), we obtain

S1 ≤ c(K, τ)(

∫
d(x,y)≤δ

d(x, y)E(y−1 ◦ x, ε)dy + 2

∫
d(x.y)>δ

E(y−1 ◦ x, ε)dy)

≤ c(K, τ)(δ

∫
RN

Γy,s(y
−1 ◦ x, ε)dy +

∫
d(0,y′)> δ√

ε

exp(−cd(o, y′)2)dy′)

≤ c(K, τ)(δ +

∫
d(0,y′)> δ√

ε

exp(−cd(o, y′)2)dy′)

(5.64)
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Hence S1 → 0 as ε→ 0+. In a similar manner one can see that aso S2 van-
ishes as ε goes to zero. This proves (5.60). The proof of (5.61) closely follows
the lines of the proof of (5.60), and therefore it is omitted.This completes
the proof.

We are �nally ready to show that the function Γ is the foundamental
solution of the operator L.

Theorem 5.5.6. For every �xed (ξ0, τ) ∈ RN+1, we have

Γ (·) ∈ C2(RN+1/{(ξ0, τ)}), L(Γ (·)) = δ(·) in RN+1/{(ξ0, τ)} (5.65)

Proof : Recalling the construction of Γ , from the theorems above, we
only have to prove that L(Γ (·)) = δ(·). We have, making use of (5.52) and
theorem (5.5.2):

L(Γ (x, t)) =

= L(Γξ0,τ (x, t))− lim
ε→0+

∫
RN+1×[τ,t−ε]

L(Γy,s(y
−1 ◦ x, t− s))φ(y, s)dyds =

= R1(ξ0, τ ;x, t) + δ(x, t) +

∫
RN×[τ,t]

R1(y, s;x, t)φ(y, s)dyds− φ(x, t) =

= δ(x, t)

(5.66)

Now that
we have analyzed the parametrix method in our case of interest R2 × S1 we
can go back to the main aim of this thesis: �nd the approximations for the
α−di�usion kernel and dilation/erosion kernel de�ned in chapter (3).
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Chapter 6

Kernel approximation

In this chapter we will analyze the kernels found in chapter (2). In particular
we want to show that the kernel of the fractional di�usion step can be found
applying the parametrix method in case α = 1. For α ∈ (0, 1) we will use a
key relation between the α−kernel and the di�usion kernel and we will show
an approximation of the α−kernel.
The dilation and erosion kernel will be found starting from the α−kernel
because we will show that a particular transform, the Cramér Fourier trans-
form, relates linear convolution with morphological convolution.

The chapter is organized as follows. In the �rst section we will analyze
the fractional di�usion part of the PDE. In particular we will apply the
parametrix method in the case α = 1 and we will see an approximation in
case α ∈]0, 1[. In the second section, we will analyze the dilation/erosion part
of the PDE; in particular we will introduce the notion of Cramér transform
and see that the kernel in this case can be seen as the Cramér transform of
the fractional di�usion kernel.

6.1 Fractional di�usion

The fractional di�usion step solves the PDE{
∂W 2

∂t = −(−∆G2)αW 2(p, t) for p ∈ G/H, t ≥ 0

W 2(p, 0) = U2(p) for p ∈ G/H
(6.1)

As with fractional di�usion on Rn there exists a smooth function:

Kα
. : (0,∞)× (G/H)→ [0,∞)

called the foundamental solution of the α−di�usion equation, such that for
every initial condition U2, the solution to the PDE (6.1) is given by the
convolution of the function U2 with the foundamental solution Kα

t

W 2(p, t) = (Kα
t ∗G U2(·, t))(p)

75



Our approximations will make use of the following norm on the Lie algebra
of the group G that is induced by a metric tensor �eld on a homogeneous
space.

De�nition 6.1.1. Let G be a left-invariant metric tensor �eld on the homo-
geneous space G/H with reference element p0 then

∀v ∈ TeG :‖ v ‖G :=‖ ∂

∂t
expG(tv).p0 |t=0‖G|p0 (6.2)

is its norm on the Lie algebra Te(G) where expG : Te(G) → G is the expo-
nential map of G.

Note that due to the left invariance of G we can pick any point p ∈ G/H
instead of p0 in the de�nition above and get the same result.

For small enough distances from p0 this norm then approximates the
metric dG of the homogeneous space as

dG(p0, p) ≈ inf
g∈Gp

‖ logGg ‖G , (6.3)

where logG is the logarithmic map of G. The distance between p0 and p
is found as follows: we select all exponential curves in G whose actions on
the homogeneous space connect p0 to p. Then, from this set we choose the
exponential curve that has the lowest velocity according to the norm in Def.
6.1.1 and use its velocity as the distance estimate.

De�nition 6.1.2. Let G be a left-invariant metric tensor �eld on the homo-
geneous space G/H then we de�ne the logaritmic metric estimate as

ρG(p) := inf
g∈Gp

‖ logGg ‖G (6.4)

In our case of interest M2 the metric estimate simpli�es to

ρG(g) =‖ logGg ‖G|e (6.5)

Infact, using the coordinates (x, y, θ) forM2 and a left invariant metric tensor
�eld of the form (3.17) we formulate the metric estimate in terms of the
following auxiliary functions called the exponential coordinates of the �rst
kind:

c1(x, y, θ) :=

{
θ
2(y + xcot θ2) if θ 6= 0,

x θ = 0,

c3(x, y, θ) :=

{
θ
2(−x+ ycot θ2) if θ 6= 0,

y θ = 0,

c2(x, y, θ) := θ.

(6.6)
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Then the logarithmic metric estimate for SE(2) is given by

ρG(x, y, θ) =
√
DMc1(x, y, θ)2 +DLc3(x, y, θ)2 +DAc2(x, y, θ)2, (6.7)

where the expression (6.7) is a consequence of theorem (3.1.14). We can see
that the metric estimate ρG has the necessary compatibility property to be
a kernel used in convolutions per Def (3.4.6).

Lemma 6.1.3. Let G be a left-invariant metric tensor �eld on the homoge-

neous space G/H with reference element p0 and consider ρG the logaritmic

metric estimate. Then

∀h ∈ H : ρG(h.p) = ρG(p). (6.8)

Proof : We apply Def 6.1.2 and �nd

ρG(p) = inf
g∈Gp

‖ ∂

∂t
expG(t logGg).p0 |t=0‖G|p0

Due to the left-invariance of G and the fact that h.p0 = p0 the following
equality holds for all h ∈ H:

= inf
g∈Gp

‖ (Lh)∗
∂

∂t
(t logGg).p0 |t=0‖G|p0

This can be rewritten as:

= inf
g∈Gp

‖ ∂

∂t
h expG(t logGg).p0 |t=0‖G|p0

Now we see that we are optimizing over a set of left-invariant curves whose
actions connect p0 (at t = 0) to h.p (at t = 1), then we have:

= inf
g∈Gh.p

‖ ∂

∂t
expG(t logGg).p0 |t=0‖G|p0= ρG(h.p)

This completes the proof.

We can now make good approximations using the tools that we just
developed. First of all consider the case α = 1: the di�usion equation in this
case becomes {

∂W 2

∂t = ∆G2W
2(p, t) for p ∈ G/H, t ≥ 0

W 2(p, 0) = U2(p) for p ∈ G/H
(6.9)

In our particular case we have G/H = M2 = R2 × S1 which is the space we
had considered in the previous chapter.Recall that in this case we have:

∆G = X2
1 +X2

2
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We can then apply the parametrix method seen before.
If we indicate with K1

ξ0
the foundamental solution of the approximate

subelliptic operator:

Lξ0 = X2
ξ0,1 +X2

ξ0,2 − ∂t = ∆ξ0
G2 − ∂t

then it follows from the parametrix method that the foundamental solution
of (6.9) is:

K1
t (p, t) = K1

ξ0(p, t)−K1
ξ0 ∗ φ(p, t)

where

φ =
+∞∑
j=1

Rj(ξ0; ·)

and Rj(ξ0; ·) is de�ned in (5.45). Then the kernel can be approximated by
the foundamental solution of an operator frozen at ξ0 minus the convolution
between this foundamental solution and a convergent series. The parametrix
method in this case is really helpful because it �nds out a local approxima-
tion for each point of the group.

We want now to extend the result found for α = 1 for a generic value of
α ∈ (0, 1). From semi-group theory [9] it follows that semi-groups generated
by taking fractional powers of the generator (in our case ∆G 7→ − |∆G |α)
amount to the following key relation between the α−kernel and the di�usion
kernel:

Kα
t (p) :=

∫ +∞

0
qt,α(τ)K1

τ (p)dτ, for α ∈ (0, 1], t > 0 (6.10)

where qt,α ≥ 0 is the inverse Laplace transform of r 7→ e−tr
α
[9]. It follows

that:

Kα
t (p) :=

∫ +∞

0
qt,α(τ)K1

τ (p)dτ =

=

∫ +∞

0
qt,α(τ)(K1

ξ0(p, τ)−K1
ξ0 ∗ φ(p, τ))dτ =

=

∫ +∞

0
qt,α(τ)K1

ξ0(p, τ)dτ −
∫ +∞

0
qt,α(τ)K1

ξ0 ∗ φ(p, τ))dτ =

= Kα
ξ0(p, t)−Kα

ξ0 ∗ φ(p, t)

(6.11)

where Kα
ξ0

is the foundamental solution of the operator:

Lαξ0 = −(−∆ξ0
G2)α − ∂t

frozen at ξ0.
It follows that the foundamental solution of the fractional di�usion equation
for α ∈ (0, 1] can be approximated as:

Kα
t (p) = Kα

ξ0(p, t)−Kα
ξ0 ∗ φ(p, t)
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where φ is a convergent series.
In the next section we will see the �nal step of the PDE unit: the dila-

tion/erosion substep. In particular we will see how we can �nd an approxi-
mation of the dilation/erosion kernel starting from the approximate di�usion
kernel that we just found.

6.2 Dilation/Erosion

The dilation/erosion step solves the PDE{
∂W 3

∂t = ± ‖ ∇G3W 3(p, t) ‖2αG3 for p ∈ G/H, t ≥ 0

W 3(p, 0) = U3(p) for p ∈ G/H
(6.12)

By a generalization of the Hopf-Lax formula [21], the solution is given by
morphological convolution de�ned in Def. 3.5.2:

W 3(p, t) = −(kαt �G − U3)(p) (6.13)

for the +(dilation) variant and

W 3(p, t) = (kαt �GU
3)(p) (6.14)

for the -(erosion) variant, where the kernel kαt , also called the structuring
element in the context of morphology, is a proper (then not everywhere
equal to ∞) lower semi-continous function of the type

kα. : (0,∞)× (G/H)→ R ∪ {∞} (6.15)

The morphological convolution is the one that has been de�ned in (3.50).
As with fractional di�usion we do not have a general analytic expression for
the foundamental solution to the dilation/erosion problem but we can make
the following analytic estimates.

Theorem 6.2.1. The morphological convolution kernel kαt is for small times

t and α ∈ (1/2, 1] well-approximated by

kαt (p) ≈ kα,approxt (p) =

(
2α− 1

(2α)2α/(2α−1)

)
t−

1
2α−1 ρG3(p)

2α
2α−1 , (6.16)

and for α = 1/2 by

k
1/2
t (p) ≈ k1/2,approx

t (p) =

{
0 if ρG3(p) ≤ t
∞ if ρG3(p) > t

(6.17)

where ρG3 is the estimate of the Riemannian distance between p and p0 in-

duced by the left-invariant metric tensor �eld G3 given by de�nition (6.4).
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We will prove this result by using a transformation that is able to relate
the dilation/erosion PDE with the fractional di�usion PDE. Then we will
�rst introduce this so called Cramér Fourier transform in Rd but since we do
not know a generalization to the group we introduce an approximate Cramér
Fourier transform via the Lie algebra. It is this approximate transform that
we will apply to the approximate di�usion kernel to get an approximate mor-
phological kernel. Let us �rst recall the de�nition of the Fenchel transform

De�nition 6.2.2. Let c ∈ Cx, where Cx denotes the set of mappings from Rd
into R̄ proper and lower semi continous.Its Fenchel transform is the function
from Rd into R̄ de�ned by

ĉ(θ)
def
= [F(c)](θ)

def
= sup

x∈Rd
[θ · x− c(x)] (6.18)

Example 6.2.3. The Fenchel transform ofMp
m,σ de�ned in example (3.5.3)

is

[F(Mp
m,σ)](θ) =

1

p′
|θσ|p

′
+mθ,

with 1/p+ 1/p′ = 1. The particular case p = 2 corresponds to the character-

istic function of a Gaussian law.

On Rd the Cramér-Fourier transform is given as follows

De�nition 6.2.4. For functions on Rd that have a real-valued non-negative
Fourier transform we de�ne the Cramér-Fourier transform as

CF := F ◦ −log ◦ F , (6.19)

where F denotes the Fourier transform, log denotes the point-wise logarithm
and F denotes the Fenchel transform.

Before introducing the notion of approximate Cramér Fourier transform
we want to see some important properties of the Cramér Fourier transform.
In particular the last theorem we will see is the one that allows us to relate
linear convolution with morphological convolution. First we have to state
a theorem on the properties of the Fenchel transform that will serve us to
prove the main result.

Theorem 6.2.5. For f, g ∈ Cx we have:

1. F(f) ∈ Cx,

2. F is an involution, that is F(F(f)) = f ,

3. F(f�Rdg) = F(f) + F(g)

4. F(f + g) = F(f)�RdF(g).
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Lemma 6.2.6. On Rd the Cramér Fourier transform relates convolution

and morphological convolution in the following manner: let f1 and f2 be

proper, lower semi-continuous have convex Cramér Fourier transform and

real-valued non-negative Fourier transforms. Then

CF [f1 ∗Rd f2] = CF [f1]�RdCF [f2] (6.20)

Proof : Since CF [f ] and CF [g] are lower semi continous, proper and con-
vex, also their conjugates CF [f ]∗ and CF [g]∗ share these properties. More-
over, it follows that C∗F = −logF [f ]. Therefore, a direct computation gives

CF [f ∗ g] = (−logF [f ∗ g](
·

2π
))∗

= ((−logF [f ](
·

2π
)) + (−logF [g](

·
2π

)))∗

= (−logF [f ](
·

2π
))∗�Rd(−logF [g](

·
2π

))∗

= CF [f ]�RdCF [g].

(6.21)

where we have applied the convolution theorem

F [f ∗ g] = F [f ]F [g] (6.22)

for the Fourier transform and the well-known property

(f + g)∗ = f∗�Rdg
∗ (6.23)

of the convex conjugate. This completes the proof.

Theorem 6.2.7. Let f : Rd → R be di�erentiable with compact support and

has a real-valued non-negative Fourier transform then for α ∈ [1/2, 1]:

CF [−(−∆)αf ] = − ‖ ∇(CFf) ‖2α . (6.24)

Proof : See [5].

These equalities allow us to relate the fractional di�usion system in (6.1)
to the dilation/erosion system in (6.12) and use the approximate solution we
have for the �rst system to construct an approximate solution to the latter
system.
Assuming that in fact we are working on Rd and we have a solution W 2 :
Rd × R+ → R to the system (6.1) of the form W 2(·, t) = Kα

t ∗Rd U2. Then:

∂W 2

∂t
= −(−∆)αW 2

⇒ ∂

∂t
(Kα

t ∗ U2) = −(−∆)α(Kα
t ∗ U2)

⇒CF [
∂

∂t
(Kα

t ∗ U2)] = CF [−(−∆)α(Kα
t ∗ U2)]

⇒ ∂

∂t
CF [Kα

t ∗ U2] = − ‖ ∇CF [Kα
t ∗ U2] ‖2α

⇒ ∂

∂t
(CF [Kα

t ]�CF [U2]) = − ‖ ∇(CF [Kα
t ]�CF [U2] ‖2α

(6.25)
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Now choose U2 = C−1
F [U3] and let W 3 = CF [Kα

t ]�U3 then we see that W 3

solves the erosion version of the system (6.12) by performing a morphological
convolution with the initial condition U3 using the kernel CF [Kα

t ]. The
solution to the dilation version of (6.12) now follows from the last expression
with a few extra steps:

⇒ ∂

∂t
(CF [Kα

t ]�U3) = − ‖ ∇(CF [Kα
t ]�U3) ‖2α

⇒ ∂

∂t
(CF [Kα

t ]�− U3) = − ‖ ∇(CF [Kα
t ]�− U3) ‖2α

⇒− ∂

∂t
(CF [Kα

t ]�− U3) =‖ ∇(CF [Kα
t ]�− U3) ‖2α

⇒− ∂

∂t
(CF [Kα

t ]�− U3) =‖ −∇(CF [Kα
t ]�− U3) ‖2α

⇒ ∂

∂t
(−(CF [Kα

t ]�− U3)) =‖ ∇(−(CF [Kα
t ]�− U3)) ‖2α

(6.26)

where we see that letting W 3 = −(CF [Kα
t ]�−U3) solves the dilation PDE.

We have then proved that the solution to the erosion PDE is given by:

W 3 = CF [Kα
t ]�U3

while the solution to the dilation PDE is:

W 3 = −(CF [Kα
t ]�− U3)

The Cramér-Fourier transform requires a function on Rd, or at least a
d-dimensional vector space that we can then naturally identify with Rd. On
a homogeneous space we can use the Lie algebra of its group as that vector
space and use the exponential and logarithmic maps to translate between
the homogeneous space and the group, this leads to an approximate Cramér-
Fourier transform

De�nition 6.2.8. For functions on G/H that have the property that the
following Fourier transform

F [v 7→ f(expGv.p0)] (6.27)

is real-valued and non-negative for all v ∈ TeG, we de�ne the approximate
Cramér-Fourier transform as

CapproxF f(p) := inf
g∈Gp

CF [v 7→ f(expGv.p0)](logGg), (6.28)

where we recall Gp from (3.5).

Note that above we naturally identi�ed the n dimensional vector space
TeG, then the Lie algebra of G, with Rn.
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Example 6.2.9. A function f on M2 expressed in terms of coordinates

(x, y, θ) is �rst transformed to a function f1 on the Lie algebra expressed in

coordinates relative to the basis (2.47) , then the exponential coordinates of

the �rst kind, as:

f1(c1, c2, c3) :=

{
f( c

1sinc2−c3(1−cosc2)
c2

, c
1(1−cosc2)+c3cosc2

c2
, c2) if c2 6= 0

f(c1, c3, 0) if c2 = 0

(6.29)
The function now lives on R3 and we can apply the Cramér-Fourier transform

on it to obtain the function f2:

f2 := CFf1, (6.30)

the function f2 again lives on R3 and via the mapping (c1, c2, c3) 7→ c1X1 |e
+c2X2 |e +c3X3 |e on the Lie algebra. We can use the exponential map-

ping to bring this function back to M2 again to complete the approximate

transform:

(CapproxF f)(x, y, θ) =

{
f2( θ2(y + xcot θ2), θ2(−x+ ycot θ2), θ) if θ 6= 0

f2(x, y, 0) if θ = 0

(6.31)

Now that we have developed the approximate Cramér-Fourier transform
on homogeneous spaces we can obtain an approximation of the morphological
kernel kαt .

Theorem 6.2.10. Let α ∈ (1/2, 1] and let G be a left-invariant metric tensor
�eld on G/H, then:

kαt (p) ≈ kα,approxt (p) = (CapproxF Kα,approx
t )(p) =

2α− 1

(2α)2α/(2α−1)

ρG(p)2α/(2α−1)

t1/(2α−1)

(6.32)
for α→ 1/2 this converges to:

k
1/2,approx
t (p) =

{
0 if ρG(p) ≤ 1

∞ elsewhere
(6.33)

These estimates hold for all p ∈ G/H for su�ciently small t > 0.

Proof : From the construction of Kα,approx
t we have that

F [v 7→ Kα,approx
t (expGv.p0)] = e−t‖·‖

2α
G , (6.34)

which is real valued and positive, taking -log yields

v 7→ t ‖ v ‖2αG .
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Applying the Fenchel transform F yields

F[t ‖ · ‖2αG ](w) = sup
v∈TeG

{(w, v)G − t ‖ v ‖2αG }.

Obviously to maximize this v must be chosen aligned with w(assume 6= 0)
and pointing in the same direction, then v = λw/ ‖ w ‖2G for some λ > 0:

= sup
λ>0
{(w, λw/ ‖ w ‖2G)G − t ‖ λw/ ‖ w ‖2G‖2αG }

= sup
λ>0
{λ− t λ2α

‖ w ‖2αG
}.

(6.35)

Now we consider two cases.
Case 1: α = 1/2

F[t ‖ · ‖2αG ](w) = sup
λ>0
{λ− t λ

‖ w ‖G
}

= sup
λ>0
{λ(1− t

‖ w ‖G
)}

=

{
0 if ‖ w ‖G≤ t,
∞ if ‖ w ‖G> t.

(6.36)

Next taking the mapping to the homogeneous space we get

(CapproxF Kα,approx
t )(p) = inf

g∈Gp
F[t ‖ · ‖2αG ](logGg)

= inf
g∈Gp

{
0 if ‖ logGg ‖G≤ t,
∞ if ‖ logGg ‖G> t,

=

{
0 if infg∈Gp ‖ logGg ‖G≤ t,
∞ if infg∈Gp ‖ logGg ‖G> t,

=

{
0 if ρG(p) ≤ t,
∞ if ρG(p) > t,

(6.37)

which proves (6.33).
Case 2: α ∈ (1/2, 1] Seeing that the objective function is concave we apply
the �rst order test to �nd the supremum is reached forall

λ =
‖ w ‖

2α
2α−1

G

(2αt)
1

2α−1

,

after substituting and simplifying this yields

F[t ‖ · ‖2αG ](w) =
2α− 1

(2α)2α/(2α−1)

ρG(p)2α/(2α−1)

t1/(2α−1)
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�nally taking the mapping to the homogeneous space just like in the �rst
case we con�rm 6.32. This completes the proof.

We end this section proving two theorems that show how, with particular
values of α, we can �nd the ordinary max pooling operation and the ReLu
operation. Then morphological convolution will be a generalization of these
well known operations.

Theorem 6.2.11. Let f ∈ L∞(G/H), let S ⊂ G/H be non empty and

de�ne kS : G/H → R ∪ {∞} as:

kS(p) :=

{
0 if p ∈ S
∞ else

(6.38)

Then:

− (kS�− f)(p) = sup
g∈G:g−1.p∈S

f(g.p0). (6.39)

This is the morphological kernel with α = 1/2 and we can recognize
the morphological convolution as a generalized form of max pooling of the
function f with stencil S.
Proof : Filling in (6.38) into de�nition 3.5.2 yields:

−(kS�− f)(p) = −inf{ inf
g∈G:g−1.p∈S

−f(g.p0), inf
g∈G:g−1.p/∈S

−f(g.p0) +∞}

= − inf
g∈G:g−1.p∈S

−f(g.p0)

= sup
g∈G:g−1.p∈S

f(g.p0).

(6.40)

In the particular case G = G/H = Rn we recover a more familiar form
of max pooling:

Theorem 6.2.12. Let G = G/H = Rn and let f ∈ C0(Rn) with S ⊂ Rn
compact then:

− (kS�Rn − f)(x) = max
y∈S

f(x− y) (6.41)

ReLU is the other common CNN operation that can be generalized by
morphological convolution:

Theorem 6.2.13. Let f be a compactly supported continuous function on

G/H. Then dilation with the kernel

kReLU,f (p) :=

{
0 if p = p0

supy∈G/H f(y) else
(6.42)

equates to applying a Recti�ed Linear Unit (ReLu) to the function f:

− (kReLU�G − f)(p) = max{0, f(p)} (6.43)
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Proof : Filling in k into the de�nition of morphological convolution:

−(kReLU�G − f)(p) = − inf
g∈G

kReLU (g−1.p)− f(g.p0)

= − inf
g∈G
{ inf
g−1.p=p0

−f(g.p0), inf
g−1.p 6=p0

−f(g.p0) + sup
y∈G/H

f(y)}

= sup
g∈G
{f(p), sup

z∈G/H:z 6=p
f(z)− sup

y∈G/H
f(y)},

(6.44)

due to the continuity and compact support of f its supremum exists and
moreover we have supz∈G/H:z 6=p0 f(z) = supy∈G/H f(y) and thereby we ob-
tain the required result

= max{f(p), 0}

86



Chapter 7

An application to a
group-invariant CNN for image
processing

In this chapter we will analyze the PDE-based convolutional neural network
de�ned by Duits,M.N.Smets, Portegies and Bekkers in [1]. In this frame-
work a network layer is seen as a set of PDE-solvers where the equation's
geometrically meaningful coe�cients become the layer's trainable weights.
Precisely, each layer will be expressed by mean of equation (3.1) and the
parameters are the left-invariant vector �eld c and the left-invariant metric
tensor �elds G1,G2.

The chapter is organized as follows. In the �rst section we will decsribe
the overall architecture of the network, while in the second section we will
clarify how to use PDE acting on R2×S1 to process an image de�ned on R2

and we will focus on the lifting layer which transforms the input to the desired
homogeneous space and on the projection layer that transforms the output
back to the required output space. In the third section we will focus on the
design of a PDE layer,in particular we will focus on the design of a PDE
unit. Finally, in the last section we will focus on the trainable parameters of
the network and on the loss function.

7.1 Overall achitecture

The main scope of the net can be of impainting or denoising, or general image
processing. For this reason the network N will be considered as an operator
that will take in input a corrupted mage X and return a reconstructed image
N(X).The Network operator N is obtained by composing elementary oper-
ators, called the layers of the network, which will be represented in terms of
the PDE in (3.1).Since this PDE only depends on the unknown coe�cients
of convection, di�usion and erosion/dilation, �nding the best operator N,
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simply reduces to �nd these parameters. These parameters are found by
minimizing a functional called the loss function.

One of the main peculiarities of this network is that the PDE layers are
de�ned on a homogeneous space. In our case of interest the data lives on R2

and not onM2 where we propose to do processing. We then need the addition
of lifting and projection layers. We will require the network to be equivariant,
which means that it will give the same result to �rst applying the operator
and then a transformation or vice versa. Of course for the entire network
to be equivariant we require these transformation layers to be equivariant as
well.Hence the network will have the following overall architecture:

� a preprocessing layer, with no unknown

� a PDE layer expressed in terms of left invariant vector �elds. Each of
them will be expressed through equation (3.1 and the unknown are the
coe�cients of the equation

� the loss function to be minimized, in order to �nd the coe�cients

� a postporcessing layer, with no unknown

We refer to [10],[11] and [1] for details.

7.2 Preprocessing and post processing layer

The preprocessing operator maps L2(R2) to L2(R2 × S1). In order to de-
scribe it,we recall that the structure of the group can be mapped to other
mathematical objects (such as 2D images) via representations. Group rep-
resentations describe groups in terms of bijective linear transformations of
vector spaces; in particular, they can be used to represent group elements as
invertible matrices. In our case of interest the left-regular SE(2) represen-
tation on 2D images f ∈ L2(R2) is given by

(Ugf)(x′) = f(R−1
θ (x′ − x)) (7.1)

with g = (x, θ) ∈ SE(2), x′ ∈ R2. It corresponds to a roto-translation of the
image. Now, on R2 we de�ne convolution via inner products of translated
kernels. Let τx be the translation operator, the left-regular representation of
the translation group (R2,+). Then:

(kFR2f)(x) = (τxk, f)L2(R2) :=

∫
R2

k(x′ − x)f(x′)dx′ (7.2)

In the SE(2) lifting layer we now simply replace translations of k by roto-
translations via the SE(2) representation Ug de�ned in (7.1).
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Let f, k : R2 → RNc be a vector valued 2D image and kernel (with Nc

channels), with f = (f1, ..., fNc) and k = (k1, ..., kNc), then the group lifting
correlations for vector valued images are de�ned by:

(kF̄f)(g) :=

Nc∑
c=1

(Ugkc, fc)L2(R2) =

Nc∑
c=1

∫
R2

kc(R
−1
θ (y − x))fc(y)dy (7.3)

These correlations lift 2D image data to data that lives on the 3D position
orientation space R2 × S1 ≡ SE(2).
Projecting fromM2 back down to R2 can be performed by a simple maximum
projection. Then the projection layer projects a multi-channel SE(2) image
back to R2 in the following way: let f : M2 → R then

(x, y) 7→ max
θ∈[0,2π)

f(x, y, θ) (7.4)

is a roto-translation equivariant projection as used in [11]. In these pre and
post processing layers we do not learn parameters.

7.3 Design of a PDE layer

Let us now describe the structure of the generic layer. It will be composed
by one PDE formally expressed by equation (3.1),for each feature. In this
way it will have 9 unknown parameters for each layer:

� 3 parameters to specify the convection vector �eld

� 3 parameters to specify the fractional di�usion metric tensor �eld G1

� 3 parameters to specify the dilation/erosion metric tensor �eld G2.

Each PDE takes as input the output of the previous layer and it works on
the input up to a �xed time T. Afterwards, we take all the Ml solutions at
time T and take Ml+1 linear combinations of them. These will be the inputs
for the next PDE layer. This design is illustrated in �gure (7.1) Each PDE
unit will be an N-fold repetition of a timestep-unit which is a composition of
convection, di�usion and dilation/erosion substeps, where N is some natural
number.

Let's focus on the PDE unit: the default PDE unit that we are consid-
ering computes the approximate solution to the PDE∂W

∂t (p, t) =

Convection︷ ︸︸ ︷
−cW (p, t)

Fractional diffusion︷ ︸︸ ︷
−(−∆G1)αW (p, t)

Dilation/Erosion︷ ︸︸ ︷
± ‖ ∇G2W (p, t) ‖2αG2 for p ∈ G/H, t ≥ 0

W (p, 0) = U(p) for p ∈ G/H
(7.5)
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Figure 7.1: Illustrating the architecture of a PDE layer. The Ml PDE units
take as inputs the outputs of the previous layer. Then the solutions at a
�xed time T are combined in order to form the inputs for the next layer.

Here, c is a left invariant vector �eld on G/H, α ∈ [1/2, 1], G1 and G2 are left
invariant metric tensor �elds on G/H, U is the initial condition and ∆G and
‖ · ‖G denote the Laplace operator and norm induced by the metric tensor
�eld G.

A PDE unit will be an N-fold repetition of a timestep-unit which is a
composition of convection, di�usion and dilation/erosion substeps, where N
is a natural number. These units all take their input as an initial condition
of a PDE, and produce as output the solution of a PDE at time t = T . The
output of a previous timestep-unit is taken as the input for the next timestep-
unit. The convection, di�usion and dilation/erosion steps are implemented
with respectively a shift, convolution and morphological convolution, as illus-
trated in the diagram (7.2). The composition of the substeps does not solve

Figure 7.2: Convection, di�usion and dilation/erosion steps

(7.5) exactly, but for small ∆t, it approximates the solution by a principle
called operator splitting. Of course in order to implement the three substeps
we need to make explicit approximations of the kernels found in chapter (3).

As we have seen in section (3.3) the solution of the convection PDE does
not require the de�nition of a kernel but is just a translation of the initial
condition, then we don't need to do any approximation. The approximate
kernels for the di�usion equation and the dilation/erosion equation are the
one that have been found in chapter (6) through the parametrix method and
whose approximations have been discussed within the thesis.
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7.4 Trainable parameters and loss function

Now we want to focus on the trainable parameters of the network: in partic-
ular we will analyze our case of interest M2. Training the PDE unit comes
down to adapting the parameters of the PDE, such as the convection vec-
tor �eld c and the metric tensor �elds G1,G2, in order to minimize a given
loss function. In this sense the vector �eld and the metric tensor �elds
are analogous to the weights of this layer. Moreover, since we required the
convection vector �eld and the metric tensor �elds to be left-invariant, the
parameter space is �nite-dimensional as a consequence of theorem (3.1.11)
and (3.1.13).
As we've already said M2 can be identi�ed with R2 × S1. Then the left-
invariant vector �elds are spanned by the basis (2.47), while the metric ten-
sor �elds are of the form (3.17). Therefore each PDE unit would have the
following 9 trainable parameters:

� 3 parameters to specify the convection vector �eld

� 3 parameters to specify the fractional di�usion metric tensor �eld G1

� 3 parameters to specify the dilation/erosion metric tensor �eld G2.

The choice of the loss function to be minimized depends on the application
in which the network is used. For example, in [3] R.Duits,B.Smets,E.Bekkers
and J.Portegies tested the viability of PDE-based Group Convolutional Neu-
ral Networks (PDE-G-CNNs) for automatic segmentation of vasculature.
The loss function used in this case is the continuous DICE loss function,
which is implemented as follows:

D =
2
∑N

i=1 pigi∑N
i=1 p

2
i +

∑N
i=1 g

2
i

(7.6)

where pi and gi represent pairs of corresponding pixel values of prediction
and ground truth, respectively.
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