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#### Abstract

The Quantum Approximate Optimization Algorithm (QAOA) is a hybrid quantum-classical algorithm for solving combinatorial optimization problems. Since most of combinatorial optimization problems may be thought as particular instances of Ising Hamiltonians, the study of the QAOA is very relevant from the physical point of view for its potential applications in describing physical systems. In the QAOA a quantum state is prepared and, through $2 p$ parameterized quantum evolutions, a final state which represents an extreme of cost function and encodes the approximate solution of the problem is obtained. The $2 p$ parameters are determined through a classical parameter optimization process. In this work we apply QAOA to two different problems, the Max Cut and the random bond Ising Model (RBIM). For both problems we perform an analysis of the optimization efficiency, verifying that the quality of the approximation increases with $p$. For the Max Cut we perform a further analysis of the $p=1$ case for which we obtain an analytical expression for the cost function and make observations regarding the choice of the initial parameters in the optimization procedure. For the RBIM, for different disordered configurations we obtain the ground states energies and magnetizations for different lattice sizes and different level $p$ of the optimisation. We observe that, even if the magnetisation is obtained for small lattice sizes, its behaviour suggests the presence of a transition separating a ferromagnetic from a paramagnetic phase.
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## Introduction

Quantum computing is based on computational models that integrate the laws of quantum mechanics to perform certain computational tasks. The fundamental unit of quantum computation is the qubit, quantum mechanical counterpart of the bit for classical computation. Every quantum computational task consists in the manipulation of qubits with unitary gates and the extraction of the output of the quantum computation through quantum measurement operations. One of the achievements that are hoped to be reached with quantum computation, is the so called "quantum advantage", that will help to implement quantum algorithms for solving problems that are inaccessible for classical computation, due to their extremely high computational cost. Examples of these problems are simulation of large quantum systems, search an unstructured database, solving large-scale linear algebra problems [1], [2]. However, the implementation of such quantum algorithms requires quantum error correction (QEC) protocols, [3], to reduce the effect of quantum noise, an unavoidable effect due to the interaction of the system with the environment, which induces decoherence, i.e. corruption of the quantum information in the qubits manipulation or outcome reading trough quantum measurement. At present days the proposed QEC protocols require millions of physical qubits to allow the implementation of nearly noise-free quantum algorithms [2], however currently realizable quantum devices range from 50 to 100 qubits [1].

Even though the availability of an error-corrected quantum computer with millions of qubits is still decades away [1], currently realized quantum computers are the noisy intermediate-scale quantum (NISQ) devices [4]. NISQs are devices that may work with a limited size number of qubits, about 100 ("intermediate-scale") and have an imperfect control over those qubits ("noisy") [5]. Among the main goals in the near-term, is one to achieve quantum advantage with these devices [5] and to
develop new techniques that will be useful also for long-term devices [2]. Many algorithms have been proposed to be implemented in near-term devices, among these the hybrid quantum-classical algorithms have emerged to be well suited to account for the constraints imposed by the NISQs devices and be promising candidate for reaching quantum advantage [1]. The idea behind these algorithms is that they delegate the classically difficult part of some computation to the quantum computer and perform the classically tractable part on some classical device.

One of the first proposals of hybrid quantum-classical algorithms is the Quantum Approximate Optimization Algorithm (QAOA) [6] proposed to solve combinatorial optimization problems. Besides the fact that QAOA is the most studied gate model approach for optimization using near-term devices [7], it is well suited for physical applications because most of the combinatorial optimization problems may be thought as particular Ising Hamiltonians [7].
In the QAOA a quantum state is prepared as an input of a circuit with $p$ levels, specified by $2 p$ variational parameters. Using measurement outputs, the parameters are then optimized by a classical computer and fed back to the quantum computer that evolves the state in a closed loop. At the end the quantum state prepared using these optimal parameters encodes the approximate solution of the problem. Many features and properties of QAOA are yet to be completely understood, like its performance beyond its lowest depth variant [8], the prospects for achieving quantum advantage [7] or the difficulty of the parameter optimization [9], as the difficulty to efficiently optimize in the nonconvex, high-dimensional parameter landscape [8].

In this work we implement the QAOA in a noise-free environment, through classical quantum simulations using $Q u T i P$, an open-source framework written in the Python programming language [10] designed for simulating the dynamics of quantum systems. We analise the QAOA and, through these simulations, we study the performances of the algorithm for different QAOA p-levels, by verifying that they improve as $p$ increases. We provide also an analysis about the initial parameters choice in the optimization procedure for the lowest QAOA level case, by leaving an open question if this analysis may be extended to higher $p$ levels. Lastly we show an application of QAOA to a physical problem and how it behaves efficiently in finding the expected system ground states.

For the parameter optimization we exploit a gradient based optimizer, the gradi-
ent descent optimizer, with finite differences [11] as derivative estimator and Adam [12] as the algorithm to implement the parameters update.

We apply the QAOA to two different problems: in the first for finding the maximum cut of a given graph and in the second for finding the ground state of a classical spins Hamiltonian. The first problem is called Max Cut, it is a problem applied to graphs, where one looks for a bi-partition of vertices with higher number of edges that go from on partition to the other (the maximum cut). For different graphs we perform an analysis of the optimization behaviour and of the quality of the QAOA approximation for different QAOA $p$ levels. We perform a further analysis of the QAOA level $p=1$ case, where we study the behaviour of the optimization steps in the parameters landscape and discuss the choice of the initial parameters for efficient optimizations. Then we show that the QAOA returns the expected solutions for the three graphs.

The second problem is the random bond Ising model (RBIM) [13], which describes the interaction of classical spins in a two-dimensional (2D) lattice, where the couplings are ferromagnetic or antiferromagnetic and are distributed randomly with probability $\lambda$, where $\lambda=1$ corresponds to all ferromagnetic couplings. Here, for three different lattices, we apply QAOA many times to find the spin configurations corresponding to the ground states of the system for different probabilities $\lambda$. We analyze the optimization procedure for different cases and show that also for this problem the QAOA finds the optimal parameters. In this problem we also analyze the behaviour of the classical magnetization and energies of the ground states obtained from the QAOA for different disorder configurations probabilities and observe that the returned ground states for different probabilities $\lambda$ represent states that go from ordered regions to the disordered ones as $\lambda$ decrease, as expected. Further, even if we consider small finite size lattices, we are able to observe that the evaluated magnetization has higher values in the smallest lattice for $\lambda$ smaller than a certain probability and inverts its behaviour for $\lambda$ higher than that probability value, which is the expected behaviour of the order parameter near a critical point.

The structure of this work is the following:

- In Chapter 1 we give an overview of the basic concepts of quantum computation. In Section 1.1 we introduce qubits and the fundamental quantum mechanical framework on which quantum computation is based. In Section
1.2 we describe the quantum circuit model, one of the principal gate models in quantum computation. Here we show the most important quantum gates and we present the concept of universality. In Section 1.3 we introduce the basic concepts and ideas behind the realization of a quantum computer. Then we briefly describe few examples of possible experimental realizations. We conclude the chapter with the idea behind the near-term devices (NISQ), because they are the ones that at the present day are experimentally available and we introduce QuTip, the open-source framework written in the Python programming language that we've used for the QAOA implementation.
- In Chapter 2 we give an overview of the principal ideas behind algorithms and quantum algorithms, then we give a more detailed description of the quantum approximate optimization algorithm. In Section 2.1 we introduce algorithms and we give a brief description of the complexity classes, that are used in the study of algorithms' performances and resource requirements. In Section 2.2 we describe briefly few fundamental features of quantum algorithms. Then we describe the Grover's algorithm, a quantum search algorithm, one of the principal quantum algorithm families. We conclude this section by giving an overview of the variational quantum algorithms (VQAs), a quantum algorithms family to which QAOA belongs to, focusing on their main components. In Section 2.3 we introduce and define the QAOA, and we describe its procedure for a generic computational optimization problem. We then describe the optimization method used in our QAOA implementation, a gradient-based method, implemented through the Adam algorithm. In the subsection 2.3.2 we describe the Max Cut problem, and we show how it is formulated its cost functions in terms of the QAOA. After the Max Cut we describe the random bond Ising model, we show its formulations in terms of the QAOA and also we give a brief overview of the predicted phase transition that occurs in the system.
- In Chapter 3 we show our results for the QAOA applied to the Max Cut and the RBIM. In Section 3.1 we describe our application of QAOA to Max Cut on three different graphs and for different QAOA levels. We show the steps of the optimization method for the different cases and we check that it behaves
as expected. We then analyze the special case of the QAOA level $p=1$, that allows us to discuss about the choice of the initial parameters in the optimization method procedure. For the Max Cut application we show lastly that the QAOA results coincide with the expected solutions. In Section 3.2 we describe the application of QAOA to RBIM on three different lattices, for different QAOA levels, and for different coupling configurations for a picked probability. Here, we show the steps of the optimization for some probabilities and check that it behaves as expected. For the RBIM, we show also the plots of the evaluated classical magnetizations and energies vs. different disorder configurations probabilities from which we see that the QAOA returns for each lattice the expected ground states. We observe that, even in small finite size lattices, the magnetization vs. probability plot presents features of the expected phase transition. In Section 3.3 we present our outlook and draw our conclusions.


## Quantum computation

In this chapter we introduce the fundamental concepts of quantum computation, starting with the qubit and all the implications derived from its quantum mechanical nature followed by the basic building blocks for quantum circuits, a universal language for describing quantum computations.
In the last part of the chapter we present an overview of the actual quantum computers existent nowadays, by ending with a brief description of NISQ devices and quantum simulations, among which there is the classical quantum simulation through QuTiP that have been used for the considerations and results about the QAOA exposed in Chapter 3. The main reference used for this part is [14].

### 1.1 Qubits and Hilbert space

All computing systems rely on a fundamental ability to store and manipulate information. Current computers manipulate individual bits, which store information as binary 0 and 1 states. Quantum computers leverage quantum mechanical phenomena to manipulate information. To do this, they rely on quantum bits, or qubits. A qubit is described as a quantum mechanical object which, in analogy to a classical bit, may be in two states $|0\rangle$ and $|1\rangle$. The difference between bits and qubits is that a qubit may also be in a linear combination, or superposition, of the states $|0\rangle$ and $|1\rangle$ :

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle . \tag{1.1}
\end{equation*}
$$

## 1. Quantum computation

The coefficients $\alpha$ and $\beta$ are complex numbers, so the state of a qubit is a vector in a two-dimensional complex vector space, a Hilbert space $\mathscr{H}$. The special states $|0\rangle$ and $|1\rangle$, known as computational basis states, form an orthonormal basis for this vector space.
In a classical system, a bit would have to be in one state or the other, it can be examined to determine whether it is in the state 0 or 1 . However it is not possible to measure a qubit directly to determine its quantum state, that is, the values of $\alpha$ and $\beta$. To understand that difference, we need to introduce the concept of evolution of a quantum state and in particular of quantum measurement.

The evolution of a closed quantum system is described by a unitary transformation. Given the state $|\psi\rangle$ at time $t_{1}$, it evolves to the state $\left|\psi^{\prime}\right\rangle$ at time $t_{2}$ by an unitary operator $U$,

$$
\begin{equation*}
\left|\psi^{\prime}\right\rangle=U|\psi\rangle \text {. } \tag{1.2}
\end{equation*}
$$

Applying an unitary operator on a quantum state changes it, but a hypothetically observer cannot get any information about the state, to achieve that, a quantum measurement, which is an interaction that makes the system no longer closed, must be performed.
Quantum measurements are described by a collection $\left\{M_{m}\right\}$ of measurements operators, where the index $m$ refers to the measurement outcomes and the measurement operators satisfy the completeness equation $\sum_{m} M_{m}^{\dagger} M_{m}=I$. Given a state $|\psi\rangle$, the probability that the result $m$ occurs is

$$
\begin{equation*}
p(m)=\langle\psi| M_{m}^{\dagger} M_{m}|\psi\rangle, \tag{1.3}
\end{equation*}
$$

and the state after the measurement is

$$
\begin{equation*}
\frac{M_{m}|\psi\rangle}{\sqrt{p(m)}} \tag{1.4}
\end{equation*}
$$

For a single qubit, there's an important measurement, the measurement of a qubit in the computational basis or single qubit projective measurement, defined by the two measurements operators $M_{0}=P_{0}=|0\rangle\langle 0|, M_{1}=P_{1}=|1\rangle\langle 1|$, the projectors on the computational basis states $|0\rangle$ and $|1\rangle$.

Thus, when a qubit is measured in the computational basis, that measurement leads
to outcome an 0 , corresponding to the state $|0\rangle$, with probability $|\alpha|^{2}$ and an outcome 1 , corresponding to the state $|1\rangle$, with probability $|\beta|^{2}$. It is clear that:

$$
\begin{equation*}
|\alpha|^{2}+|\beta|^{2}=1, \tag{1.5}
\end{equation*}
$$

thus, in general, a qubit's state is a unit vector in a two-dimensional complex vector space.
From Equation (1.5) follows the geometric interpretation of a qubit, Equation (1.1) may be rewritten, up to a global phase, as

$$
\begin{equation*}
|\psi\rangle=\cos \frac{\theta}{2}|0\rangle+e^{i \varphi} \sin \frac{\theta}{2}|1\rangle, \tag{1.6}
\end{equation*}
$$

where $\theta$ and $\varphi$ are real numbers. Thus, by considering the spherical coordinates

$$
\left\{\begin{array}{l}
r_{x}=\sin \theta \cos \varphi  \tag{1.7}\\
r_{y}=\sin \theta \cos \varphi \\
r_{z}=\cos \theta
\end{array}\right.
$$

the possible quantum states for a single qubit can be visualized on the unit threedimensional sphere, often call the Bloch sphere, as shown in Figure 1.1.

In general, for any computational task, many qubits are required, so we have to consider multimple qubits systems. The state space of a quantum system made up of more than one distinct physical systems, a composite system, is the tensor product of the state spaces of the distinct physical systems. Thus, if the component systems are numbered through 1 to $n$ and system number $i$ is prepared in the state $|\psi\rangle_{i}$, then the joint state of the total system is

$$
\begin{equation*}
|\psi\rangle=|\psi\rangle_{1} \otimes|\psi\rangle_{2} \otimes \cdots \otimes|\psi\rangle_{n} \tag{1.8}
\end{equation*}
$$

From its defintion, it naturally follows that the vector space of that joint vector is the Hilbert space $\mathscr{H}^{\otimes n}=\mathscr{H}_{1} \otimes \mathscr{H}_{2} \otimes \ldots \otimes \mathscr{H}_{n}$.

In the context of a composite system is generalized the definiton of prjective measurement seen for the single qubit case. A projective measurement is described


Figure 1.1: Bloch sphere representation of a qubit. Taken from [14]
by an observable, $M$, with spectral decomposition,

$$
\begin{equation*}
M=\sum_{m} m P_{m}, \tag{1.9}
\end{equation*}
$$

where $P_{m}$ is the projector onto the eigenspace of $M$ with eigenvalue $m$. Upon measuring the state $|\psi\rangle$, the probability of getting result $m$ is given by

$$
\begin{equation*}
p(m)=\langle\psi| P_{m}|\psi\rangle . \tag{1.10}
\end{equation*}
$$

Given that outcome $m$ occured, the state of the quantum system immediately after the measurement is

$$
\begin{equation*}
\frac{P_{m}|\psi\rangle}{\sqrt{p(m)}} \tag{1.11}
\end{equation*}
$$

### 1.1.1 Open systems and the density operator

Real systems are open systems that interact with the outside world. Among these interactions, random interactions exist which cannot be completely controlled and
they are referred as quantum noise. It is crucial to understand and control such noise processes in order to build useful quantum information processing systems [15].
Until now the description of a quantum system has been formulated in terms of state vectors, whose state is completely known, a pure state. An alternate formulation is possible in terms of the density operator or density matrix. This alternate formulation is mathematically equivalent to the state vector approach, but its functionality relies in the description of quantum systems as mixed states whose state is not completely known due to presence of noise. A quantum system is described by a mixed state when it is in one of a number of states $\left|\psi_{i}\right\rangle$ with respective probabilities $p_{i}$, with $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ an ensemble of pure states. The density operator for the system is defined by

$$
\begin{equation*}
\rho \equiv \sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| . \tag{1.12}
\end{equation*}
$$

Unitary evolution and measurement can be rephrased in the language of density operators, for proof see [14].
Thus, given an unitary operator $U$, the evolution of the density operator is described by

$$
\begin{equation*}
\rho^{\prime}=U \rho U^{\dagger} \tag{1.13}
\end{equation*}
$$

and, for a measurement described by measurement operators $M_{m}$, the probability of obtaining result $m$ is

$$
\begin{equation*}
p(m)=\operatorname{tr}\left(M_{m}^{\dagger} M_{m} \rho\right) \tag{1.14}
\end{equation*}
$$

with the state after the measurement which yields the result $m$ described by the density operator

$$
\begin{equation*}
\rho_{m}=\frac{M_{m} \rho M_{m}^{\dagger}}{p(m)} \tag{1.15}
\end{equation*}
$$

The state space of a composite physical system is the tensor product of the state spaces of the component physical systems. Moreover, if we have systems numbered 1 through $n$, and system number $i$ is prepared in the state $\rho_{i}$, then the joint state of the total system is $\rho_{1} \otimes \rho_{2} \otimes \ldots \otimes \rho_{n}$. We introduce here an important operator in the study of density matrices, the trace of a mtrix. Given a matrix $A$, the trace
of $A$ is defined to be the sum of its diagonal elements,

$$
\begin{equation*}
\operatorname{tr}(A) \equiv \sum_{i} A_{i i} \tag{1.16}
\end{equation*}
$$

Density operators can be characterized by the following theorem [14]:
Theorem 1 (Characterization of density operators). An operator $\rho$ is the density operator associated to some ensemble $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ if and only if it satisfies the conditions:

1. (Trace condition) $\operatorname{tr}(\rho)=1$.
2. (Positivity condition) $\rho$ is a positive operator.

One of the deepest application of the density operator is as a descriptive tool for subsysyems of a composite quantum system, via the reduced density operator. In a system, composed by the subsystems $A$ and $B$, described by $\rho^{A B}=\rho^{A} \otimes \rho^{B}$, the reduced density operator for system $A$ is defined by

$$
\begin{equation*}
\rho^{A} \equiv \operatorname{tr}_{B}\left(\rho^{A B}\right) \tag{1.17}
\end{equation*}
$$

where $\operatorname{tr}_{B}$ is the partial trace over system $B$, defined by

$$
\begin{equation*}
\operatorname{tr}_{B}\left(| a _ { 1 } \rangle _ { A } \langle a _ { 2 } | _ { A } \otimes | b _ { 1 } \rangle _ { B } \langle b _ { 2 } | _ { B } ) \equiv | a _ { 1 } \rangle _ { A } \left\langlea _ { 2 } | _ { A } \operatorname { t r } \left(\left|b_{1}\right\rangle_{B}\left\langle\left. b_{2}\right|_{B}\right),\right.\right.\right. \tag{1.18}
\end{equation*}
$$

where $\left|a_{1}\right\rangle_{A}$ and $\left|a_{2}\right\rangle_{A}$ are any two vectors in the state space $A$, and $\left|b_{1}\right\rangle_{B}$ and $\left|b_{2}\right\rangle_{B}$ are any two vectors in the state space B.

The last argument exposed in this introductory section regards the concept of fidelity. One of the most important requirements for being able to perform a useful computation is to be able to prepare the desired input. In preparing the initial state, as it has been stated previously, it not possible to exactly know the produced state, so it is needed a quantity to express the distance between two states. A measure of distance between quantum states is the fidelity, defined, given two states $\rho$ and $\sigma$ as,

$$
\begin{equation*}
F(\rho, \sigma) \equiv \operatorname{tr} \sqrt{\rho^{1 / 2} \sigma \rho^{1 / 2}} \tag{1.19}
\end{equation*}
$$

where, for any $\rho$ and $\sigma$ :

- $F(\rho, \sigma)=F(\sigma, \rho)$
- $0 \leq F(\rho, \sigma) \leq 1$, and $F(\rho, \rho)=1$.


### 1.2 Quantum gates and quantum circuits

Changes occurring to a quantum state can be described using the language of quantum computation. Analogous to the way a classical computer is built from an electrical circuit containing wires and logic gates, a quantum computer is built from a quantum circuit containing wires and elementary quantum gates to carry around and manipulate the quantum information. Classical computer circuits consist of wires and logic gates. The wires are used to carry information around the circuit, while the logic gates perform manipulations of the information, converting it from one form to another.

Operations on a qubit must preserve its unitary norm, and thus are described by unitary matrices. Of these, some of the most important are the Pauli matrices:

$$
X \equiv\left[\begin{array}{ll}
0 & 1  \tag{1.20}\\
1 & 0
\end{array}\right] ; Y \equiv\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right] ; Z \equiv\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

Three other fundamental single qubit gates are the Hadamard gate $(H)$, phase gate $(S)$ and $\pi / 8$ gate (T):

$$
H \equiv \frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1  \tag{1.21}\\
1 & -1
\end{array}\right] ; S \equiv\left[\begin{array}{cc}
1 & 0 \\
0 & i
\end{array}\right] ; T \equiv\left[\begin{array}{cc}
1 & 0 \\
0 & \exp \left(\frac{i \pi}{4}\right)
\end{array}\right]
$$

Symbols for the common single qubit gates are shown in Figure 1.2.


Figure 1.2: Names, symbols, and unitary matrices for the common single qubit gates. Taken from [14]

The Pauli matrices give rise to three classes of unitary matrices, the rotation operators about the $\hat{x}, \hat{y}$ and $\hat{z}$ axes of the Bloch sphere, defined by:

$$
\begin{gather*}
R_{x}(\theta) \equiv e^{-i \theta X / 2}=\cos \frac{\theta}{2} I-i \sin \frac{\theta}{2} X=\left[\begin{array}{cc}
\cos \frac{\theta}{2} & -i \sin \frac{\theta}{2} \\
-i \sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right]  \tag{1.22}\\
R_{y}(\theta) \equiv e^{-i \theta X / 2}=\cos \frac{\theta}{2} I-i \sin \frac{\theta}{2} Y=\left[\begin{array}{cc}
\cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\
\sin \frac{\theta}{2} & \cos \frac{\theta}{2}
\end{array}\right]  \tag{1.23}\\
R_{z}(\theta) \equiv e^{-i \theta X / 2}=\cos \frac{\theta}{2} I-i \sin \frac{\theta}{2} Z=\left[\begin{array}{cc}
e^{-i \theta / 2} & 0 \\
0 & e^{i \theta / 2}
\end{array}\right] \tag{1.24}
\end{gather*}
$$

In computation, one of the most useful operation is the controlled operation. In the generalization from one to multiple qubits, the prototypical multi-qubit quantum logic gate is the controlled-NOT or CNOT gate. This gate has two input qubits, known as the control qubit $(|c\rangle)$ and the target qubit $(|t\rangle)$, respectively. The circuit representation is shown in Figure 1.3. In terms of the computational basis, the CNOT performs the action $|c\rangle|t\rangle \rightarrow|c\rangle|t \oplus c\rangle$, where $|c\rangle,|t\rangle \in[|0\rangle,|1\rangle]$ and $\oplus$ is the XOR gate. Thus, in the computational basis $|c, t\rangle$ the matrix representation on

CNOT is

$$
U_{C N}=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{1.25}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

As for the single qubit case, the requirement that probability be conserved is ex-


Figure 1.3: Circuit representation for the controlled-NOT gate. The top line represents the control qubit, the bottom line the target qubit.
pressed in the fact that $U_{C N}$ is a unitary matrix, that is, $U_{C N}^{\dagger} U_{C N}=I$. More generally, wuth $U$ is an arbitrary single qubit unitary operation. A controlled- $U$ operation is a two qubit operation, again with a control and a target qubit. If the control qubit is set then $U$ is applied to the target qubit, otherwise the target qubit is left alone; that is, $|c\rangle_{1}|t\rangle_{2} \rightarrow\left(\frac{1+Z_{1}}{2}+\frac{1-Z_{1}}{2} U_{2}\right)|c\rangle_{1}|t\rangle_{2}$. The controlled- $U$ operation is represented by the circuit shown in Figure 1.4.


Figure 1.4: Controlled- $U$ operation. The top line is the control qubit, and the bottom line is the target qubit.

We just show here other two very important unitaries in quantum computing. One is the the SWAP operator. The SWAP operator exchanges the state of two qubits. That is, in the computational basis SWAP maps

$$
\begin{equation*}
|00\rangle \rightarrow|00\rangle,|01\rangle \rightarrow|10\rangle,|10\rangle \rightarrow|01\rangle \text { and }|11\rangle \rightarrow|11\rangle \tag{1.26}
\end{equation*}
$$

## 1. Quantum computation

The SWAP gate is equivalent to the matrix

$$
\mathrm{SWAP} \equiv\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{1.27}\\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

with respect to the computational basis.
In quantum information, perhaps the most common three-qubit unitary discussed is the Toffoli gate [16]. This gate is similar to the CNOT except that the Toffoli gate has two controls instead of one; thus, the Toffoli gate is also known as the CCNOT gate. The Toffoli gate can therefore be represented as

$$
\text { Toffoli } \equiv(I I-|11\rangle\langle 11|) \otimes I+|11\rangle\langle 11| \otimes X=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{1.28}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right],
$$

in the computational basis.

### 1.2.1 QUANTUM MEASUREMENT

A special kind operation left as last in this section is measurement. As a circuit element, a projective measurement in the computational basis is denoted using a 'meter' symbol, illustrated in Figure 1.5. In the theory of quantum circuits it is conventional to not use any special symbols to denote more general measurements, because they can always be represented by unitary transforms with ancilla qubits followed by projective measurements [14].

Two important priciples in quantum circuits regarding measurements are, as stated in [14]:

- Principle of deferred measurement: Measurements can always be moved


Figure 1.5: Symbol for projective measurement on a single qubit.
from an intermediate stage of a quantum circuit to the end of the circuit; if the measurement results are used at any stage of the circuit then the classically controlled operations can be replaced by conditional quantum operations.

- Principle of implicit measurement: Without loss of generality, any unterminated quantum wires (qubits which are not measured) at the end of a quantum circuit may be assumed to be measured.

This section ends with the concept of universality and of it is achieved in quantum computation. A set of gates is said to be universal for quantum computation if any unitary operation may be approximated to arbitrary accuracy by a quantum circuit involving only those gates.

Here follows three universality constructions for quantum computation, for proofs see [14],

- Two-level unitary gates are universal: an arbitrary unitary operator may be expressed exactly as a product of unitary operators that each acts nontrivially only on a subspace spanned by two computational basis states.
- Single qubit and CNOT gates are universal: an arbitrary unitary operator may be expressed exactly using single qubit and CNOT gates.
- Any single qubit operation may be approximated to arbitrary accuracy using the Hadamard, phase, and $\pi / 8$ gates.

Thus, these three imply that any unitary operation can be approximated to arbitrary accuracy using Hadamard, phase, CNOT, and $\pi / 8$ gates.
It may be shown [14] that this universality approximation is achieved also with Hadamard, phase, CNOT and Toffoli gates.

### 1.3 QUANTUM COMPUTERS AND QUANTUM SIMULATORS

A quantum computer is a device that can arbitrarily manipulate the quantum state or part of itself. The experimental requirements for building a quantum computer concern the elementary units of the theory, the quantum bits. To realize a quantum computer, as stated in [14], we need to:

- give qubits some robust physical representation (to assure that they retain their quantum properties)
- select a system in which they can be made to evolve as desired, in particular where its possible to perform a universal family of unitary transformations
- be able to prepare qubits in some specified set of initial states
- be able to measure the final output state of the system

The challenge of experimental realization is that these basic requirements can often only be partially met [14]. A quantum computer has to be well isolated in order to retain its quantum properties, but at the same time its qubits have to be accessible so that they can be manipulated to perform a computation and to read out the results. Thus, a realistic implementation must strike a delicate balance between these constraints.
Here follows some complete physical models for a realizable quantum computer:

- Optical photon quantum computer: single photons can serve as good qubits. Considered two cavities, we use the states $|01\rangle$ and $|10\rangle$, states that represent whether the photon is in one cavity or the other, to be as logical 0 and 1 . However conventional nonlinear optical materials which are sufficiently strong to allow single photons to interact inevitably absorb or scatter the photons.
- Optical cavity quantum electrodynamics: cavity-QED is a technique by which single atoms can be made to interact strongly with single photons. It provides a mechanism for using an atom to mediate interactions between single photons.
- Ion traps: trapped ions can be cooled to the extent that their electronic and nuclear spin states can be controlled by applying laser pulses. By coupling spin states through center-of-mass phonons, logic gates between different ions can be performed.
- Nuclear magnetic resonance: nuclear spins are nearly ideal qubits, and single molecules would be nearly ideal quantum computers if their spin states could only be controlled and measured. Nuclear magnetic resonance makes this possible using large ensembles of molecules at room temperature, but at the expense of signal loss due to an inefficient preparation procedure.

Another kind of quantum computer realization is achieved with superconducting qubits, for more exhaustive description see [17]:

- Superconducting qubits: in a superconductor, the basic charge carriers are pairs of electrons (known as Cooper pairs), rather than the single electrons in a normal conductor. At every point of a superconducting electronic circuit, the condensate wave function describing the charge flow is well-defined by a specific complex probability amplitude [18]. Research in superconducting quantum computing is conducted by companies such as Google, IBM, IMEC, BBN Technologies, Rigetti, and Intel.

Most of the originally proposed quantum algorithms where thought to be implemented on the theories surrounding fault-tolerant quantum computation [2]. Faulttolerant quantum computing refers to the framework of ideas that allow qubits to be protected from quantum errors introduced by poor control or environmental interactions (Quantum Error Correction, QEC) and the appropriate design of quantum circuits to implement both QEC and encoded logic operations in a way to avoid these errors cascading through quantum circuits [3]. For tasks theoretically proposed to be performed by this kind of devices, would be required millions of physical qubits to incorporate these QEC techniques successfully [19]. Unfortunately, building an error-corrected quantum computer with millions of physical qubits may take decades [2].

Currently realized quantum computers are the so called "Noisy IntermediateScale Quantum (NISQ)" devices, i.e. those devices whose qubits and quantum operations are substantially imperfect. One of the goals in the NISQ era is to extract
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the maximum quantum computational power from current devices while developing techniques that may also be suited for the long-term goal of the fault tolerant quantum computation [5]. Quantum algorithms specially developed to be run on current quantum computing hardware or those which could be developed in the next few years, the term near-term quantum computation has been coined [2]. The NISQ era corresponds to the period when only a few hundred noisy qubits are available, in contrast, the nearterm era involves any quantum computation performed in the next few years.
As exposed previously, in many fields such as quantum optics, trapped ions, superconducting circuit devices, and most recently nanomechanical systems, it is possible to design systems using a small number of effective oscillator and spin components, excited by a limited number of quanta [10]. In 2019, the Google AI Quantum team implemented an experiment with the 53 -qubit Sycamore chip, in which single-qubit gate fidelities of $99.85 \%$ and two-qubit gate fidelities of $99.64 \%$ were attained on average [18].

### 1.3.1 QUANTUM SIMULATION AND CLASSICAL COMPUTING TECHNIQUES

As stated in subsection 1.1.1, every quantum system encountered in the real world is an open quantum system. For although much care is taken experimentally to eliminate the unwanted influence of external interactions, there remains, if ever so slight, a coupling between the system of interest and the external world. In addition, any measurement performed on the system necessarily involves coupling to the measuring device, therefore introducing an additional source of external influence. Consequently, developing the necessary tools, both theoretical and numerical, to account for the interactions between a system and its environment is an essential step in understanding the dynamics of practical quantum systems [10].

One of the most important practical applications of computation is the simulation of physical systems. Classical computers cannot simulate a quantum system efficiently, the number of complex numbers needed to describe a quantum system generally grows exponentially with the size of the system, rather than linearly, as occurs in classical systems. In general, storing the quantum state of a system with $n$
distinct components takes something like $c^{n}$ bits of memory on a classical computer, where $c$ is a constant which depends upon details of the system being simulated, and the desired accuracy of the simulation [14].

By contrast, a quantum computer can perform the simulation using $k n$ qubits, where $k$ is again a constant which depends upon the details of the system being simulated. This allows quantum computers to efficiently perform simulations of quantum mechanical systems that are believed not to be efficiently simulable on a classical computer [14].

In general, for all but the most basic of Hamiltonians, an analytical description of the system dynamics is not possible, and one must resort to numerical simulations [10]. In absence of a quantum computer, these simulations must be carried out using classical computing techniques, where the exponentially increasing dimensionality of the underlying Hilbert space severely limits the size of system that can be efficiently simulated. However, nowadays the available quantum computers are the NISQ devices, that are amenable to classical simulation in a truncated Hilbert space.

Thus, in this this context, can be studied and implemented algorithms suited to be executed with this kind of devices, with a limited number o maximum qubits. Among NISQ algorithms there is the QAOA, which applications and performances we've studied through classical quantum simulations using QuTiP. The Quantum Toolbox in Python, or QuTiP, is an open-source framework written in the Python programming language, designed for simulating the dynamics of open quantum systems.

## QuANTUM ALGORITHMS

Quantum computers are designed to outperform standard computers by running quantum algorithms [19]. In this chapter we introduce algorithms focusing then on how to analyze an algorithm by giving an explanation about computational resources requirement and complexity classes. Then, after the fundamental concepts about algorithms are stated, we describe quantum algorithms, giving descriptions of the Grover algorithm and the Variational Quantum Algorithms (VQAs), family of algorithms which Quantum Approximate Optimization Algorithm (QAOA) belongs to. The last section of the chapter is dedicated to QAOA, the idea behind it, its properties and applications.

### 2.1 Algorithms and complexity classes

In mathematics and computer science, an algorithm is a finite sequence of welldefined, computer-implementable instructions, typically to solve a class of problems or to perform a computation. Algorithms are always unambiguous and are used as specifications for performing calculations, data processing, automated reasoning, and other tasks.

As an effective method, an algorithm can be expressed within a finite amount of space and time, and in a well-defined formal language for calculating a function. Starting from an initial state and initial input, the instructions describe a computation that, when executed, proceeds through a finite number of well-defined successive states, eventually producing "output" and terminating at a final ending state. The

## 2. Quantum algorithms

transition from one state to the next is not necessarily deterministic; for example some algorithms, known as randomized algorithms, incorporate random input or quantum algorithms, by the intrinsic probabilistic quantum mechanical nature of quantum states.

The study of algorithms is referred to the model of computation they're implemented to be run, there are many model of computation, both for classical and quantum computation, some examples are the Turing machine, probabilistic Turing machine or circuit model for classical computation and the quantum circuit model exposed in Section 1.2.

In the study of algorithms, the two fundamental properties to be analyzed are:

- computational task which can be performed
- required resources to perform it

Different models of computation lead to different resource requirements for computation [14]. However, many general considerations may be done about a quantitative analysis of resource requirements.

One of the tools to perform this analysis is the asymptotic notation, which can be used to summarize the essential behaviour of a function [19]. The asymptotic notation is used to express information about the growth rate of an algorithm. Given a resource of consumption of $f$, suppose $f(n)$ and $g(n)$ are two functions on the non-negative integers, there are three notations [14]:

- O-notation: $f(n)$ is $O(g(n))$ if there exist $M, c$ such that $|f(n)| \leq c|g(n)|$ for all $n>M$
- $\Omega$-notation: $f(n)$ is $\Omega(g(n))$ if there exist $M, c$ such that $|f(n)| \geq c|g(n)|$ for all $n>M$
- $\Theta$-notation: $f(n)$ is $\Theta(g(n))$ if there exist $M, c_{1}, c_{2}$ such that $c_{1}|g(n)| \leq$ $|f(n)| \leq c_{2}|g(n)|$ for all $n>M$

The asymptotic notation is important also in the introduction to complexity classes, another fundamental tool in the algorithms' analysis. Computational complexity is the study of the time and space resources required to solve computational problems. The task of computational complexity is to prove lower bounds on the
resources required by the best possible algorithm for solving a problem, even if that algorithm is not explicitly known [14]. The chief distinction made in computational complexity is between problems which can be solved using resources which are bounded by a polynomial in $n$, or which require resources which grow faster than any polynomial in $n$. In the latter case it is said that the resources required are $e x$ ponential in the problem size. A problem is regarded as easy, tractable or feasible if an algorithm for solving the problem using polynomial resources exists, and as hard, intractable or infeasible if the best possible algorithm requires exponential resources. Complexity classes are groupings of problems by hardness, namely the scaling of the cost of solving the problem with respect to some resource, as a function of the "size" of an instance of the problem [2]. Here follows some of the fundamental complexity classes:

- P: decision problems, problems with a yes or no answer, that can be solved in time polynomial with respect to input size by a deterministic classical computer.
- NP: a problem is said to be in NP, if the problem of verifying the correctness of a proposed solution lies in P , irrespective of the difficulty of obtaining a correct solution.
- NP-Complete: NP-complete problems are a set of problems to each of which any other NP-problem can be reduced in polynomial time and whose solution may still be verified in polynomial time.
- NP-Hard: NP-hard problems are those at least as hard as NP problems

In Figure 2.1 there's a representative scheme.

### 2.2 QUANTUM ALGORITHMS

Quantum algorithms are algorithms that run on any realistic model of quantum computation. The most commonly used model of quantum computation is the circuit model, and the quantum Strong Church-Turing thesis states that the quantum circuit model can efficiently simulate any realistic model of computation [21].
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Figure 2.1: Euler diagram for P, NP, NP-complete, and NP-hard set of problems. Taken from [20]

The study of quantum algorithms is very important for several reasons. Computationally secure cryptography is widely used in society today, and relies on the believed difficulty of a small number of computational problems. Quantum computation appears to redefine what is a tractable or intractable problem, and one of the first breakthroughs in the development of quantum algorithms was Shor's discovery of efficient algorithms for factoring and finding discrete logarithms [22].

In the next section we describe one of the principal quantum algorithms, the quantum search algorithm or Grover's algorithm. Then, in the following section, we expose the variational quantum algorithms, a family of quantum algorithms that has been proposed for essentially all applications that researchers have envisioned for quantum computers, and they appear to the best hope for obtaining quantum advantage [1].

### 2.2.1 Quantum search algorithm

The quantum search algorithm was invented by Grover, and it offers a quadratic speed-up over classical algorithms for searching an unsorted database [23]. Suppose you are given a telephone directory sorted according to the names in alphabetic order. Suppose we know the telephone number or address of a person whose name
we want to find. For that purpose, the telephone directory is a usual unsorted database. To find out the person's name, we would need to identify the line $\omega$ that contains also his telephone number and address.

Given an unstructured database search, with $N \gg 1$ items the task is to locate one particular term $\omega$. Denoted the size of the database $N=2^{n}$, it is possible to encode the entire database in the quantum state $|s\rangle$ given by

$$
\begin{equation*}
|s\rangle \equiv|+\rangle^{\otimes n}=\sum_{z \in\{0,1\}^{n}} \frac{1}{\sqrt{N}}|z\rangle, \tag{2.1}
\end{equation*}
$$

The idea of the algorithm is that the wanted state in all the database is $|\omega\rangle$, which is one of the states encoded in $|s\rangle$

$$
\begin{align*}
|s\rangle & =\frac{1}{\sqrt{N}}|\omega\rangle+\frac{1}{\sqrt{N}} \sum_{\substack{z \in\{0,1\}^{n} \\
z \neq \omega}}|z\rangle  \tag{2.2}\\
& =\frac{1}{\sqrt{N}}|\omega\rangle+\sqrt{\frac{N-1}{N}}\left|\omega^{\perp}\right\rangle,
\end{align*}
$$

where

$$
\begin{equation*}
\left|\omega^{\perp}\right\rangle \equiv \frac{1}{\sqrt{1-N}} \sum_{z \neq \omega}|z\rangle \tag{2.3}
\end{equation*}
$$

The state $|s\rangle$ is stated as a state vector in the two-dimensional Hilbert space $\mathscr{H}_{2}=$ $\operatorname{Span}\left\{|\omega\rangle,\left|\omega^{\perp}\right\rangle\right\}$, as shown in Figure 2.2. Therefore, with

$$
\begin{equation*}
\theta \equiv \arcsin \frac{1}{\sqrt{N}} \tag{2.4}
\end{equation*}
$$

we have

$$
\begin{equation*}
|s\rangle=\sin \theta|\omega\rangle+\cos \theta\left|\omega^{\perp}\right\rangle . \tag{2.5}
\end{equation*}
$$

The idea of the algorithm is that, by applying certain rotation operators on $|s\rangle$, eventually $|s\rangle$ will end up in the wanted state $|\omega\rangle$. Here we will show how to find $|\omega\rangle$ from $|s\rangle$ in the following steps.
$1^{\circ}$ Apply

$$
\begin{equation*}
U_{\omega} \equiv I_{2}-2|\omega\rangle\langle\omega|, \tag{2.6}
\end{equation*}
$$
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Figure 2.2: State $|s\rangle$ as a state vector in the two-dimensional Hilbert space $\mathscr{H}_{2}=\operatorname{Span}\left\{|\omega\rangle,\left|\omega^{\perp}\right\rangle\right\}$.
to $|s\rangle$ and obtain

$$
\begin{align*}
\left|s^{\prime}\right\rangle & =U_{\omega}|s\rangle  \tag{2.7}\\
& =-\sin \theta|\omega\rangle+\cos \theta \mid \omega^{\perp} .
\end{align*}
$$

The geometric implication of operator $U_{\omega}$ is reflecting the state $|s\rangle$ around the $\left|\omega^{\perp}\right\rangle$ axis, as can be seen in Figure 2.3.


Figure 2.3: The first reflection operator $U_{\omega}$ in the geometrical picture. The state $|s\rangle$ is reflected around the axis $\left|\omega^{\perp}\right\rangle$.
$2^{\circ}$ Apply

$$
\begin{equation*}
U_{s} \equiv 2|s\rangle\langle s|-I_{2}, \tag{2.8}
\end{equation*}
$$

to $\left|s^{\prime}\right\rangle$ and obtain, for proof see [24],

$$
\begin{align*}
\left|s_{1}^{\prime}\right\rangle & =U_{s}\left|s^{\prime}\right\rangle  \tag{2.9}\\
& =-\sin 3 \theta|\omega\rangle+\cos 3 \theta\left|\omega^{\perp}\right\rangle .
\end{align*}
$$

The geometric implication of operator $U_{s}$ is reflecting the state around the $|s\rangle$ axis, as can be seen in Figure $2.43^{\circ}$ Define


Figure 2.4: The second reflection from the state $\left|s^{\prime}\right\rangle$ to the $\left|s_{1}^{\prime}\right\rangle$ with the second reflection operator $U_{s}$.

$$
\begin{equation*}
R_{\text {grov }} \equiv U_{s} \circ U_{\omega} \tag{2.10}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\left|s_{1}^{\prime}\right\rangle=R_{\text {grov }}|s\rangle . \tag{2.11}
\end{equation*}
$$

As we can see that the $R_{\text {grov }}^{n}$ rotates the original state $|s\rangle$ by the angle $2 \theta$. Thus, we can define further that

$$
\begin{equation*}
R_{\text {grov }}^{n}=\underbrace{R_{\text {grov }} \circ R_{\text {grov }} \circ \ldots \circ R_{\text {grov }}}, \tag{2.12}
\end{equation*}
$$

and we obtain

$$
\begin{equation*}
R_{\text {grov }}^{n}|s\rangle=\sin (2 n+1) \theta|\omega\rangle+\cos (2 n+1) \theta\left|\omega^{\perp}\right\rangle, \tag{2.13}
\end{equation*}
$$

which is called Grover iteration.
So, supposing that with $T$-iteration we can get the marked $|\omega\rangle$, therefore

$$
\left\{\begin{array} { l } 
{ ( 2 T + 1 ) \theta = \frac { \pi } { 2 } }  \tag{2.14}\\
{ \operatorname { s i n } \theta = \frac { 1 } { \sqrt { N } } }
\end{array} \Rightarrow \left\{\begin{array}{l}
T=\frac{\pi}{4 \theta}-\frac{1}{2} \\
\theta \simeq \frac{1}{\sqrt{N}},
\end{array}\right.\right.
$$

namely

$$
\begin{equation*}
T=\frac{\sqrt{N} \pi}{4}\left[1+O\left(N^{-1 / 2}\right)\right] \propto \sqrt{N} \tag{2.15}
\end{equation*}
$$

Thus, we have shown that the steps of the Grover algorithm find the solution with
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$O(\sqrt{N})$ operations, surpassing the classical counterpart which would require $O(N)$ operations. Moreover, the quantum search algorithm is general in the sense that it can be applied far beyond the database search example just described to speed up many classical algorithms that use search heuristics [14].

### 2.2.2 Variational quantum algorithms

Most of the current NISQ algorithms relies on harnessing the power of quantum computers in a hybrid quantum-classical arrangement [2]. Such algorithms delegate the classically difficult part of some computation to the quantum computer and perform the classically tractable part on some sufficiently powerful classical device [1]. These algorithms variationally update the parameters of a parametrized quantum circuit and hence are referred to as Variational Quantum Algorithms (VQA), sometimes also called Hybrid Quantum-Classical Algorithms. One of the firs proposed VQA was the Quantum Approximate Optimization Algorithm [6], proposed to solve combinatorial optimization problems.

A variational algorithm comprises several modular components that can be readily combined, extended and improved with developments in quantum hardware and algorithms [1]. Chief among these are:

- the cost function, the equation to be variationally minimized/maximized;
- one or several Parameterized Quantum Circuit (PQC), with the quantum circuit unitaries whose parameters are manipulated in the minimization/maximization of the cost function;
- the measurement scheme, which extracts the expectation values needed to evaluate the cost function;
- and the classical optimization, the method used to obtain the optimal circuit parameters that minimize/maximize the cost function.

Here follows a more detailed description of this components, to show features and potentiality of VQAs:

Objective function: the Hamiltonian $H$ encodes information about a given system, and it naturally arises in the description of many physical systems, such
as in quantum chemistry problems. Its expectation value yields the energy of a quantum state, which is often used as the minimization target of a VQA. Other problems not related to real physical systems can also be encoded into a Hamiltonian form, thereby opening a path to solve them on a quantum computer. Hamiltonian operators are not all that can be measured on quantum devices; in general, any expectation value of a function written in an operational form can be extracted from a quantum computer. After the Hamiltonian of a problem has been determined it must be decomposed into a set of particular operators that can be measured with a quantum processor. Such a decomposition is an important step of many quantum algorithms in general and of VQA in particular [2].

Parameterized quantum circuits (PQC): following the objective function, the next essential constituent of a VQA is the quantum circuit that prepares the state that best meets the objective. It is generated by means of a unitary operation $U_{\vec{\theta}}$ that depends on a series of parameters $\vec{\theta}$, the PQC. Finding the parameter values of the PQC that deliver the optimal unitary, on the other hand, is the task of the classical optimization subroutine. The PQC is applied from an initial state $\left|\psi_{0}\right\rangle$ that can be the state at which the quantum device is initialized or a particular choice motivated by the problem at hand. Similarly, the initial parameters and the structure of the circuit are unknown a priori. However, knowledge about the particular problem can be leveraged to predict and postulate its structure [2].

Measurement: The main task in most quantum algorithms is to gain information about the quantum state that has been prepared on the quantum hardware. In VQA, this translates to estimate the expectation value of the objective function $\langle H\rangle_{U_{\vec{\theta}}}$. The most direct approach to estimate expectation values is to apply a unitary transformation on the quantum state to the diagonal basis of the observable $H$. Then, one can read out the expectation value directly from the probability of measuring specific computational states corresponding to an eigenvalue of $H$. Here, one needs to determine whether a measured qubit is in the $|0\rangle$ or $|1\rangle$ state. However, on NISQ devices, the transformation to the diagonal basis mentioned before can be an overly costly operation [2]. As a NISQ friendly alternative, most observables of interest can be efficiently parameterized in terms of Pauli strings.

Parameters optimization: In many VQAs, a core task that is allocated to the classical computer is the optimization of quantum circuit parameters. In principle,
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this problem is not different from any multivariate optimization procedure and standard classical methods can be applied [25]. However, in the NISQ era, the coherence time is short, which means that complicated analytical gradient circuits can not be implemented [2]. At the same time, objective measurements take a long time, which means that algorithms with few function evaluations should be favored. As a last criterion, the optimizer should be resilient to noisy data coming from current devices and precision on expectation values that is limited by the number of shots in the measurement. These three requirements make that certain existing algorithms are better suited for PQC optimization and are more commonly used, and that new algorithms are being developed specifically for PQC optimization [2].

In the next section we introduce the Quantum Approximate Optimization Algorithm, where all the elements and considerations exposed for VQAs may be found specifically for this algorithm.

### 2.3 Quantum Approximate Optimization Algorithm

The quantum approximate optimization algorithm (QAOA) is a quantum algorithm that produces approximate solutions for combinatorial optimization problems or constraint satisfaction problems (CSP), which can in general be reduced to that of finding the ground state of particular Ising models [9].

Combinatorial optimization problems are specified by $n$ bits and a set $\left\{C_{\alpha}(z)\right\}$ of $m$ clauses, or constraints. Each clause is a constraint on a subset of the bits which is satisfied for certain assignments of those bits and unsatisfied for the other assignments, of the form

$$
C_{\alpha}(z)= \begin{cases}1 & \text { if } z \text { satisfies the clause } \alpha  \tag{2.16}\\ 0 & \text { otherwise }\end{cases}
$$

where $z=z_{1} z_{2} \ldots z_{n}$ is the bit string, $z \in\{0,1\}^{n}$. Typically, clauses only evaluate a few bits; therefore, we will restrict all $C_{\alpha}(z)$ to evaluate the satisfiability of at most $k$ bits, where $k$ is some fixed integer. In other words, each clause is $k$-local [16].

The objective function, defined on $n$ bit strings, is the number of satisfied clauses,

$$
\begin{equation*}
C(z)=\sum_{\alpha=1}^{m} C_{\alpha}(z) \tag{2.17}
\end{equation*}
$$

and, depending on the problem request, solutions are the bitstring for which the cost function is maximized or minimized.

The aim of the algorithm is to explore the space of bitstring states for a superposition which is likely to yield a close value for the $H^{C}$ operator to the classical $C_{\max }$ or $C_{\text {min }}$ value upon performing a measurement in the computational basis. Thus, the idea is to find, through an optimization parameters procedure, the optimal parameters for which the quantum estimation is close as possible to the ideal classical value of the cost function.

The quantum computer works in a $2^{n}$ dimensional Hilbert space with computational basis vectors $|z\rangle$, to encode the problem, the classical cost function (2.17) can be converted to a quantum problem Hamiltonian by promoting each binary variable $z_{i}$ to a quantum spin $Z_{i}[8]$ :

$$
\begin{equation*}
H^{C}=C\left(Z_{1}, Z_{2}, \ldots, Z_{n}\right) \tag{2.18}
\end{equation*}
$$

which is diagonal in the computational basis. This Hamiltonian, for combinatorial optimization problems, has the general expression of the Ising model one

$$
\begin{equation*}
H^{C}=\sum_{j<k} l_{j k} Z_{j} Z_{k} \tag{2.19}
\end{equation*}
$$

where $l_{j k}$ correspond to scalar weights with real values [7].
We now describe the QAOA steps, a schematic of a $p$-level Quantum Approximation Optimization Algorithm is shown in Figure 2.5, where $p$ is a positive integer which defines the number of alternate parameterized operations applied to the initial state.

QAOA starts with a uniform superposition over the $n$ bitstring basis states,

$$
\begin{equation*}
|s\rangle=|+\rangle^{\otimes n}=\frac{1}{2^{n}} \sum_{z \in\{0,1\}^{n}}|z\rangle . \tag{2.20}
\end{equation*}
$$

## 2. Quantum algorithms

Then, chosen $2 p$ variational parameters $(\vec{\gamma}, \vec{\beta})=\left(\gamma_{1}, \ldots, \gamma_{p}, \beta_{1}, \ldots, \beta_{p}\right)$, a variational state is obtained through $2 p$ evolutions applied to the initial state

$$
\begin{equation*}
|\vec{\gamma}, \vec{\beta}\rangle=U\left(H^{B}, \beta_{p}\right) U\left(H^{C}, \gamma_{p}\right) \ldots U\left(H^{B}, \beta_{1}\right) U\left(H^{C}, \gamma_{1}\right)|s\rangle \tag{2.21}
\end{equation*}
$$

where the evolution operators are defined as

$$
\begin{equation*}
U\left(H^{C}, \gamma\right)=e^{-i \gamma H^{C}}=\prod_{\alpha=1}^{m} e^{-i \gamma H_{\alpha}^{C}} \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
U\left(H^{B}, \beta\right)=e^{-i \beta H^{B}}=\prod_{j=1}^{m} e^{-i \beta H_{j}^{B}}, \tag{2.23}
\end{equation*}
$$

with

$$
\begin{equation*}
H^{B}=\sum_{j=1}^{n} X_{j} \tag{2.24}
\end{equation*}
$$

indicated as mixing hamiltonian.
Consequently, the expectation value of $H^{C}$ is determined in this variational state

$$
\begin{equation*}
F_{p}(\vec{\gamma}, \vec{\beta})=\langle\vec{\gamma}, \vec{\beta}| H^{C}|\vec{\gamma}, \vec{\beta}\rangle \tag{2.25}
\end{equation*}
$$

which is done by repeated measurements of the quantum system in the computational basis. After a measurement a bitstring $z_{i} \in\{0,1\}^{n}$ is obtained as outcome and, after $N$ measurements each $z_{i}$ is obtained with occurrency $w_{i}$, thus $F_{p}$ is evaluated as

$$
\begin{equation*}
F_{p}=\frac{\sum_{i}^{N} w_{i} C\left(z_{i}\right)}{\sum_{i}^{N} w_{i}} \tag{2.26}
\end{equation*}
$$

A classical computer is used to search for the optimal parameters $\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)$ so as to maximize the averaged measurement output $F_{p}\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)$,

$$
\begin{equation*}
\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)=\arg \max _{\vec{\gamma}, \vec{\beta}} F_{p}(\vec{\gamma}, \vec{\beta}) . \tag{2.27}
\end{equation*}
$$

This is typically done by starting with some initial guess of the parameters and performing simplex or gradient based optimization. The idea of the QAOA is to perform an optimization method over the circuit parameters $(\vec{\gamma}, \vec{\beta})$ to maximize $F_{p}$.

This will specify a state $|\vec{\gamma}, \vec{\beta}\rangle$ which is likely to yield an approximately optimal partition $|z\rangle$ upon performing a measurement in the computational basis. A figure of merit for benchmarking the performance of QAOA is the approximation ratio

$$
\begin{equation*}
r=\frac{F_{p}\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)}{C_{\max }} \tag{2.28}
\end{equation*}
$$

In this work we use the approximation ratio to check performances of QAOA for different instances and QAOA levels. The approximation ratio, from how it is defined, lies in the range $0<r \leq 1$, where the quality of the approximation is proportional to $r$. We expect the quality of the approximation improves as $p$ is increased, as stated in [6].


Figure 2.5: Schematic of a $p$-level Quantum Approximation Optimization Algorithm. In this scheme the rotation operator $R_{j}^{X}\left(\beta_{i}\right)$ that the operator $H^{B}$ applies on the $j_{t h}$ qubit is indicated as $X_{\beta_{i}}$. Taken from [8]

The quantum circuit that implements the algorithm consists of unitary gates whose locality is at most the locality of the objective function whose optimum is sought. The depth of the circuit grows linearly with $p$ times (at worst) the number of constraints [6].

Just to give a grasp of a physical realization of QAOA in a real quantum computer, we give here realization in quantum circuit model the initial state preparation
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and of the QAOA unitaries. The initial state is prepared Hadamard gates as

$$
\begin{array}{cc}
|0\rangle & H \\
|s\rangle=H^{\otimes n}|0\rangle^{\otimes n}= & |0\rangle  \tag{2.29}\\
\vdots & \vdots \\
& |0\rangle \\
H
\end{array} .
$$

Each of the Pauli- X interactions in the mixing Hamiltonian (2.24) can be implemented with a one-qubit gate [9],

$$
\begin{equation*}
e^{-\frac{i}{2} \beta X_{j}} \equiv R_{x}(\beta) \tag{2.30}
\end{equation*}
$$

and each of the two-qubit $Z_{u} Z_{v}$ interactions in the cost Hamiltonian (2.19) can be implemented with two CNOT gates, plus a local one-qubit gate [9],

$$
\begin{equation*}
e^{-\frac{i}{2} \gamma\left(I-Z_{u} Z_{v}\right)} \equiv \varlimsup_{\square}^{\infty} R_{z}(-\gamma) \quad . \tag{2.31}
\end{equation*}
$$

### 2.3.1 Optimization method

Hybrid quantum-classical optimization with parameterized quantum circuits provides a promising approach for understanding and exploiting the potential of noisy intermediate-scale quantum (NISQ) devices [26]. While a variety of gradient-free optimization methods have been proposed and studied [27], in this work we exploit a gradient based optimizer, the gradient descent optimizer, with finite differences as derivative estimator and Adam as the algorithm to implement the parameters update.

Given a model parameterized by $\vec{\theta} \in \mathbb{R}^{d}$ and a cost function $F: \mathbb{R}^{d} \rightarrow \mathbb{R}$ which depends on $\vec{\theta}$, the exact gradient descent update rule is

$$
\begin{equation*}
\vec{\theta}^{(t+1)}=\vec{\theta}^{(t)}-\eta \boldsymbol{\nabla} F\left(\vec{\theta}^{(t)}\right) \tag{2.32}
\end{equation*}
$$

where, for QAOA, $\vec{\theta}=(\vec{\gamma}, \vec{\beta}), d=2 p$ and $F=F_{p}$, the expectation value of the cost

Hamiltonian $H^{C}$ for the QAOA level $p$. In the context of hybrid quantum-classical optimization, it is not possible to evaluate the exact gradient of the cost function, but it is computed by repeating the state preparation and measurement steps and accumulating enough outcome statistics to estimate the expectation value of $H^{C}$. Thus, the gradient descent update rule is replaced with a stochastic update rule of the form

$$
\begin{equation*}
\vec{\theta}^{(t+1)}=\vec{\theta}^{(t)}-\eta \boldsymbol{\nabla} g^{(t)}\left(\vec{\theta}^{(t)}\right), \tag{2.33}
\end{equation*}
$$

where $g^{(t)}(\vec{\theta})$ is the estimator of the gradient.
A general way of approximating the gradient is to use a finite-difference estimator, which requires to experimentally measure expectation values for slightly different values of the parameters. We evaluate the estimators of the gradient with the central finite difference method. Given a fixed step size $h>0$, the symmetric finite difference estimator for the $i_{t h}$ element of the gradient can be defined as:

$$
\begin{equation*}
g_{i}^{(t)}\left(\vec{\theta}^{(t)}\right)=\frac{F\left(\vec{\theta}+h \vec{e}_{i}\right)-F\left(\vec{\theta}-h \vec{e}_{i}\right)}{2 h} \tag{2.34}
\end{equation*}
$$

where $\vec{e}_{i}$ is the $i_{t h}$ element of the canonical base vector in the $d$-dimentional parameters space.

There are many algorithms for gradient descent optimization [28], in this work we use the Adaptive Moment Estimation (Adam) method proposed in [12]. Adam is an algorithm for first-order gradient-based optimization of stochastic objective functions, based on adaptive estimates of lower-order moments [12]. The method computes individual adaptive learning rates for different parameters from estimates of first and second moments of the gradients. The method is straightforward to implement, is computationally efficient, has little memory requirements, is invariant to diagonal rescaling of the gradients, and is well suited for problems that are large in terms of data and/or parameters [12]. Empirical results demonstrate that Adam works well in practice and compares favorably to other stochastic optimization methods [12].

Here we show the pseudo-code of the algorithm,

```
Algorithm 1 Adam, with hyperparameters set as \(\eta=0.05, \hat{\beta}_{1}=0.9, \hat{\beta}_{2}=0.999\), \(\epsilon=10^{-8}, F(\vec{\theta})\) evaluated as (2.26) with 100 samplings and \(h=0.1, \vec{\theta}_{0}\) initialized with each \(\theta_{i}\) chosen randomly near 0 .
Require: \(\eta\) : Stepsize
Require: \(\hat{\beta}_{1}, \hat{\beta}_{2} \in[0,1)\) : Exponential decay rates for the moment estimates
Require: \(\epsilon\) : smoothing term that avoids division by zero
Require: \(F(\vec{\theta})\) : Stochastic objective function with parameters \(\vec{\theta}\)
Require: \(\vec{\theta}_{0}\) : Initial parameter vector
\(m_{0} \leftarrow 0\) (Initialize \(1^{\text {st }}\) moment vector)
\(v_{0} \leftarrow 0\) (Initialize \(2^{\text {nd }}\) moment vector)
\(t \leftarrow 0\) (Initialize timestep)
for \(N\) steps do
\(t \leftarrow t+1\)
\(g_{t} \leftarrow \vec{g}^{(t)}\left(\vec{\theta}^{(t-1)}\right)\) (Get gradients w.r.t. stochastic objective at timestep \(t\) as in (2.34))
\(m_{t} \leftarrow \hat{\beta}_{1} \cdot m_{t-1}+\left(1-\hat{\beta}_{1}\right) \cdot g_{t}\) (Update biased first moment estimate)
\(v_{t} \leftarrow \hat{\beta}_{2} \cdot v_{t-1}+\left(1-\hat{\beta}_{2}\right) \cdot g_{t}^{2}\) (Update biased second raw moment estimate)
\(\hat{m}_{t} \leftarrow m_{t} /\left(1-\hat{\beta}_{1}^{t}\right)\) (Compute bias-corrected first moment estimate)
\(\hat{v}_{t} \leftarrow v_{t} /\left(1-\hat{\beta}_{2}^{t}\right)\) (Compute bias-corrected second raw moment estimate)
if cost function has to be minimized
\(\vec{\theta}_{t} \leftarrow \vec{\theta}_{t-1}-\eta \cdot \hat{m}_{t} /\left(\sqrt{\hat{v}_{t}}+\epsilon\right)\) (Update parameters)
if cost function has to be maximized
\(\vec{\theta}_{t} \leftarrow \vec{\theta}_{t-1}+\eta \cdot \hat{m}_{t} /\left(\sqrt{\hat{v}_{t}}+\epsilon\right)\) (Update parameters)
end for
return \(\overrightarrow{\theta_{t}}\) (Resulting parameters)
```

The algorithm updates exponential moving averages of the gradient $\left(m_{t}\right)$ and the squared gradient $\left(v_{t}\right)$ where the hyper-parameters $\hat{\beta}_{1}, \hat{\beta}_{2} \in[0,1)$ control the exponential decay rates of these moving averages. The moving averages themselves are estimates of the $1^{\text {st }}$ moment (the mean) and the $2^{\text {nd }}$ raw moment (the uncentered variance) of the gradient. However, these moving averages are initialized as (vectors of) 0's, leading to moment estimates that are biased towards zero, especially during the initial timesteps, and especially when the decay rates are small (i.e. the $\hat{\beta} s$ are close to 1 ). This initialization bias is counteracted, resulting in bias-corrected estimates $\hat{m}_{t}$ and $\hat{v}_{t}$.

### 2.3.2 QAOA applications: Max Cut and RBIM

In this work, we perform the classical simulation of QAOA for the Max Cut problem and in the study of ground state configurations of spins in the Random Bond Ising Model (RBIM). Here we briefly introduce the two problems.

## Max Cut

The Max Cut problem is an example of a CSP and can be defined as follows: given a set of vertices $V$ and a set of edges $E$ between the vertices in $V$, Max Cut on a simple graph $G=(V ; E)$ is the problem of finding a bi-partition of $V$, a maximum cut, that maximizes the number of edges that run between the two partitions. Note that the edge between vertices $u$ and $v$ will be indicated by $\langle u, v\rangle$. Since we will only consider undirected graphs, $\langle u, v\rangle$ is equivalent to the set $\{\langle u, v\rangle\}$. The choice of objective function for Max Cut is

$$
\begin{equation*}
C(z)=\sum_{\langle u, v\rangle \in E} C_{u v}(z), \tag{2.35}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{u v}(z)=\frac{1}{2}\left(z_{u}-z_{v}\right)^{2} . \tag{2.36}
\end{equation*}
$$

On inspection, we see that for an edge $\langle u, v\rangle$ the clause $C_{\langle u, v\rangle}(z)$ assigns the value 1 if $z_{u} \neq z_{v}$ and 0 if $z_{u}=z_{v}$. Thus, $C(z)$ is maximized when the number of edges whose vertices are not in the same partition is maximized.

## 2. Quantum algorithms

Thus, in the QAOA implementation, the Max Cut cost function translates into the Hamiltonian

$$
\begin{equation*}
H^{C}=\sum_{\langle u, v\rangle \in E} \frac{1}{2}\left(I-Z_{u} Z_{v}\right) \tag{2.37}
\end{equation*}
$$

which shows that this problem can be reduced to that of finding the ground state of an antiferromagnetic Ising model [9], defined on the graph $G$.
For $p>1$ the QAOA procedure is the one exposed previously, however, for MAx Cut, there's a theorem, [29], which gives an analytical expression of $F_{p}$ for the $p=1$ case

$$
\begin{align*}
& F_{1}(\gamma, \beta)=\langle C\rangle=\sum_{\langle u, v\rangle \in E}\left\langle C_{u v}\right\rangle= \\
& \quad \sum_{\langle u, v\rangle} \frac{1}{2}+\frac{1}{4}(\sin 4 \beta \sin \gamma)\left(\cos ^{d_{u}} \gamma+\cos ^{d_{v}} \gamma\right)-\frac{1}{4}\left(\sin ^{2} 2 \beta \cos ^{d_{u}+d_{v}-2 \lambda_{u v}} \gamma\right)\left(1-\cos ^{\lambda_{u v}} 2 \gamma\right), \tag{2.38}
\end{align*}
$$

with $d_{u}$ : degree of vertex $u-1, d_{v}$ : degree of vertex $v-1, \lambda_{u v}$ : number common neighbours of vertices $u$ and $v$, for proof see appendix A. So, for the $p=1$, QAOA for Max Cut has a complete classical implementation, and its performances are confronted with the hybrid implementation for higher QAOA depths.
Max Cut is the most used problem for many QAOA analysis, [9],[8], [7] just to cite few of the many references about QAOA performance studies applied for Max Cut. In this work we analyze my QAOA implementation, correct behaviour and performances firstly for Max Cut. Consequently we apply the QAOA in another, more physical relevant, situation, the random bond Ising model, where we check the classical behaviour of the spin configurations of 2D lattices, for different probability distributions of the two different natures (ferromagnetic or antiferromagnetic) of the links between nearest neighbours sites.

## Random bond Ising Model (RBIM)

Ising-type models play an important role as the simplest nontrivial models for describing magnetically ordered phases and corresponding phase transitions [13]. Here the focus is on the random bond Ising model (RBIM), which serves as a simple model for phase transitions in a system with quenched disorder [13].

The random bond Ising model consists of the standard Ising Hamiltonian with
nearest neighbour couplings on the two-dimensional (2D) square lattice

$$
\begin{equation*}
\mathcal{H}_{I}=-J \sum_{\langle i, j\rangle} K_{i j} S_{i} S_{j}, \tag{2.39}
\end{equation*}
$$

where $S_{i}, S_{j}$ are Ising variables that take on values $\pm 1, J$ is the coupling constant and $K_{i j}$ is a random coupling given by the probability distribution $P\left(K_{i j}\right)$. In particular, by considering the RBIM on a square lattice with a binary probability distribution

$$
\begin{equation*}
P\left(K_{i j}\right)=\lambda \delta\left(K_{i j}-K\right)+(1-\lambda) \delta\left(K_{i j}+K\right), \tag{2.40}
\end{equation*}
$$

with $K>0$. In words, the coupling $K_{i j}$ are ferromagnetic with probability $\lambda$ and antiferromagnetic with probability $1-\lambda$. For this system, a phase transition is expected from the ferromagnetic to paramagnetic phases as shown in Figure 2.6. For $\lambda=1$,


Figure 2.6: Phase diagram ( $\lambda$ vs. $T=1 / K$ ) for the 2D RBIM on a square lattice with fixed points, phase boundaries (solid line), ferromagnetic and paramagnetic phases. Taken from [13]
the system is a pure ferromagnetic Ising model with $T_{c}^{-1}=\ln (\sqrt{2}+1) / 2 \approx 0.44$ [13]. The pure ferromagnetic case can be mapped onto the antiferromagnetic case by sending $S_{i} \rightarrow-S_{i}$ for $i$ on one sublattice [13]. More generally, this transformation is equivalent to sending $p \rightarrow 1-\lambda$. Hence only the region $0 \leq \lambda \leq 1 / 2$ is considered. The solid line is a phase boundary which separates the ferromagnetically-ordered from the paramagnetic phase. For $\lambda<1$, this critical temperature is reduced by frustration induced by the bond configuration until it vanishes at $\lambda=\lambda_{c} \approx 0.88$ [13].

In this work, we consider only the ground state of the system for the $T=0$ limit.

## 2. Quantum algorithms

For different probabilities, the Ising Hamiltonian

$$
\begin{equation*}
H_{I}=-J \sum_{\langle j, k\rangle} K_{j k} Z_{j} Z_{j}, \tag{2.41}
\end{equation*}
$$

is minimized through the QAOA and the classical energy $E$ and magnetization $M$ of the system are evaluated. What we expect is that, around $p_{c}$, the behaviours of $E$ and $M$ show an observable change, with respect to the probability. It is important to notice that, the considerations and results exposed in [13] about the phase transition expected for $T=0$ at $\lambda \approx 0.88$ has been obtained in the thermodynamic limit. Thus, here, my purpose is principally to show another application of my QAOA implementation and to see if, even for small number of lattice sites, a more qualitative than quantitative result may be obtained.

## QAOA RESULTS FOR MAX Cut And

In this chapter we show and describe the results of our implementation of the quantum approximate optimization algorithm (QAOA) applied to Max Cut and random bond Ising model (RBIM) optimization problems. The Max Cut is a combinatorial optimization problem, well suited for optimization and performances analysis. The other problem, the RBIM, which describe the interaction of classical spins in a two-dimensional (2D) lattice, offers an application example of our algorithm to a physical problem. In Section 3.1 we show the results for the Max Cut problem, in Section 3.2 we show the results for the RBIM.

### 3.1 Max Cut: QAOA Results

The Max Cut problem introduced in chapter 2 is a combinatorial optimization problem and can be defined as follows: given a set of vertices (or nodes) $V$ and a set of edges $E$ between the vertices in $V$, Max Cut on a simple graph $G=(V ; E)$ is the problem of finding a bi-partition of $V$, a maximum cut, that maximizes the number of edges that run between the two partitions.
The Max Cut problem may be stated in terms of finding the maxima of the cost function

$$
\begin{equation*}
C(z)=\sum_{\langle u, v\rangle \in E} \frac{1}{2}\left(z_{u}-z_{v}\right)^{2}, \tag{3.1}
\end{equation*}
$$

## 3. QAOA results for Max Cut and RBIM

where $\langle u, v\rangle$ indicates the edge between vertices $u$ and $v$, see for details subsection 2.3.2 in chapter 2. expressed in (2.35), i.e. finding the configurations of nodes after a cut, expressed as $z=z_{1} z_{2} \ldots z_{n}$, where $n$ is the number of nodes of the graph and each $z_{u}$ takes value 1 the node $u$ belongs to one partition or 0 otherwise. If we denote with $z^{*}$ a possible maximum cut partition we have that $C\left(z^{*}\right)=C_{\max }$, where $C_{\max }$ is maximum number of edges that go from one partition to the other.

We apply the QAOA on three different graphs, with 5, 7 and 9 nodes, labelled as $G_{1}, G_{2}$ and $G_{3}$ respectively. The three graphs are shown in Figure 3.1, where we highlight one of the possible maximum cuts for each graph, i.e. one of the solutions to the Max Cut problem. For example, in the graph $G_{1}$ a maximum cut is expressed by the bitstring $z^{*}=00011$ and $C_{\max }=6$, in the graph $G_{2}$ a maximum cut is expressed by the bitstring $z^{*}=0111010$ and $C_{\max }=11$ and in the graph $G_{3}$ a maximum cut is expressed by the bitstring $z^{*}=001101010$ and $C_{\max }=14$.

(c) $\quad G_{3}$


Figure 3.1: (a): 5 nodes graph $G_{1}$, (b): 7 nodes graph $G_{2}$, (c): 9 nodes graph $G_{3}$. For each graph we highlight one of the maximum cuts, for (a): $z^{*}=00011$ and $C_{\max }=6$, (b): $z^{*}=0111010$ and $C_{\max }=11$, (c): $z^{*}=001101010$ and $C_{\max }=14$.

We describe here the QAOA steps to find the approximate solution (for details see Section 2.3 of chapter 2):

1. we consider a graph $G$ of which we want to compute the Max Cut. This defines
the number of qubits, the Hilbert space the cost function $C(z)$ (3.1) and the cost Hamiltonian

$$
\begin{equation*}
H^{C}=\sum_{\langle u, v\rangle \in E} \frac{1}{2}\left(I-Z_{u} Z_{v}\right), \tag{3.2}
\end{equation*}
$$

where the configuration nodes $z_{u}$ and $z_{v}$ in $C(z)$ translate into the Pauli operators $Z_{u}$ and $Z_{v}$, for details see subsection 2.3.2 in chapter 2. For example here we want to find solution to Max Cut for a given graph and the number of nodes corresponds to the number of qubits and the edges defines the expression of the cost function.
2. all the possible configurations are encoded in the initial state

$$
\begin{equation*}
|s\rangle=\sum_{z \in\{0,1\}^{n}}|z\rangle \tag{3.3}
\end{equation*}
$$

which is the uniform superposition of all the computational base states $|z\rangle$ with $z \in\{0,1\}^{n}$. That is, each $|z\rangle$ is the quantum state which encodes the classical counterpart bitstring $z$, one of the possible configurations of the problem, for details see Section 2.3 in chapter 2.
3. we choose a level $p$ of the QAOA. This implies that we use $2 p$ parameters $(\vec{\gamma}, \vec{\beta})=\left(\gamma_{1}, \ldots, \gamma_{p}, \beta_{1}, \ldots, \beta_{p}\right)$ and then apply $2 p$ evolution operations to $|s\rangle$ to obtain the final state

$$
\begin{equation*}
|\vec{\gamma}, \vec{\beta}\rangle=U\left(H^{B}, \beta_{p}\right) U\left(H^{C}, \gamma_{p}\right) \ldots U\left(H^{B}, \beta_{1}\right) U\left(H^{C}, \gamma_{1}\right)|s\rangle \tag{3.4}
\end{equation*}
$$

where $U\left(H^{C}, \gamma\right)=e^{-i \gamma H^{C}}$ and $U\left(H^{B}, \beta\right)=e^{-i \beta H^{B}}$, with $H^{B}=\sum_{j}^{n} X_{j}$ (for more details see Section 2.3 in chapter 2). The idea of the QAOA is that for certain optimal parameters, indicated as $\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)$, the obtained final state encodes the problem solution. That is, the optimal final state is expected to be a superposition of all the possible configurations, where the optimal solutions are encoded as the states with higher probability in the superposition.
4. find the optimal parameters by applying an optimization method. Here we use a gradient based method, implemented through the Adaptive Moment Estimation (Adam) algorithm, described in Section 2.3.1. At each step of the
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optimization, we perform the steps 2. and 3., evaluate the gradient of the expectation value of the cost function $F_{p}(\vec{\gamma}, \vec{\beta})=\langle\vec{\gamma}, \vec{\beta}| H^{C}|\vec{\gamma}, \vec{\beta}\rangle$ over the final state and use the gradient to update new parameters. $F_{p}$ is obtained through $N$ quantum measurements on the computational states, where each returns as output a classical bitstring $z$, corresponding to one of the possible problem configurations and $F_{p}$ is evaluated through the classical mean over all the $N$ outcomes, as stated in (2.26).
5. thus, after the classical optimization procedure, the obtained parameters are the ones which maximize the expectation value of the cost function $F_{p}$ and for which the optimal final state $\left|\vec{\gamma}^{*}, \vec{\beta}^{*}\right\rangle$ encodes the problem solution.

We use the approximation ratio

$$
\begin{equation*}
r=\frac{F_{p}\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)}{C_{\max }} \tag{3.5}
\end{equation*}
$$

with $0<r<1$, that gives a benchmark in the analysis of the quality of the QAOA approximation, i.e. its performance. The idea is that, the closer $r$ is to 1 , the better the approximation is. We expect the QAOA performances to increase with the QAOA level $p$, in particular theoretically is expected that

$$
\begin{equation*}
r \underset{p \rightarrow \infty}{\longrightarrow} 1, \tag{3.6}
\end{equation*}
$$

as stated in [6].
In the next subsection we show the results about the optimization method and the performances of the QAOA for different $p$-levels in terms of $r$, applied to the three graphs $G_{1}, G_{2}$ and $G_{3}$. We also present results and analysis for the special case of $p=1$ and the solutions for the three graphs obtained with QAOA for the $p=1$ and $p=6$ levels.

### 3.1.1 Optimization method and results

We show in Figure 3.2 the approximation ratio as a function of the optimization steps for the three graphs $G_{1}, G_{2}$ and $G_{3}$. In all the optimization procedures, we initialize the parameters randomly near zero, and perform 200 Adam steps. For all
the graphs, the approximation ratio increases and reach a maximum value in the Adam steps and the performance of the optimization increase with the QAOA level $p$ as expected.


Figure 3.2: The approximation ratio $r=F_{p} / C_{\max }$ of QAOA on the Max Cut optimization problem as a function of gradient descent steps, for different QAOA levels, for (a): 5 nodes graph, (b): 7 nodes graph, (c): 9 nodes graph. The approximation ratio increases with $p$, as expected.

We may perform a further analysis about the optimization procedure for the QAOA level $p=1$ case. For the $p=1$ case, we have an analytical expression of the expectation value of the cost function
$F_{1}(\gamma, \beta)=\sum_{\langle u, v\rangle} \frac{1}{2}+\frac{1}{4}(\sin 4 \beta \sin \gamma)\left(\cos ^{d_{u}} \gamma+\cos ^{d_{v}} \gamma\right)-\frac{1}{4}\left(\sin ^{2} 2 \beta \cos ^{d_{u}+d_{v}-2 \lambda_{u v}} \gamma\right)\left(1-\cos ^{\lambda_{u v}} 2 \gamma\right)$,
with $d_{u}$ : degree of vertex $u-1, d_{v}$ : degree of vertex $v-1, \lambda_{u v}$ : number common neighbours of vertices $u$ and $v$, for proof see appendix 3 and (for more details see subsection 2.3.2 in chapter 3). Thus, for the $p=1$ case, the parameters optimization may be performed classically by maximizing $F_{1}$ and by finding the optimal ( $\gamma^{*}, \beta^{*}$ ). Additionally we are able to study the parameters landscape with respect to $F_{1}$. We plot the values of the approximation ratio $r=F_{1} / C_{\text {max }}$ in a grid o parameters $(\gamma, \beta)$, with $\beta \in\left[-\frac{\pi}{4} ; \frac{\pi}{4}\right]$ and $\gamma \in\left[-\frac{\pi}{2} ; \frac{\pi}{2}\right]$. We show, for the graph with 5 nodes, $G_{1}$, in Figure 3.3 the Adam steps towards the maximum in the parameters landscape. The optimization starts with parameters generated randomly near zero in the point $\mathrm{A} \approx(0,0)$ and moves towards a maximum in the point $\mathrm{B} \approx(-0.48,-0.27)$ with 200 Adam steps.


Figure 3.3: Adam steps towards maximum of the approximation ratio $r=F_{p} / C_{\max }$ for graph with 5 nodes $G_{1}$. The optimization starts at the point $(\gamma, \beta) \approx(0,0)$ labeled as "A" in the figure and moves towards the maximum labeled as " $B$ " in the figure. The maxima are indicated as an increasing opacity of black and the minima are indicated as an increasing opacity of red. The steps of the optimization are indicated as green dots that change color from darker to lighter green.

Another consideration that we can do with the $p=1$ case is about the initial
parameter of the optimization. We always start with parameters near zero in the optimization procedure. We show in Figure 3.4 the $F_{1}$ values in grid of different type of graphs. We may see that for not-regular graphs, for fixed $\gamma$, there are regions where, for any $\beta$, the cost function shows plateaux. Thus, for not-regualar graphs, the parameters optimization may starts in one of these points and will not be able to reach one of the global maxima. For this reason we initialize the parameters near zero, to avoid starting points regions of function plateaux.


Figure 3.4: Plot of analytical $F_{1}$ in the parameter landscape for (a): not-regular, not-connected graph, (b): regular, not-connected graph, (c): not-regular, connected graph, (d): regular, connected graph. The periodicity and shape of $F_{1}$ depend on the regularity of the graph and for not-regular graphs, the function presents plateaux, which we want to avoid as starting points of the optimization

## 3. QAOA Results for Max Cut and RBIM

We have shown that the optimization step in our implementation of the QAOA behaves as expected. We show now that the QAOA returns the expected approximation solution. In the QAOA steps, after the classical optimization is performed, we have the optimal parameters $\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)$ from which we obtain the final state $\left|\vec{\gamma}^{*}, \vec{\beta}^{*}\right\rangle$. In Figures 3.5, 3.6, 3.7 we show the probability distributions of the optimal final states for the graph $G_{1}, G_{2}, G_{3}$ respectively, for QAOA levels $p=1$ and $p=6$, where the optimal parameters are the ones obtained after the optimizations showed in Figure 3.2. For $G_{1}$ the only maximum cut is the configuration $z^{*}=00011$ (or $z^{*}=11100$ equivelently). For $G_{2}$ the only maximum cut is the configuration $z^{*}=0111010$ (or $z^{*}=1000101$ equivalently). For $G_{3}$ the maximum cuts are the configurations $z^{*}=$ $001101010,010010011,010010101,010010111,010011010,010011011,011010101$ (or the equivalently configurations with the $z_{u}$ flipped). We observe that, for all the three graphs, both for $p=1$ and $p=6$ in the superposition of all the possible states, the ones with higher probability in the final states are the ones corresponding to the solutions. In particular, we also show that the quality of the approximation for $p=6$ is higher that the one for $p=1$.


Figure 3.5: Probability distributions of all the possible configurations in the Max Cut problem for the 5 nodes graph $G_{1}$ encoded in the final states obtained after the optimizations showed in Figure 3.2 for (a): $p=1$ QAOA level and (b): $p=6$ QAOA level. The configurations are encoded as the computational basis states $|z\rangle$, with $z \in\{0,1\}^{5}$, and the final state is a superposition of these states. For $G_{1}$ the maximum cut is $z^{*}=00011$ (or $z^{*}=11100$ equivalently) and for both levels the most probable states are the ones corresponding to the maximum cut. In particular, for the level $p=6$ the approximation is higher than the $p=1$ case.


Figure 3.6: Probability distributions of all the possible configurations in the Max Cut problem for the 7 nodes graph $G_{2}$ encoded in the final states obtained after the optimizations showed in Figure 3.2 for (a): $p=1$ QAOA level and (b): $p=6$ QAOA level. The configurations are encoded as the computational basis states $|z\rangle$, with $z \in\{0,1\}^{5}$, and the final state is a superposition of these states. For $G_{2}$ the maximum cut is $z^{*}=0111010$ (or $z^{*}=1000101$ equivalently) and for both levels the most probable states are the ones corresponding to the maximum cut. In particular, for the level $p=6$ the approximation is higher than the $p=1$ case. Note that here we label only the first tick 0000000 and the last tick 1111111.


Figure 3.7: Probability distributions of all the possible configurations in the Max Cut problem for the 9 nodes graph $G_{3}$ encoded in the final states obtained after the optimizations showed in Figure 3.2 for (a): $p=1$ QAOA level and (b): $p=6$ QAOA level. The configurations are encoded as the computational basis states $|z\rangle$, with $z \in\{0,1\}^{5}$, and the final state is a superposition of these states. For $G_{3}$ the maximum cut are $z^{*}=001101010,010010011,010010101,010010111,010011010,010011011,011010101$ (or the equivalently configurations with the $z_{u}$ flipped) and for both levels the most probable states are the ones corresponding to the maximum cut. In particular, for the level $p=6$ the approximation is higher than the $p=1$ case. Note that here we label only the first tick 000000000 and the last tick 111111111.

### 3.2 RBIM: QAOA RESULTS

The random bond Ising model consists of the standard Ising Hamiltonian with nearest neighbour couplings on the two-dimensional (2D) square lattice

$$
\begin{equation*}
\mathcal{H}_{I}=-J \sum_{\langle i, j\rangle} K_{i j} S_{i} S_{j}, \tag{3.8}
\end{equation*}
$$

where $S_{i}, S_{j}$ are Ising variables, spins, that take on values $\pm 1, J$ is the coupling constant and $K_{i j}$ is a random coupling given by the probability distribution $P\left(K_{i j}\right)$. In particular, by considering the RBIM on a square lattice with a binary probability distribution

$$
\begin{equation*}
P\left(K_{i j}\right)=\lambda \delta\left(K_{i j}-K\right)+(1-\lambda) \delta\left(K_{i j}+K\right) \tag{3.9}
\end{equation*}
$$

with $K>0$. Thus, the coupling $K_{i j}$ are ferromagnetic with probability $\lambda$ and antiferromagnetic with probability $1-\lambda$. In the following we fix the energy scale by setting $J=1$. In this model, in the thermodynamic limit at $T=0$, a phase transition from the ferromagnetic to the paramagnetic phase is expected for $\lambda_{c} \approx 0.88$ (for more details see Section 2.3.2). We remark that many combinatorial optimization problems can be thought as particular Ising Hamiltonians (3.8). Thus the RBIM may be treated with the QAOA, where the problem consists in finding the minima of the classical Hamiltonian (3.8), i.e. the energy of the system. The minima are the groundstate configurations of the spins lattices, expressed as $S^{*}=S_{1}^{*} S_{2}^{*} \ldots S_{n}^{*}$, where $n$ is the number of sites of the lattice, are obtained after the Adam parameters optimization described in Section 3.1. Thus, an analysis about the phase transition may be performed by finding the groundstate configurations $S^{*}$ for different probabilities $\lambda$ and then evaluate the classical magnetization $M=\sum_{i}^{n} S_{i}^{*}$ and the classical energy $E=-\sum_{\langle i j\rangle} K_{i j} S_{i}^{*} S_{j}^{*}$.

We apply the QAOA on three different lattices, with 4,6 and 9 sites, shown in Figure 3.8, for different probability links configurations $\lambda=[0.70,0.98]$ with steps of 0.04 .


Figure 3.8: Lattices with (a): 4 sites, (b): 6 sites, (c): 9 sites

As described in 3.1, with the QAOA we obtain an approximate state $\left|\vec{\gamma}^{*}, \vec{\beta}^{*}\right\rangle$ which encodes the solution to the problem, where the classical Hamiltonian (3.8) translates into the quantum Hamiltonian operator

$$
\begin{equation*}
H_{I}=\sum_{\langle i, j\rangle} K_{i j} Z_{i} Z_{j} . \tag{3.10}
\end{equation*}
$$

Thus, for the RBIM, we can find the groundstate spin configurations $S^{*}$ of the system. We describe here the steps that we use to evaluate the classical magnetization and energy for different probabilities $\lambda$ in the chosen lattice:

1. we choose a probability $\lambda$ and obtain the couplings $K_{j k}$ of the lattice through the binary probability distribution (see (2.40))
2. we perform the optimization method described in Section 3.1 for 100 steps, with the only difference that here the expectation value of the problem Hamiltonian $F_{p}=\langle\vec{\gamma}, \vec{\beta}| H_{I}|\vec{\gamma} \vec{\beta}\rangle$ is minimized
3. with the optimal parameters $\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)$ given by the optimization procedure, we obtain the optimal final state which encodes the ground state spin configura-
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tions of the lattice
4. from the final state we obtain the most probable sites configuration $S^{*} \in\{-1,1\}^{n}$, with $n$ is number of sites in the lattice
5. evaluate the classical magnetization $M$ and energy $E$ for this configuration

The previous steps are repeated for $N=100$ different disorder configurations, so, for each probability, we evaluate the mean values of the magnetization $\bar{M}=\frac{\sum_{l}^{N} M_{l}}{N} \pm \Delta M$ and energy $\bar{E}=\frac{\sum_{l}^{N} E_{l}}{N} \pm \Delta E$, where $\Delta M$ and $\Delta E$ are the respective standard errors of $M$ and $E$.

Here we also use the approximation ratio defined in (2.28) for benchmarking the QAOA performances, where, for the RMIM, we evaluate it as

$$
\begin{equation*}
r=\frac{F_{p}\left(\vec{\gamma}^{*}, \vec{\beta}^{*}\right)}{\mathcal{H}_{\min }} \tag{3.11}
\end{equation*}
$$

where $\mathcal{H}_{\text {min }}$ is the minimum value of the classical Ising Hamiltonian in (3.8). Here, for each probability $\lambda$, in each of the $N=100$ trials, the distribution of the couplings in the lattice is different each time. Thus, for each trial, we determine classically which is the $\mathcal{H}_{\text {min }}$ to evaluate the approximation ratio. In this problem the approximation ratio as a tool in the analysis of the QAOA performances is quite useful because of the random nature of the cost function that is to be minimized. Here, with small number of sites, we may allow ourselves to evaluate classically each time $\mathcal{H}_{\text {min }}$ for the known coupling distribution.

### 3.2.1 Optimization method and results

Here we show, for $\lambda=0.7$ and 0.9 , the Adam steps for three lattices, in figure 3.9, 3.10, 3.11.

We show in Figures 3.9, 3.10, 3.11 the approximation ratio as a function of the parameters optimization steps for the three lattices with 4,6 and 9 nodes respectively. The optimizations are shown for one of the $N=100$ trials for $\lambda=0.7$ and 0.9. For each optimization, we find the classical $\mathcal{H}_{\text {min }}$, by knowing the randomly generated binomial distribution of the couplings and we evaluate the approximation ratio with (3.11). In all the optimization procedures, we initialize the parameters randomly
near zero, and perform 100 Adam steps. For all the graphs, the approximation ratio increases and reach a maximum value in the Adam steps. The performance of the optimization increases with the QAOA level $p$ for most of the cases shown. For some cases, the $p=2$ level gives an approximation slightly better than the $p=3$, but that probably is due to the fact that, for different couplings distribution $\mathcal{H}_{\text {min }}$ in general is different each time and so the comparison of the approximation ratio for different levels could not be relevant in this case.


Figure 3.9: The approximation ratio $r=F_{p} / \mathcal{H}_{\min }$ of QAOA on the RBIM optimization problem as a function of gradient descent steps in a lattice with 4 sites, for different QAOA levels, for (a): probability $\lambda=0.7$, (b): probability $\lambda=0.9$.


Figure 3.10: The approximation ratio $r=F_{p} / \mathcal{H}_{\text {min }}$ of QAOA on the RBIM optimization problem as a function of gradient descent steps in a lattice with 6 sites, for different QAOA levels, for (a): probability $\lambda=0.7$, (b): probability $\lambda=0.9$.


Figure 3.11: The approximation ratio $r=F_{p} / \mathcal{H}_{\text {min }}$ of QAOA on the RBIM optimization problem as a function of gradient descent steps in a lattice with 9 sites, for different QAOA levels, for (a): probability $\lambda=0.7$, (b): probability $\lambda=0.9$.

We show now the obtained classical values of the magnetization and energy for different probabilities $\lambda$. In Figure 3.12, we show the plot of $M$ per site and $E$ per site for different probabilities $\lambda$ in the lattices with 4,6 and 9 sites, where, for each lattice, the QAOA levels $p=1,2$ and 3 are compared. In Figure 3.13, we show the plot of $M$ and $E$ per site for the QAOA levels $p=1,2$ and 3, where, for each level, the lattices with 4,6 and 9 sites the are compared. Even though strong observations about the phase transition cannot be stated because we analyze small lattices and so it is impossible for us to make considerations concerning the thermodynamic limit condition, some features may still be highlighted. All the magnetizations, for all lattice and levels, increase with $\lambda$ and the energy decreases, as expected. This shows that a phase transition occurs for a certain probability, because, by decreasing the probability $\lambda$, the magnetization per site goes from the maximum possible value of 1 , representing an ordered region, to lower values, indicating more disordered regions. The same is deduced from the energy, which, by decreasing the probability, goes from the minimum energy per site, $-1,-\frac{7}{6}$ and $-\frac{12}{9}$ for lattices with 4,6 and 9 sites respectively, representing a completely polarized state, a ferromagnetic state, to higher values, were the ferromagnetic state is lost. In particular, in Figure 3.13 we may observe that, before $\lambda=0.9$ the magnetization is higher for the smallest lattice size and decreases as the lattice size increases, whereas after that point, we observe the opposite behaviour. That is the expected behavior of an order parameter in proximity of a critical point and that is more evident for the $p=3$ case, the one
with higher QAOA approximation quality.


Figure 3.12: Magnetization $M$ and energy $E$ per site for the lattices with 4 ((a) and (b) respectively), 6 ((c) and (d) respectively) and 9 ((e) and (f) respectively) sites, where, for each lattice, the QAOA levels $p=1,2$ and 3 are compared. All the magnetizations, for all levels, increase with $\lambda$ and the energy decreases, as expected. This is an evidence for a phase transition for a certain probability, because, by decreasing the probability $\lambda$, the magnetization per site goes from the maximum possible value of 1 , representing an ordered region, to lower values, indicating more disordered regions. The same is deduced from the energy, which, by decreasing the probability, goes from the minimum energy per site, $-1,-\frac{7}{6}$ and $-\frac{12}{9}$ for lattices with 4,6 and 9 sites respectively, representing a completely polarized state, a ferromagnetic state, to higher values, were the ferromagnetic state is lost.


Figure 3.13: $M$ and $E$ per site for the level $p=1$ ((a) and (b) respectively), $p=2$ ((c) and (d) respectively) and $p=3$ ((e) and (f) respectively) sites, where, for each level, the lattices with 4, 6 and 9 sites are compared. All the magnetizations, for all sites, increase with $\lambda$ and the energy decreases, as expected. This is an evidence for a phase transition for a certain probability, because, by decreasing the probability $\lambda$, the magnetization per site goes from the maximum possible value of 1 , representing an ordered region, to lower values, indicating more disordered regions. The same is deduced from the energy, which, by decreasing the probability, goes from the minimum energy per site, $-1,-\frac{7}{6}$ and $-\frac{12}{9}$ for lattices with 4,6 and 9 sites respectively, representing a completely polarized state, a ferromagnetic state, to higher values, where the ferromagnetic state is lost. In particular, we may observe that, before $\lambda=0.9$ the magnetization is higher for the smallest lattice size and decreases as the lattice size increases, whereas after that point, we observe the opposite behaviour. That is the expected behavior of an order parameter in proximity of a critical point and that is more evident for the $p=3$ case, the one with higher QAOA approximation quality.

### 3.3 OUTLOOK AND CONCLUSIONS

In this work we have implemented the QAOA through classical simulations. We have applied it for finding the Max Cut of a graph and finding the ground state of the random bond Ising model (RBIM). In the QAOA steps we performed the classical optimization procedure using a gradient descent method implemented via the Adam algorithm, with hyper parameters $\eta=0.05, \hat{\beta}_{1}=0.9, \hat{\beta}_{2}=0.999$ and $\epsilon=10^{-8}$. In the gradient descent method the gradients were evaluated with the central finite differences method with increment $h=0.1$. The quantum expectation value of the cost Hamiltonian $F_{p}$ (see (2.25)), which was to be optimized, was estimated at each step of the optimization by sampling 100 outcomes of simulated quantum measurements. For Max Cut in the optimization procedure we expected, starting from parameters picked randomly near zero, the optimization to move in the parameter landscape towards parameters for which the expectation value $F_{p}$ becomes closer to the maximum of the classical cost function $C(z)$ (see (3.1)) which encodes the problem. In particular, we expected the optimization efficiency to increase with the QAOA level $p$. For Max Cut we have verified both these expected behaviours for different graphs, thus verifying that our QAOA implementation behaves correctly.

Further, in the $p=1$ case for Max Cut, we have studied the two-dimensional parameters landscape using the analytical expression of the expectation value of the cost function $F_{1}$ (see (2.38)), and we discuss that the parameter landscape presents plateaux for not-regular graphs that we want to avoid as starting point in the parameters optimization. These plateaux never include the point $(0,0)$, that is why, we started all our optimization procedures near ( 0,0 ). A further investigation about this observation is beyond the scope of this work, but it leaves open a more in-deep study for a general demonstration or to generalize it to the $p>1$ cases.

For the RBIM, for each randomly generated coupling configuration, we expected the optimization to move in the parameter landscape towards parameters for which the expectation value $F_{p}$ becomes closer to the minimum of the classical Ising Hamiltonian $\mathcal{H}_{i}$ (see (3.8)) for these couplings. In the RBIM we evaluated, for different coupling configuration, the magnetizations $M$ and energies $E$ of the groundstates obtained after the optimization procedures. Since a probability $\lambda=1$ corresponds to all ferromagnetic couplings, decreasing $\lambda$ means moving from an order region to
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the disordered one. We have verified that the QAOA for each probability returned the actual graundstates for the specific coupling configuration, because the energies values per site decreases as $\lambda$ increases whereas the magnetization increases along with $\lambda$ verifying the expected behaviour.

In the RBIM, in the thermodynamic limit at $T=0$, a phase transition occurs for a certain critical probability $\lambda_{c}$ and we observed that, even if we considered only small finite size lattices, the ordered parameter magnetization behaves as expected near the critical point. Infact the magnetization is higher in the smallest lattice for probabilities smaller than the critical one and it's higher in the larger lattice for probabilities higher than the critical one. These two results strengthened further the fact that the QAOA is well suited for the study of groundstates of physical systems described by Ising Hamiltonians. In particular, even for small lattices, with QAOA we are be able to perfom analysis of the phase transition of a physical system.

This work and its results may be pursued further on several aspects. Here we have applied the QAOA to only two different problems, one possible aspect to be checked can be the application of this QAOA implementation to other combinatorial optimization problems. For how it was designed, the code of this algorithm was thought to be implemented on an actual real quantum device, with just a needed transposition between the operators and the corresponding quantum gates. Thus, its performances and limitations when implemented on a real device may be subject to further study. Another aspect that can be investigate further is the implementation of different optimization methods. Where balance between performances and resource requirements may be compared. This analysis would be very relevant contextualized in the possible eventuality of implementation in a real quantum computer, where the actual device put strong constraints on the resource requirements. As stated above, a further study may be done about the parameters landscape, by investigating more thoroughly the analytical expression for the $p=1$ case for Max Cut and in general try to understand better the $p>1$ cases for different problems.

## Appendices

## A

## Proof of analytical expression of $F_{1}$ FOR MAX CUT

We have to prove that, for edge $\langle u, v\rangle$,
$\left\langle C_{u v}\right\rangle=\frac{1}{2}+\frac{1}{4}(\sin 4 \beta \sin \gamma)\left(\cos ^{d_{u}} \gamma+\cos ^{d_{v}} \gamma\right)-\frac{1}{4}\left(\sin ^{2} 2 \beta \cos ^{d_{u}+d_{v}-2 \lambda_{u v}} \gamma\right)\left(1-\cos ^{\lambda_{u v}} 2 \gamma\right)$,
with $d_{u}$ : degree of vertex $u-1, d_{v}$ : degree of vertex $v-1, \lambda_{u v}$ : number common neighbours of vertices $u$ and $v$.

Proof :

$$
\begin{aligned}
\left\langle C_{u v}\right\rangle & =\langle s| e^{i \gamma H^{C}} e^{i \beta H^{B}}\left[\frac{1}{2}\left(I-Z_{u} Z_{v}\right)\right] e^{-i \beta H^{B}} e^{-i \gamma H^{C}}|s\rangle \\
& =\frac{1}{2}-\frac{1}{2}\langle s| e^{i \gamma H^{C}} e^{i \beta H^{B}} Z_{u} Z_{v} e^{-i \beta H^{B}} e^{-i \gamma H^{C}}|s\rangle \\
\left\langle Z_{u} Z_{v}\right\rangle & =\langle s| e^{i \gamma H^{C}} \underbrace{e^{i \beta H^{B}} Z_{u} Z_{v} e^{-i \beta H^{B}} e^{-i \gamma H^{C}}|s\rangle}_{(\star)} \\
& =\underbrace{\langle s| e^{i \gamma H^{C}}\left(Z_{u} Z_{v} \cos ^{2} 2 \beta\right) e^{-i \gamma H^{C}}|s\rangle}_{(I)} \\
& +\underbrace{\langle s| e^{i \gamma H^{C}}\left(Z_{u} Y_{v}+Y_{u} Z_{v}\right) \cos 2 \beta \sin 2 \beta e^{-i \gamma H^{C}}|s\rangle}_{(I I)}
\end{aligned}
$$

## A. Proof of analytical expression of $F_{1}$ for Max Cut

$$
+\underbrace{\langle s| e^{i \gamma H^{C}}\left(Y_{u} Y_{v} \sin ^{2} 2 \beta\right) e^{-i \gamma H^{C}}|s\rangle}_{(I I I)}
$$

$$
\begin{aligned}
&(\star)=\prod_{j} e^{i \beta X_{j}} Z_{u} Z_{v} \prod_{j} e^{-i \beta X_{j}}=e^{i \beta X_{u}} Z_{u} e^{-i \beta X_{u}} e^{i \beta X_{v}} Z_{v} e^{-i \beta X_{v}} \\
&=\left[Z_{u} \cos 2 \beta+Y_{u} \sin 2 \beta\right]\left[Z_{v} \cos 2 \beta+Y_{v} \sin 2 \beta\right] \\
&\left(1^{\prime}\right) \\
&=Z_{u} Z_{v} \cos ^{2} 2 \beta+\left(Z_{u} Y_{v}+Y_{u} Z_{v}\right) \cos 2 \beta \sin 2 \beta+Y_{u} Y_{v} \sin ^{2} 2 \beta
\end{aligned}
$$

(I):

$$
\langle s| e^{i \gamma H^{C}} Z_{u} Z_{v} e^{-i \gamma H^{C}}|s\rangle \underset{\substack{\uparrow \\\left(2^{\prime}\right)}}{\rightleftharpoons}\langle s| Z_{u} Z_{v}|s\rangle \underset{\substack{\uparrow \\\left(3^{\prime}\right)}}{=} 0
$$

(II):

$$
\begin{aligned}
\langle s| e^{i \gamma H^{C}} Y_{u} Z_{v} e^{-i \gamma H^{C}}|s\rangle & =\langle s| \prod_{j k} e^{i \frac{\gamma}{2}\left(I-Z_{j} Z_{k}\right)} Y_{u} Z_{v} \prod_{j k} e^{-i \frac{\gamma}{2}\left(I-Z_{j} Z_{k}\right)}|s\rangle \\
& =\langle s| \prod_{j k} e^{-i \frac{\gamma}{2} Z_{j} Z_{k}} Y_{u} Z_{v} \prod_{j k} e^{i \frac{\gamma}{2} Z_{j} Z_{k}}|s\rangle \\
& \underset{\substack{\uparrow \\
\left(4^{\prime}\right)}}{=}\langle s| \prod_{r}^{d+1}\left[\cos \frac{\gamma}{2}-i Z_{u} Z_{w_{r}} \sin \frac{\gamma}{2}\right] Y_{u} Z_{v} \prod_{r}^{d+1}\left[\cos \frac{\gamma}{2}+i Z_{u} Z_{w_{r}} \sin \frac{\gamma}{2}\right] \\
& \underset{\substack{\uparrow \\
\left(1^{\prime}\right)}}{=}\langle s|\left[\cos \gamma-i Z_{u} Z_{v} \sin \gamma\right] \prod_{r}^{d}\left[\cos \gamma-i Z_{u} Z_{w_{r}} \sin \gamma\right] Y_{u} Z_{v}|s\rangle \\
& \underset{\substack{\uparrow \\
\left(3^{\prime}\right)}}{=}\langle s|(-i \sin \gamma \cos ^{d} \underbrace{Z_{u} Z_{v} Y_{u} Z_{v}}_{\left(-i X_{u}\right)})|s\rangle+\underbrace{0+0+1)-1 \operatorname{terms}}_{2+0+\ldots+0} \\
& =\langle s|-i \sin \gamma \cos ^{d} \gamma X_{u}|s\rangle=-\sin \gamma \cos ^{d} \gamma \\
& \langle s| e^{i \gamma H^{C}} Y_{u} Z_{v} e^{-i \gamma H^{C}}|s\rangle=\ldots=-\sin \gamma \cos ^{e} \gamma,
\end{aligned}
$$
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(III):

$$
\begin{aligned}
&\langle s| e^{i \gamma H^{C}} Y_{u} Y_{v} e^{-i \gamma H^{C}}|s\rangle \underset{\uparrow}{\uparrow}\langle s| e^{i \frac{\gamma}{2}} e^{-i \frac{\gamma}{2} Z_{u} Z_{v}} e^{i \gamma H_{u}^{C}} e^{i \gamma H_{v}^{C}} e^{i \gamma \bar{H}^{C}} Y_{u} Y_{v} e^{-i \frac{\gamma}{2}} e^{i \frac{\gamma}{2} Z_{u} Z_{v}} e^{-i \gamma H_{u}^{C}} e^{-i \gamma H_{v}^{C}} e^{-i \gamma \bar{H}^{C}}|s\rangle \\
& \xlongequal[\substack{\uparrow \\
\left(1^{\prime}\right)}]{=}\langle s| e^{i 2 \gamma H_{u}^{C}} e^{i 2 \gamma H_{v}^{C}} Y_{u} Y_{v}|s\rangle \\
&=\langle s| \prod_{r}^{d}\left[\cos \gamma+i Z_{u} Z_{w_{r}} \sin \gamma\right] \prod_{q}^{e}\left[\cos \gamma+i Z_{u} Z_{w_{q}} \sin \gamma\right] Y_{u} Y_{v}|s\rangle \\
&=\frac{1}{\uparrow} \cos ^{d+e-2 f} \gamma\left(1-\cos ^{f} 2 \gamma\right) \\
&\left(6^{\prime}\right)
\end{aligned}
$$

with $d=d_{u}, e=d_{v}$ and $f=\lambda_{u v}$.
(1'): with $L \subseteq K, K \subseteq[n],[n]=\{1, \ldots, n\}, \sigma_{L}^{i}=\underset{u \in L}{\otimes} \sigma_{u}^{i}, \sigma_{u}^{i}$ Pauli matrix and $i, j, k \in\{x, y, z\}$

$$
\begin{aligned}
e^{i \alpha \sigma_{L}^{i}} \sigma_{L}^{j} e^{-i \alpha \sigma_{L}^{i}} & =\left[\cos \alpha+i \sigma_{L}^{i} \sin \alpha\right] \sigma_{L}^{j}\left[\cos \alpha-i \sigma_{L}^{i} \sin \alpha\right] \\
& =\sigma_{L}^{j} \cos ^{2} \alpha+\sigma_{L}^{i} \sigma_{L}^{j} \sigma_{L}^{i} \sin ^{2} \alpha+i\left[\sigma_{L}^{i}, \sigma_{L}^{j}\right] \sin \alpha \cos \alpha \\
& =\sigma_{L}^{j} \cos ^{2} \alpha+(i)^{2|L|} \sigma_{L}^{j} \sin ^{2} \alpha+(i)^{|L|+1}\left(-i \varepsilon_{j i k} \sigma_{L}^{j} \sigma_{L}^{i}\right)\left[\left(\varepsilon_{i j k}\right)^{|L|}-\left(\varepsilon_{j i k}\right)^{|L|}\right] \sin \alpha \cos \alpha \\
& =\sigma_{L}^{j}\left\{\cos ^{2} \alpha+(-1)^{|L|} \sin ^{2} \alpha+(i)^{|L|+2}\left[\left(\varepsilon_{i j k}\right)^{|L|+1}+\left(\varepsilon_{j i k}\right)^{|L|+1}\right] \sigma_{L}^{i} \sin \alpha \cos \alpha\right\} \\
& =\left\{\begin{array}{l}
\sigma_{L}^{j}\left\{\cos 2 \alpha-i \sigma_{L}^{i} \sin 2 \alpha\right\}=\sigma_{L}^{j} e^{-i 2 \alpha \sigma_{L}^{i}}=\varepsilon_{j i k} \sigma_{L}^{k} \sin 2 \alpha, \text { if } L=\{u\} \\
\sigma_{L}^{j}\left\{\cos ^{2} \alpha+\sin ^{2} \alpha\right\}=\sigma_{L}^{j}, \text { if } L=\{u, v\}
\end{array}\right.
\end{aligned}
$$

(1.1'):

$$
\begin{gathered}
\sigma_{L}^{i} \sigma_{L}^{j} \sigma_{L}^{i}=\sigma_{L}^{i} \underset{u \in L}{\otimes} \sigma_{L}^{j} \otimes \sigma_{L}^{i}=\sigma_{L}^{i}(i)^{|L|}\left(\varepsilon_{j i k}\right)^{|L|} \sigma_{L}^{k} \\
=(i)^{2|L|}\left(\varepsilon_{j i k}\right)^{|L|}\left(\varepsilon_{i k j}\right)^{|L|} \sigma_{L}^{j}=(i)^{2|L| \sigma_{L}^{j}} \\
i\left(\sigma_{L}^{i} \sigma_{L}^{j}-\sigma_{L}^{j} \sigma_{L}^{i}\right)=i\left[(i)^{|L|}\left(\varepsilon_{i j k}\right)^{|L|} \sigma_{L}^{k}-(i)^{|L|}\left(\varepsilon_{j i k}\right)^{|L|} \sigma_{L}^{k}\right] \\
\\
=\left[\left(\varepsilon_{i j k}\right)^{|L|}-\left(\varepsilon_{j i k}\right)^{|L|}\right](i)^{|L|+1} \sigma_{L}^{k}
\end{gathered}
$$

## A. Proof of analytical expression of $F_{1}$ for Max Cut

(2'):

$$
H^{C}=\sum_{\langle j, k\rangle} \frac{1}{2}\left(I-Z_{j} Z_{k}\right) \text { and } \sigma^{i} \sigma^{j}=\delta_{i j} I \Rightarrow H^{C} \text { and } Z_{u} Z_{v} \text { commute }
$$

(3'):

$$
\langle s| \sigma^{i}|s\rangle=\left\{\begin{array}{l}
1, \text { if } i=x \\
0, \text { otherwise }
\end{array}\right.
$$

(4'):

$$
Y_{u} Z_{v} \prod_{\langle j, k\rangle} e^{i \frac{\gamma}{2} Z_{j} Z_{k}}=\prod_{\substack{\langle j, k\rangle \\ k, j \neq u}} e^{-i \frac{\gamma}{2} Z_{j} Z_{k}} Y_{u} Z_{v} \prod_{i}^{d+1} e^{i \frac{\gamma}{2} Z_{u} Z_{w_{i}}}
$$

where, in $d=d_{u}$ are taken all the edges with vertex $u$, except $\langle u, v\rangle$

$$
H^{C}=\frac{1}{2}\left(I-Z_{u} Z_{v}\right)+H_{u}^{C}+H_{v}^{C}+\bar{H}^{C}
$$

where $H_{u}^{C}$ : terms with only $u, H_{v}^{C}$ : terms with only $v, \bar{H}^{C}$ : terms with neither $u$ nor $v$
(6'):

$$
\langle s| \prod_{r}^{d}\left[\cos \gamma+i Z_{u} Z_{w_{r}} \sin \gamma\right] \prod_{q}^{e}\left[\cos \gamma+i Z_{u} Z_{w_{q}} \sin \gamma\right] Y_{u} Y_{v}|s\rangle=(*)
$$

in (*) the only non-null terms are the ones for which $Z_{w_{r}} Z_{w_{q}}=I$, so, by listing the terms:

$$
(i \sin \gamma)^{2} \underbrace{Z_{u} Z_{w_{r}} Z_{v} Z_{w_{q}} Y_{u} Y_{v}}_{-X_{u} X_{v}} \cos ^{e+d-2} \gamma \lambda_{u v}+
$$

$$
\begin{aligned}
& (i \sin \gamma)^{4} \underbrace{Z_{u} Z_{w_{r}} Z_{v} Z_{w_{q}} Z_{u} Z_{w_{r}^{\prime}} Z_{v} Z_{w_{q}^{\prime}} Y_{u} Y_{v}}_{Y_{u} Y_{v}} \cos ^{e+d-4} \gamma\binom{\lambda_{u v}}{2}+ \\
& (i \sin \gamma)^{6}\left(-X_{u} X_{v}\right) \cos ^{e+d-6} \gamma\binom{\lambda_{u v}}{3}+ \\
& \vdots
\end{aligned}
$$

the idea of are written the above terms is that in the product there are $\lambda_{u v} " i \sin ^{2} \gamma "$ terms that can be "arranged" in groups of $1,3,5, \ldots$ terms. So, with $\lambda_{u v}=f$

$$
\begin{aligned}
(*) & =\binom{f}{1} \cos ^{d+e-2} \gamma \sin ^{2} \gamma+\binom{f}{3} \cos ^{d+e-6} \gamma \sin ^{6} \gamma+\binom{f}{5} \cos ^{d+e-10} \gamma \sin ^{1} 0 \gamma+\ldots \\
& =\sum_{i=1,3,5, \ldots}^{f}\binom{f}{i} \cos ^{d+e-2 i} \gamma \sin ^{2 i} \gamma=\cos ^{d+e-2 f} \gamma \sum_{i=1,3,5, \ldots}^{f}\binom{f}{i} \cos ^{2(f-i)} \gamma \sin ^{2 i} \gamma \\
& \underset{\substack{\uparrow \\
\left(6.1^{\prime}\right)}}{=} \cos ^{d+e-2 f} \gamma \frac{1}{2}\left[\left(\cos ^{2} \gamma+\sin ^{2} \gamma\right)^{f}-\left(\cos ^{2} \gamma-\sin ^{2} \gamma\right)^{f}\right]=\frac{1}{2} \cos ^{d+e-2 f}\left(1-\cos ^{f} 2 \gamma\right)
\end{aligned}
$$

(6.1): from binomial theorem, with $a, b \in \mathbb{R}$

$$
\begin{aligned}
& (a+b)^{f}=\sum_{i=0}^{f}\binom{f}{i} a^{f-i} b^{i}=\sum_{i=0,2,4, \ldots}^{f}\binom{f}{i} a^{f-i} b^{i}+\sum_{i=1,3,5, \ldots}^{f}\binom{f}{i} a^{f-i} b^{i} \\
& (a-b)^{f}=\sum_{i=0}^{f}\binom{f}{i}(-1)^{i} a^{f-i} b^{i}=\sum_{i=0,2,4, \ldots}^{f}\binom{f}{i} a^{f-i} b^{i}-\sum_{i=1,3,5, \ldots}^{f}\binom{f}{i} a^{f-i} b^{i} \\
& \Rightarrow \sum_{i=1,3,5, \ldots}^{f}\binom{f}{i} a^{f-i} b^{i}=\frac{1}{2}\left[(a+b)^{f}-(a-b)^{f}\right]
\end{aligned}
$$

Thus, we have that:

$$
\begin{aligned}
\left\langle C_{u v}\right\rangle & =\frac{1}{2}\left[1-\cos 2 \beta \sin 2 \beta\left(-\sin \gamma \cos ^{d} \gamma-\sin \gamma \cos ^{e} \gamma\right)+\sin ^{2} 2 \beta\left(\frac{1}{2} \cos ^{d+e-2 f} \gamma\left(1-\cos ^{f} 2 \gamma\right)\right)\right] \\
& =\frac{1}{2}+\frac{1}{4}(\sin 4 \beta \sin \gamma)\left(\cos ^{d_{u}} \gamma+\cos ^{d_{v}} \gamma\right)-\frac{1}{4}\left(\sin ^{2} 2 \beta \cos ^{d_{u}+d_{v}-2 \lambda_{u v}} \gamma\right)\left(1-\cos ^{\lambda_{u v}} 2 \gamma\right)
\end{aligned}
$$
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