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ABSTRACT:

The main purpose of the work is to investigate a low-cost solution for systems designed for the
distribution of the RF signal employing the Radio Over Fiber technology, including the
additional feature of digital predistortion in order to improve the performance of the system,
the overall quality and to support higher order modulation format already present in the LTE
standard, e.g. 256 QAM.

In this work has been used a Vertical Cavity Surface Emitting Laser (VCSEL) single mode
laser operating at 850 nm and the standard single mode fiber G-652, since this combination, is
very interesting from a cost point of view, being one of the cheapest possible solution that can

be implemented.

The main problem is due to the fact that, using this kind of lasers in a fiber like G-652, that has

been realized to work at wavelength higher than 1260 nm, problems of bimodality arise.

So, in practice, what we can see inside the single mode fiber is something similar to the two
rays model, where we can see the effect of constructive and destructive interference due to the

interaction of the two modes LPO1 and LP11 entering inside the fiber link.

This dangerous effect has been studied and modelled, in order to better understand its
behaviour. Some solutions already exist, for example inserting a small branch of 5 um diameter
fiber (SMF 5) which is truly single mode at 850 nm, before the standard G-652 fiber being able
to filter out the mode LP11 and letting pass only the desired mode LPO1.

In this work we have tested a different solution with respect to the use of SMF 5um, based on
commercial 1310nm/1550nm couplers, which are theoretically able to separate the modes at
850 nm making possible, similar to the use of SMF 5um, the realization of the RoF link based
on G-652 fiber and 850 nm VCSEL with the additional feature of the laser response pre-

distortion.

Once this analysis is performed and a model is extracted, we move on to digital predistortion.
The final goal of this second part is the realization of a system using the coupler as studied
before, but in a more sophisticated way.

Given a generic input signal, each coupler has two different paths, the direct and the feedback
one. Our goal is to use the coupler at the laser section, the direct path will be used to feed the



single mode fiber G-652, instead the feedback part will be used in order to digitally pre-distort

the laser itself.

The improvements in the performance given by the system are presented in terms of NMSE
(nominal mean square error), ACPR (adjacent channel power ratio), EVM (error vector

magnitude) and spectral regrowth reduction.

This system is attractive because is a low-cost solution with high performance in term of quality

of the link that we can achieve using the digital predistortion.

Another important aspect is that we could implement the same coupler to work in a via with

850 nm and on the other input section use the standard 1550 nm, like presented in figure 1:
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Figure 1: multi-service WDM 850nm/1550nm RoF system [4].

INTRODUCTION

The Radio Over Fiber is one of the most used technology since it presents low attenuation, low
complexity, low cost, easy installation, immunity to electromagnetic interference, high
capacity, low consumption and can work with all the protocols, so it represents an optimal

solution even for future technology [9].

The scope of the analysis in this work is related to the current and future telecommunications

networks, that need always more capacity since the number of connected devices increase



exponentially. Another key aspect is the minimization of the cost and power consumption
implementation [7].

To achieve those results, VDN (very dense network) and DAS (distributed antenna system) are

widely implemented.

DAS can be seen basically as a unique macro cell that has the purpose to extend the coverage
using a lot of Radio Access Points (RAPs). VDN instead is a sort of DAS but, each RAP now
is an independent small cell; the intelligence is still located in a remote unite [1].

This topology allows network function virtualization (NFV) and software defined network

(SDN) so represents a very attractive applicative scenario.

DAS and VDN are actually very similar, the differences are the number of elements. In figure

2 we can see an example of this architecture:
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Figure 2: example of an in-building Analog Radio over Fiber system infrastructure. In this case it presents only

one central unit and many RAPs, that are exploited by the users for distributing the downlink signal. [1]

One of the classical DAS infrastructures rely on Analog RoF (ARoF) technology, that is simple
and has good performance. This technical solution leads to power efficient network; in fact, the
power on each cell is maintained to low levels but there are a lot of those small cells, so keeping

low the cost is a fundamental aspect.

For what concern the optical part, Distributed Feedback Laser (DFB) are the most implemented
at 1310 nm and 1550 nm but in a case of VDN where a lot of cell and laser should be employed,

it would be better to adopt VCSEL instead of DFB. The reason of this change in optical



transmitter is due to the fact vertical cavity surface emitting lasers show a much lower threshold

current, up to 10 times less than a DFB, and keep high conversion efficiency. [1-3]

Another important aspect is the size, in fact the VCSEL are very small and this decrease the
cost of testing step since it can be realized directly on the silica wafers. Furthermore, vertical
emitting lasers show a better coupling to the optical fiber with respect to the edge emitting laser
like DFB. Nowadays the use of VCSEL for telecommunications is limited to baseband data

transmission and it is implemented in data centre for example.

The typical links in data centre exploit multi-transverse mode VCSEL for distance up to 100 m
using multimode fibers [1]. The research field is trying to use it also for ARoF transmission

for medium and short distance in DAS and home area network (HAN).

From an applicative point of view the performance are good, but to maintain low the cost, it is
fundamental to use Standard Single Mode Fiber G-652 as optical transmission channel, but
using the VCSEL at 850 nm. The only problem stands in the fact that SSMF shows a bimodal
behaviour at 850 nm which produces notches in the modulation bandwidth of the RoF link,

spaced in an inversely proportional manner with respect to the length of the fiber strand.

Another fundamental sector where this technology can be implemented is in the realization of
short and medium Mobile Front-Haul connections for the LTE and 5G cellular network. It is
fundamental to find an efficient countermeasure to the bimodality that occurs in order to

maintain a high-quality service. We can see an example in the figure 3:

Core
Network

Figure 3: example of a centralized architecture of radio access network. RRU (remote radio unit), MFH (mobile
front haul), BBU (baseband unit). [2]



One of the best features introduced by the RoF is the agnosticity with respect to the particular
standard and modulation format; this makes this technique optimal for future developments and

will have a primary role for the 5G [9].

The general trend in the architecture of 4G and 5G is the splitting of the digital processing
section from the radio access section.

For this reason, the BBU (baseband unit) or DU (digital unit) section can be centralized, and
this is better from the point of view of installation cost and maintenance; it also improves the
spectral efficiency since the centralized structure makes the use of cooperative algorithm

available.

The radio access section can have a lot of elements indicated as RRU or RRH (radio resource
units/ heads) installed in a capillary way, creating a VDN architecture. There are different
possible technologies for the implementation of the MFH. One of the most powerful solution
is the AROF. The advantages of this solution are the low complexity in the RRU stages. For
this reason, the ARoF technology represents a solid solution for the coverage in Non-Line-of-

Sight environment such as urban environment, shopping malls, stations, stadium etc...

This solution can also be very useful for the practical realization of MFH in cooperation with
digital radio over fiber (DRoF).

Since the infrastructure has a very big number of entities and network cells, the implementation

must be as simple and as less power consuming as possible.

In this view, VCSEL operating at 850 nm represents a very good solution for

telecommunications systems because of the low cost and low power consumption.

A possible solution is to use long wavelength VCSEL that emits at 1310 or 1550 nm where the

single mode fiber can operate in a single mode behaviour.

This idea is good for long distance MFH, since the single mode fiber shows a low attenuation
in the second and third windows, but those kind of long wave VCSEL has a higher cost with
respect to the one operating at 850 nm, so for shorter MFH it does not represent the optimal

solution in term of cost.

For the realization of short and medium range MFH a different solution is investigated and will
be presented in the next chapter using single mode fiber (SMF) 5um, a particular fiber with a

smaller core with respect to the SSMF, in order to counterbalance the bimodal behaviour and
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also reduce the fluctuation of the received power due to modal noise and intermodal dispersion
effects [3]. Then the same analysis will be repeated with a coupler to check if somehow can act

as a mode filter.

CHAPTER 1

1.1) USE OF COUPLER

The most employed solution, as countermeasure for the bimodal behaviour of the single mode
fiber SSMF operating at 850 nm, is to use a small core fiber SMF 5 um in order to apply a
modal filtering to the system. Actually, this is a solid way to cancel out the bimodality, but for
our work, we try to find out a different technical solution using the commercial coupler designed
to operate at 1550 nm. This solution has become very attractive because it solves the problem
of bimodality but allows also to new features that will be analysed in this section. From a
practical point of view the use of coupler allows to apply digital predistortion just after the
transmitting laser and this, represents for sure an important aspect for the realization of the final

system implementing DPD on the feedback branch of the coupler.

A point to be considered is that in the last years the internet traffic has increase exponentially
and the researchers have put their effort on how to increase the transmission capacity of the
optical system. One of the keys to improve the capacity is the Mode Division Multiplexing
(MDM) employing multicore fibers or different optical modes in the optical fibers, but the
relative delay between the different modes introduce some limitation for long links. This limit
of multi-mode fibers has put the attention on the developing of fiber that support just a small

number of modes as technology to increase the system capacity [5].

For those kind of system, mode converters and mode multiplexer/demultiplexer are the key
technology to combine and divide the signals. Recently, the use of a coupler at 1550 for MDM
system has been proposed; in this case the mode LP01 and LP11 propagates in SSMF, anyway
those modes have a high differential delay so modal coupling become negligible for SSMF link.

We can appreciate the concept of MDM link in the following figure:

11
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Figure 4: MDM transmission using standard single-mode couplers as multiplexer/demultiplexer at 850 nm [5].

It basically consists in two transmitting lasers operating at 850 nm in a SSMF link. Both modes
will be couple together using a commercial optical coupler designed to operate at 1550 nm. The
basic idea is to multiplex the LPO1 in the upper branch and the LP11 on the lower one. The
residual mode, LP11 of the upper branch, and LPO1 of the lower one, will be drive to the other
coupler output and eventually discarded. At receiving side, the same coupler act as demultiplex

to divide the two via to the corresponding PIN receiver.

The coupler can be schematized as follow:

LPy, LPy,

Figure 5: 3D sketch of the structure of the fiber coupler device [5].
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The structure is defined by three main parameters:

e D, diameter.
e S, separation between cores.

e L, coupling length.

The power is exchanged periodically between both modes with a coupling length L. = %
c

Different structures can be tested playing with the three parameters D, S and L, in general if the
gap increases, the mutual coupling is reduced, and therefore a longer coupling length is
required. The maximum separation between cores for having maximum coupling is around 9
um. In general, the commercial coupler designed to work at 1550 nm have a separation shorter
than 9 um. The solution just presented show an important application of the coupler designed

for 1550 nm in the 850 nm system, anyway this is not the feature for our interest.

The important aspect of the coupler we are interested in, is the filtering mode properties when
excited at 850 nm, and the possibility to integrate it in the current developed infrastructure to

deploy low-cost system operating in the first optical window.

As we have seen, VCSEL operating at 850 nm are low-cost and low-power but, usually, are

employed in graded index multimode fibers scenarios for short distance connections.

Anyway, the use of SSMF is interesting since the infrastructure is already deployed in many
environments for distribution of wireless signals. Furthermore, for future applications requiring

higher performances there will be no need of replacing it thanks to their single mode operation.

There are also negative aspects to deal with, for example the necessity to minimize the modal
dispersion and modal noise caused by the bimodal propagation taking place inside the SSMF
at 850 nm. In general, it is fundamental to prevent the simultaneous propagation of the two
modes LPO1 and LP11 inside the SSMF in order to reduce both modal dispersion and modal
noise. The solution of placing a small core fiber SMF 5um is good from a mode filtering point
of view but, this solution, does not provide easy integration of 850 nm system in already existing
infrastructure, which support services at second or third window. Anyway, the use of
commercial 1550 nm coupler fed at 850 nm open a new scenario since it is able to filter out or
separate the LPO1 and LP11 modes and allows also the integration of 850 nm system with

already existing ones operating in the third window [4].
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For the evaluation of the efficiency of the 1550 nm coupler a simplified two-mode model is
adopted, the efficiency is evaluated by the total losses introduced and the amount of power of
LP11 with respect to the fundamental mode LPO1. In the evaluation procedure is sufficient to
consider only the modal dispersion, so we neglect the contribution of modal noise. In fact, if

the power of higher mode is reduced, also the fluctuation due to modal noise will be reduced.
The model considered in the study of the coupler is a generic RF signal Ipf jn * cos(wppt).

In this formulation the value IR j, represents the current amplitude that directly modulate the
VCSEL single mode operating ’at 850 nm. Because of the electromagnetic and geometric
properties of the SSMF, we consider that two electrical fields propagate inside the SSMF. The
expression of those field is:

— a .
Ej=Eq INe 28 * AjyJ1+ m cos[wpp(t — T;L)]e/@ot~Fitle;

Where E0 IN = \/% * (Ipias — Ith) represents the total electric field amplitude at the input

section of the SSMF. In this formulation n represents the slope-efficiency, a represents the fiber
attenuation in neper/m, m is the optical modulation index that is defined as m = (Ibi::——FIth) , Wo
represents the optical carrier, c is a variable that takes into account the possible losses between
the laser and the SSMF link. The value %i represents the group delay-per-meter. An important

assumption is the normalization of the power coefficients; 41° + 427 = 1.

At the end of the SSMF a photo-current is detected by the receiving photodiode and can be

evaluated as follow:
ipD =f |E{ +E2|%dS
)
Where Spp is the surface of the PIN receiver. Then we consider that the output surface of

SSMF is aligned with the surface of the receiver, leading to a situation where the two modes
are orthogonal each other so we can simplify the problem as follow:

ipp =1iPp DC +iPD RF
= Eqg? + Eg*m * {412 coslwpp(t —¥1L)] + Azzcos[a)RF(t —¥2L)]}

We focus on the component at RF of the photocurrent and we also assume a perfect matching

between the SSMF and the photodiode so it is possible to evaluate the gain:

14



Grp = <i’pp,RF > 5 {A1? cos|wpp(t —#1L)] + Ap*cos[wpp(t — T2L)]}
I’RF IN ¢

It is also reasonable to assume as working condition that the principal mode LPO1 carries always

more power than LP11 > A1 = A»

In order to test experimentally those concepts the following set up has been assembled [4], as

we can see in the following figure:

PIN RX
850nm

VCSEL TX
850 nm

T Coupler 1

(A) 2 Km SSMF

=m(B) 7gonp (B)m
{:}\ /TC}

LPoy, LPys SSMF

Figure 6: Experimental set up for the characterization of the multi-service WDM 850/1550 nm system [4].

The VNA has been used to generate the signal and evaluate the GRE of the optical link. As we

can understand by the figure, three different situations have been considered:

e A 1550 nm coupler 50-50.
e B : short span of truly single mode fiber.
e C:direct connection to the SSMF.

In an analogue way of the measure performed in the following section, a de-embedding
procedure is applied and to each measure is subtracted the back-to-back system response in

order to characterize the optical part of the system.
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Comparison between the three different measures performed:

(C)

-40 | {A:H"I} {A:T-E] ]

200 400 600 800 1000
Frequency (MHz)

Figure 7: characterization of normalized gain GRp for case C and A. [4]

200 400 600 800 1000
Frequency (MHz)

Figure 8: comparison of A-R2, B and C. [4]
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The results can be collected as follow:

case A1? A2?
A>Tl 0.87 0.13
A>T2 0.75 0.25
A->R1 0.75 0.25
A > R2 0.87 0.13
B 0.9 0.1

C 0.57 0.43

Tab 1: tab of the power coefficients in the different configurations. [4]

This tab confirms the advantage of using the 1550 nm coupler with respect to the single mode
fiber since, the filtering mode capability, is almost the same, but the coupler can be also
exploited for the realization of more sophisticated system, integrating the 850 nm and 1550 nm

together.

This idea can be schematized in the following system:

LTE Generator Signal Analyzer

||||||
B

850nm 2Km SSMF 850nm
VCSEL TX

1550nm

PIN-RX —
LTE Generator Signal Analyzer
TR [ o |
[ 9 =

Figure 9:Experimental setup for the characterization of the multi-service WDM 850nm/1550 nm RoF system[4].

The system is divided in two part, the upper one, operating using a VCSEL at 850 nm, and the
lower part, using a DFB laser at 1550 nm, both directly connected to commercial 1550 nm
coupler 50/50. The common port (1) of the first coupler is connected to the SSMF link, where
the filtered 850 nm signal and the 1550 nm signal propagate independently. At the end of SSMF
the same coupler is used to split the two paths toward the two photodiodes. Note that the final

coupler is used in reverse way with respect to the first one exploiting the reciprocity of this

17



device. The presence of the two coupler allows to separate the two paths but, at the same time,
cause also an optical loss of 6 dB for the channel operating at 1550 nm. This loss is acceptable

because the DFB laser can support more power than the VCSEL so the system can work.

The performance of each path is evaluated in term of EVM varying the input power using an
LTE signal having bandwidth of 20 MHz.

-20 -15 -10 -9 0

PHF,IN (dBm)

Figure 10: Performance results in terms of EVM for the two multiplexed 850 nm and 1550 nm systems [4].

From the extracted results is possible to appreciate that, the branch operating at 850 nm, has a
sharp increase of the EVM for high input power, this phenomenon is given by the fact that
VCSEL has a much lower dynamic range with respect to the DFB lasers, anyway this problem
can be mitigated applying the DPD algorithms on the signal coming out from the unused port

of the first coupler, as we do for the realization of the final system.

In conclusion the coupler is able to act as mode filter, but also to realize a system operating in
the first and third window, opening also the possibility to exploit the unused port of the first
coupler as feed-back loop in order to improve the performance of the 850 nm branch in term of
EVM.
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1.2) ANALYSIS OF THE BIMODALITY

There are different short range optical connections, for both digital high-bit-rate or analog
signal, that exploit 850 nm vertical-cavity-emitting laser as optical source together with the
single mode fiber SSMF.

This solution presents an interesting feature in term of reduced cost and energy consumption,
but we have a considerable bandwidth reduction due to intermodal dispersion rising by the fact
that there are two propagating modes. The multimodal propagation generates also undesired

fluctuations of the received signal due to modal noise [3].

In general, VCSEL are utilized with Multimode Fiber standard but cost a little more than the
SSMF. Furthermore, SSMF is less sensitive to bends and many offices and houses are already

equipped with it.

VCSEL laser are low-cost components and has small consume since it has a very small active
volume that carry to a very small threshold current for activation. Obviously since they are very
small, they cannot emit high amount of optical power since its small operating volume has a

limited number of electrons.

For these reasons, the use of VCSEL and SSMF is limited to short / medium distances, anyway
a lot of new applicative scenarios require short distances to be covered so its applicative interest

it is not compromised.

The analog modulation of VCSEL by an RF signal allows a transparent and robust transmission

and this become very useful for a lot of different applications.

However, even for short range link the different propagating modes show a different group
velocity and this causes the intermodal dispersion leading to band limitation in case of analog

RoF or error vector magnitude increase for digital links.

The two modes have mutual phase differences because, their propagation constants, are affected
in a different way by the external changes such as temperature. The differences rise the

phenomenon of modal noise which cause a fluctuation on the received power.
The key evaluation of transmission quality is the frequency response of the link.

PRF out
Prr n

G =logqg
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The undesired fluctuation due to modal noise can be evaluated considering the variance of G,

or in alternative its standard deviation oy .

The problem of mitigation of these impairments has been studied in different ways. One of the
most attractive solution aim to insert a fiber loops of short diameter as a mode filter in the
beginning and at the end of fiber SSMF G-652. [3]

This method is simple and low cost but has repeatability problem and the effectiveness has been

carried out without considering the impact of modal noise.

The insertion of a short span of 5 um core fiber that is truly single mode at 850 nm at the end
of SSMF strand is proposed [3]. Anyway, this simple solution causes an increase of modal

noise.

Another possible solution is to put the 5 um fiber strand between the laser and the single mode

fiber SSMF. We will see the differences in the next sections.

1.2.1) MATHEMATICAL MODEL
The electromagnetic problem is the modelling of multimodal propagation in the SSMF
operating at 850 nm. Some approximations have to be considered in order to realize the model

in a simple way.

A preliminary analysis on the SSMF’s normalized frequency show its value are in a range from
3,2 to 4. Therefore, we can conclude that the number of excited modes is 2, we have LP01 and
LP11 modes.

Thanks to those consideration a mathematical model has been extracted, as we can see in [3].

In order to do a complete analysis, we have highlighted that two modes go inside the SSMF
strand, LPO1 and LP11. Anyway, this statement is a simplification since the LP consist, in

reality, in a group of two mode and four modes respectively.

The LPO1 has inside the HE11 mode in its two polarizations, while LP11 has TE01, TMO01 and

HE21 in its two polarization.

In the formula presented at the beginning of this consideration we consider a situation where a
complete coupling is present within the 2 groups, while coupling between them is considered

to be negligible [3].

20



This consideration is given by the fact that we consider small environmental perturbation but
actually, some mechanical stress can cause strong coupling between LP01 and LP11 even for
short length.

The electrical field at the output section of the single mode fiber SSMF G-652, having length
L1, can be expressed as follow:

E(t, L1)
] K¢l
j — 2 f0in RF; .
= iAiéi(x, y)el(anot—ﬁi(t)Lﬂ\/l + m[COS(ZTEfRF(t — TiLl)) e JTHF e Esin @rfppt-TiLy)
i=1

In this equation, é;(x, y) represents the normalized field vector of the i-th mode, Ai represents
its amplitude, B(t) represent the phase constant and it’s time variant, due to changes in the

environment, e.g. temperature, and t; represents the group-delay-per-meter.

The ratio ff'f"iﬂ in the last line of the equation can be regarded as the phase modulation index
RF

of the optical wave, it is linked to the frequency chirp of the laser and we can indicate it as Mp.

Finally, we denote as optical modulation index mj with the following relation:

m: = _RF 10in RF
l
n0Upias — Ith)

NRF and M0 represents respectively the RF current-power conversion efficiency and the current-

power conversion efficiency at DC.

In [3], we can see that, to limit the bimodal behaviour a small patch of SMF 5 um, is inserted,
for example at the end of the fiber span or at the beginning, so the model become as follow:

N
E(t, L1+ 12) = &g oy (%, ¥) I @ 0t F1smrsum L) i Ajajre /Bl
i=1

* \/ 1+ mycos(2nf pp(t — Til1 — T1SMF5umL2)) *
% e T Impsin@@nf gp(t=il1~T1 gy F5umML2)

L2 represents the length of the SMF 5 um span and taul SMF its time delay.
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The quantity ajq represents the overlap integral between the i-th mode of the SSMF and the

LP01 mode of the SMF 5um. The integral is performed on the cross section of the SMF 5 um
fiber.

. — _. 5%
aij1 = f € * €1smFsum A4S
SSMFsum

We can note that due to the shapes of the fields of the fiber, in a case of ideal connection we
should have a1y = 1 and aj; = 0. In the real case it is not like that because of imperfection in
the connection (e.g. misalignments) so a value of aj; different from zero must be taken into

account.

Once the electrical field expression is obtained, a formula for the extracted current at the
photodiode can be assembled taking in consideration the relationship that link the electrical

field and the current. The integral is performed on the PD surface.

Lout(t) =f |E(t,L)|*dS

Spp
At this point it is just a matter of computation of the integrals so for the shake of simplicity we
just report the final results in terms of RF components, anyway a complete analysis is present
in [3].

tout RF(t) = [Ac + Bc(t)] cos(wgrpt) + [As + Bs(t)] sin(wprpt)
= Real{l yyt RF(t)e/“rFt}

Where the coefficients inside can be expressed by the following relation:

N
Ac = i mIAizailzbllsMFSumcos[ZHfRF(TiLl + 1 SMFSumLZ)]
i=1

l

N
Ag = i mIAl'zai12b11SMF5umSin[27rfRF(TiL1 + 1 SMFSumLZ)]
i=1

L
Bc(t) = 24142a11a21b11¢pF50mC (O cos 2nfRFT)

Bg(t) = 2A1A2a11a21b11SMF5umC(t)Sin 2rfRFT)

C(t) = mycos(2nf RpAT)] (%) cos(AB(t)L1) + 2J1(x)sin (AB(E)L1)
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In those equation the value b11syrs5ym 1S defined as:

_ = 2
b11sMFSuUm = L le1spF5um!“aS
PD

In the case with no SMF 5um at the end, | outRF assumes the formal aspect see at the beginning

of this section and the term b11s\mrsum has to be replaced by a bij defined as follow:

bijzf ej * éj* ds i,j=1,2.
Spp

Actually, if we consider a PD with infinite surface, the b coefficients can be considered as

b11=b22=1and b12=0.

1.2.2) CONSIDERATION ON THE PROPOSED SOLUTION:
In [3], there are analysed different technical solution for the issue of bimodality, in particular

four cases are put into evidence:

e SSMF only: it represents the basic case, here the effect of bimodality are presents and
no countermeasure are taken. The received power shows the classical notches in
frequency as we expected.

e SSMF+SMF 5um: in this case a strand of small diameter fiber is put on the output
section in order to filter out the LP11 mode. This solution shows an increase in passband
with respect to the basic case seen before. The improvement can be seen in the

normalized gain in frequency g=<G> - <G>p that is reduced in a significant way,

passing froma Ag = —34 dB to -6 dB, but at the same time increase the modal noise,
furthermore in the frequency near to the minima of g.

e SMF 5um+SSMF+SMF5um: a different configuration has been tested, putting another
small diameter fiber also in the input section. This configuration improves the previous
results, passing from a Ag=6 dB to less than 2 dB.

e SMF 5um+SSMF: this time the small diameter fiber is put only at the input section. In
this case basically we reach the same Ag as before, but actually it shows some
improvements with respect to the previous case. In fact, in term of power penalties due
to insertion loss is better to have only one strand of SMF 5um at the beginning with
respect to put it both at input and output section. This case represents also the best
solution as noise figure, so in conclusion represents the most performing technical

solution with respect to the others.
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1.2.3) CONCLUSION OF THE PRELIMINARY TEST

During the test presented in this section it has been put into evidence the bimodal behaviour of
the VCSEL 850 nm + SSMF configuration. This bimodality has an impact on the modal
interference and modal noise. We can appreciate the behaviour in the measure of the link

without any of the previously explained countermeasure in the following figure:

- 300 m case
model
' measure
0
=l
S
g
2-10
o
-15
-20 : L
0 5) 10 Ui
Frequency (Hz) %108

Figure 11: example of bimodal behaviour for a 300 m span.

An analytical model is proposed to characterize such system. It has been demonstrated that a
mode filtering at the input section can reduce both modal interference and modal noise. In the
case of 300 m SSMF span the bandwidth has improve from 250 MHz to 2500 MHz; instead,
the standard deviation of modal noise is reduced to less than 2 dB. The analysis that has been
carried out can be exploited for the realization of short-range link with high bit rate but, more

important, is a low-cost solution.

1.3) NOTCHES IN FREQUENCY

As we have said in the introduction the bimodal behaviour shows some notches in the frequency
in a similar way as the two rays model, even though we are dealing with guided propagation.
More specific, the notches in the frequency show an inversional proportional respect to the fiber
length. In order to better understand the mathematical behaviour of this effect, let consider a

situation where the weight of the two propagating modes is the same so A1=A2. In this case

we can formulate as follow:
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N
lout(t) = i Azi (1 4+ mj*cos 2nfrp(t—rtil1) =

L

72 —171)L 2t — (t1 + 1)L
=2A1+2A1*mi*C05<2ﬂfRF%>*Cos (anRF< ( 12 2) 1)

We have used the prosthapheresis function in order to achieve those results; now in order to

find the notches we have to put the first cosine equal to zero.

The cosine at double frequency is ignored for the scope of our dissertation, furthermore we
consider the first minima to proceed and the results are the following:

72 —11)L
cos <2nfRF%> =0

ATL T 1

2 —— > AT =
TRF* =g 2 M=

So, in general, we can formulate those equation for the minima of the output current [1]:

2k +1

fmink ==

Hence, we can conclude that this relationship shows that for longer fiber we have more minima,
so frequency is inversely proportional to L and in the same way, for increasing frequency we

have more minima in parity of L.

1.3.1) INTERMODAL DISPERSION ANALYSYS
The scope of this analysis starts from some detrimental effect that we have observed in the first
measure carried out. In order to characterize the effect, we have realized a direct measure

(without coupler) of different SSMF span.
We have performed measure at 300m,1500m,3000m,5000m,6500m,8000m and 9500m.

All the measures were performed at 4.5 mA bias point of the VCSEL Optowell GS85 single

mode. Note that all the following measures has been performed using the same laser.

The different measures were reported in a unique figure to make a comparison among them as

follow:
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INTERMODAL ANALYSIS
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Figure 12: panoramic of the different measures from 300m up to 9500 m.

Now we focus on the different set of measurements:

LENGTH

GRAPHS

300 m

300 m case

5

Power (dBm)

—maodel
. |_—measure

10
Frequency (Hz)

15
x108

Deltat

1 spanl=300;
deltaTaul=1/ (1 spanl*2*6.9e8);

deltaTaul=2.4155e-12 s
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1500m

1500 m case

& . .
model
" e measure

I

Power (dBm)

5 ¢ y - f

0 5 10 15
Frequency (Hz) x 108

Delta t

1 spanl=1500;
deltaTaul=9/ (1 spanl*2*1.25e9)

In this case we pick the 5" maxima for the delta Tau evaluation
deltaTaul=2.4000e-12

3000m

. 3000 m case
| ‘ ) T

. . | —model |
0f Ia v /a o Y@\ ' ~|——measure/|

Power (dBm)

[
8]
T

0 5) 10 15
Frequency (Hz) 108

Delta t

1 spanl=3000;
deltaTaul=19/ (1 spanl*2*1.3e9);
in this case we have picked the 10" minima
deltaTaul=2.4359e-12
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5000m - 5000 m case
—model
. | measure
. J[J .’-‘ I‘: II[ ; | : (| j ‘ . | | | ¥ ! JI. \ .: ‘! ‘.
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Frequency (Hz) x10%
Deltat 1 spanl=5000;
deltaTaul=19/ (1 spanl*2*7.95e8);
even in this case we pick the 10" minima
deltaTaul=2.3899¢-12
6500m 10 6500 m case
—model
0 1 AoA AN T {' y A I, ) }\r??asurg_
VNNV [ BURE Yy I i
| \ If I |/ || \ l‘ J_‘ ! [ ‘f | f | [ L | \_i | ‘; ‘I |” 1} / [ Il
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e -10 | |‘| ‘l \ll | ‘|i } |f ‘( [ ! .J ‘ WA ‘I ‘.||‘ i I |
@ EEEn - |\ || | |
= 1 L | ‘ [ || . t MJ r ‘ |‘ |I L
= -20 | “ | | | | | | . | | | |
= | 1 ! | I t | ol J
O |
o .30+ | _
40+ | .
-50 ' ‘
0 5 10 15
Frequency (Hz) <108
Deltat 1 spanl=6500;

deltaTaul=19/ (1 spanl*2*6.11le8)
even in this case we pick the 10" minima

deltaTaul=2.3920e-12
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8000m 8000 m case

model
measure

Power (dBm)

0 ) 10 15
Frequency (Hz) %108

Deltat 1 spanl=8000;

deltaTaul=1/ (1l spanl*2*2.63e7);

the interesting thing is that we use the first minima for delta Tau evaluation
like the case of 300m and 1500m. This could be seen not in agreement with
the previous cases, in fact we can note a little drift effect between the model
and the measure. What is particular in this measure is that, even selecting the
frequency where the first minima fall, we were lucky and we pick the correct
frequency value. The reason why we were lucky will explained at the end of
this tabs.

deltaTaul=2.3764e-12

9500m 20 9500 m case
| T T

model |
10+ measure -

o
T

L
(S

Power (dBm)
R
(=)

Frequency (Hz) x10%

Deltat 1 spanl=9500;
deltaTaul=37/(1 spanl*2*8.1le8)

in this case we pick the 19" minima in order to have a precise evaluation of
delta Tau
deltaTaul=2.4042e-12

The reason why we perform this analysis is due to the facts that, increasing the length of the

fiber span we notice a strange drift effect in the value of At. Actually, the reason of this
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misalignment was simply an accuracy factor. In fact, when we perform the measure of At we
select the frequency where the first minima of the measure occur. The measure is actually
chosen by an ad hoc selection from the graph that we have just obtained, and this, generates an
absolute error in the operation of selecting the frequency. The relative error is the absolute error,
that it is always present and is supposed to be the same for each measure, divided by the

frequency range from 0 to the selected frequency.

It is easy to understand that, if we pick a minima after the first one, for example the 10" minima,
we have the same absolute error but the frequency range is 10 time with respect to the one we

would have selecting the first minima.

In the case in the example the relative error will be 10 times smaller respect to the one of the

first minima, so the accuracy is way better!

The interesting thing in the 8000m case is that in this case even choosing the first minima we
were quite lucky since it was accurate; the reason stands in the fact the frequency of the first
minima was picked almost correctly. Even though selecting a frequency from a following

minima is always a better solution.

1.4) MATLAB MODELLING FOR
BIMODALITY EVALUATION

In order to study and understand the behaviour of the bimodality that VCSEL 850 nm shows
when a SSMF is used as optical channel we have developed a matlab model. This model
basically attributes a wight for the 2 mode LP01 and LP11 that propagates inside the optical
channel. A preliminary assumption, that will be demonstrated in the next section, is that the

mode carrying the most power is always the principal mode LPO1.

The analysis regards the use of the coupler instead of the SMF 5um fiber span in order to
compensate the bimodality. This solution represents an attractive idea because can mitigate the
problem of bimodal behaviour and also opens new applicative scenarios like feedback

predistortion of the laser that will be investigated in the next chapters.
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Figure 13: schematic of the experimental set up of the final system. The blue link represents optical connections,
while the orange link represents the electrical ones. The red arrow represents electrical connections, the blue

ones represent the optical connections.

All the coupler in our analysis are 1550 nm couplers and present two inputs, called T and R,
and two output called 1 and 2. Note that the intermediate block, is actually a full receiving
chain, including the PIN receiver, the power amplifier and the electronics that perform a
demodulation and detection of the signal and do some elaboration on the baseband signal in
order to apply the predistortion algorithm to the system. In addition to the previous features, the
intermediate block has also to re-create the transmitting signal and modulate the transmitting
laser. In our practical case we do not have any intermate block, in fact the Anritsu board adopted
for our work, has only one receiving port. For the realization of the final set up in practice we
have trained the algorithm using the feedback loop and using the receiving port of the Anritsu
board for the receiving chain e for the transmission of the signal with the laser. Once the training
is finished, we switch the connection from the feedback port of the coupler to the direct one
(T1), then we have simply pre-distort the signal applying the coefficients evaluated in the

feedback loop for the direct via.

31



All the measurements were carried out in the same way for each coupler (50-50, 90-10 and 99-

01) and for each span of fiber, in our case 300 m and 2km.

The first measurement is always the one without coupler that represents the starting situation
where the bimodal behaviour shows its notches. Once the starting measure is done, we measure
the behaviour for the other four configurations of the coupler T1, T2, R1 and R2, in order to

realize a complete analysis.
All the analysis has been carried out using a fixed scheme:

e Measurements
e Import the measurements to matlab
e Graphical representation of the four configurations of the coupler

e Weight modes analysis

The link can be schematized in figure as follow:

VCSEL PIN PD
G.652 /

Span /
R COUPLER 1-2 o -
Figure 14: Schematic of the experimental set up implemented in the first measures.

We can see the VNA that is the origin and final point of the connection, then we have a VCSEL

operating at 850 nm connected to a coupler 50-50 designed for operating at 1550 nm and
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connected to a SSMF fiber. At receiving side, we denote a PIN rx operating at 12 V that is
connected to the receiving port of the Anritsu.

The standard procedure is given as follow; we first load the file into matlab:
%% import data

close all
clear all

datab2b=importdata ('VCSEL sm 4.5ma rxoptwell b2b.sZp', ' ',5);
data300m=importdata ('VCSEL sm 4.5ma rxoptwell 300m.s2p',’
"4 5);

Then we extract the data from the matrix that is imported in the Matlab workspace and we
extract the back-to-back(b2b) data and the data corresponding to the length we want to analyse.
As we can see in the Matlab code we subtract to the measure at the given length the b2b measure

in order to characterize the optical link, subtracting the behaviour of transmitter and receiver.
%% extraction of data from back2back
fregb2b=datab2b.data(:,1);

s2lrealb?2b=datab2b.data(:,4);

s2limagb2b=datab2b.data(:,5);

s21lmagnitudeb2b=abs (s21lrealb2b+i*s21limagb2b) ;
s21lmagb2bdB=mag2db (s21lmagnitudeb2b) ;

[oJe)

%% extraction of data from new measure without coupler
fregBase=data300m.data(:,1);
s2lrealBase=data300m.data(:,4);
s2limagBase=data300m.data(:,5);

s21lmagnitudeBase=abs (s2lrealBase+i*s2limagBase) ;

s21lmagBasedB=mag2db (s21lmagnitudeBase) ;
diffBase=s2lmagBasedB-s21lmagb2bdB;

Then we proceed with the graphical representation of the data just put inside the simulator.

The core of the matlab program is the weight evaluation of the 2 mode that is carried out in an

iterative way as we can appreciate in the matlab script that follows:

%% calculation of coefficient without coupler 300m
1 spanl=300;

deltaTaul=1/ (1l spanl*2*6.9e8);

y=(cos (2*pi*freq300m* deltaTaul* (1l spanl/2)));
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figure
plot (freg300m, y."2)

z=mag2db (abs (y)) ;
figure
plot (fregq300m, =z);

taul=5e-9;
tau2=deltaTaul+taul;

$t=[0 : 1le-9 : 0.2];
t=linspace (0,0.00001, 1601);
a 1=1;

a 2=1;

modindex=1;

$for a 2 =[0:0.1:1]

for 1 = (l:length(freg300m))
m(:,1)=(a_1)"2* (modindex * cos( 2*pi*freq300m (i) * ( t -
taul*l spanl)))+(a 2)"2* (modindex * cos( 2*pi*freq300m(i)* ( t
- tau2*1l spanl)));

end
figure
plot(t, m(:,1));

for a 2=[0.6:0.01:0.63]
a l=sqgrt(l-(a 2)"2);

Ac=modindex* (( a_1)"2 * cos(2*pi*freg300m* taul* 1 spanl)+
(a_2)72 * cos (2*pi*freq300m*tau2*l spanl));
As=modindex* (( a 1)72 * sin(2*pi*freg300m* taul* 1 spanl)+
(a_2)"2 * sin (2*pi*freq300m*tau2*l spanl)) ;

envelopemod=sqrt (Ac.”2+As."2);
envelopnorm=envelopemod/envelopemod (1) ;
envelopnormdB=mag2db (envelopnorm) ;

figure

plot (freg300m, envelopnormdB) ;

hold on

deltaldb=diffBase300m - diffBase300m(10);
plot (freq300m,deltaldb) ;

end

For shake of simplicity we consider the modulation index mj equal to 1. This simplification
makes sense because we normalize the measurement. Note that the mj just consider is different

from the m variable present in the code.
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The mathematical model is developed as we have analyse in the section 1.1.1; the value m(:,i)
represents the total output current, instead the Ac and As value represents the real and imaginary

part of the envelope of I, tRE-

The value a_1 and a_2 represents the weights of the and their square value represent the actual
power splitting ratio of the 2 mode LPO1 and LP11 and will be indicated as A1 and A2.

Those coefficients are in a strict relation with each other, in fact we assume a normalization
condition such that A1% + A2 = 1 as we can see inside the second for loop where the iterative

procedure is realized.

Basically, it is a fitting problem in which we play with the coefficients A1 and A2 such that,
the modelled curve, fit in the best possible way with respect to the measured value; this way we
can characterize the weights of the two propagating modes and understand if the coupler acts

somehow as a mode filtering or not.

Then a complete analysis using the 3 couplers previously mentioned is carried out for 300 m
and 2 km case.

1.5) 300 m CASE ANALYSIS

The second analysis has been carried out for the 300 m case SSMF span. Differently from the
previous set of measures, from this point, in all the measure a coupler will be present. In
particular, we have performed a complete analysis of the three couplers in its four
configurations. The final goal of this part is to extract a value of the weights of the 2 modes
entering inside the SSMF fiber. All the three couplers analysed operate at 1550 nm so will not
act as we could expect for the 850 nm case. The first study case is the coupler 50-50. The

analysis performed will be the same for each case.
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1.5.1) COUPLER 50-50
In figure 15 and 16 we observe the behaviour of the normalized link and the non-normalized

one respectively:
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Figure 15: normalized measure.
7 Coupler 50-50 300 m case
‘I,;NNMWWWMM ~no coupler
T M g, ~coupler T1
-40 R — h coupler T2
k M e .. coupler R1

s 50 - coupler R2/"

@ -50 i, ™

E w%"”wmw

o) ”MW H'H o
GBJ -60 i i Wy NVWMMWH,WWW ,WJ»M” i W N\‘M |
5 i I WWM '
M(MMMW
-70 -
_80 L L
0 5 10 15

Frequency (Hz) %108

Figure 16: Non-normalized measure.
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Now we proceed the analysis with the 4 configurations of the coupler:

case Graph Power
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R1 . 300 m coupler-R1 Al1=0.7975
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1.5.2) COUPLER 90-10

As before we start the analysis with the graph of the normalized and non-normalized curve;
then the different configuration will be taken into account.

Coupler 90-10 300m case
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Figure 17: normalized measure.
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Coupler 90-10 300m case
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Figure 18: Non-normalized measure.
Analysis of the different configurations:
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T2 0 .300 m case coupler-Tzl Al1=0.84
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1.5.3) COUPLER 99-01
As before we start the analysis with the graph of the normalized and non-normalized curve;

then the different configuration will be taken into account.

Coupler 99-01 300 m case
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Figure 19: normalized curve.
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Figure 20: Non-normalized curve.
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Analysis of the different configurations:

case graph Power
weights
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R1 o 300 m coupler-R1 A1=0.96
model A2=0.04
measure

10 - ‘ i
g o ,
=
§ -10

-20 -

-30 !

0 5 10 15
Frequency (Hz) %108
R2 . 300 m coupler-R2 A1=0.75
model A2=0.25
2 measure
| I
g0 J
g
E’-z
=
e 4
6 -
-8 L !
0 15) 10 15
Frequency (Hz) x108
1.5.3) CONCLUSION ON 300 m

Actually, the measures carried out were a lot more but here are presented the last set of measure
that represents the more accurate case analysis. In fact, from the first sets of measure we have

notice that in order to guarantee an accurate result, we have to fix all the fiber span, in order not

to move since each movement can stimulate in a different way the two mode presents inside.

For the shake a completeness we have collected al the results in an excel file, with a column for
the coefficients used in the algorithm and a column for the power coefficients that are the square

of the previous ones.

The collected results are the following:
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comparison measure 50-50 coupler
T1

T2

R1

R2

0,9165
0,4
0,9798
0,2
0,866
0,5
0,9682
0,25

0,839972
0,16
0,960008
0,04
0,749956
0,25
0,937411
0,0625

0,9682
0,25
0,9367
0,35
0,893
0,45
0,9367
0,35

0,037411
0,0625
0,877407
0,1225
0,797449
0,2025
0,877407
0,1225

Tab 2: it shows a comparison between two set of measures with coupler 50-50, the first and third

column.represent the splitting coefficients, the second and forth represent their square value also called power

splitting.

comparison measure 90-10 coupler

T1

T2

R1

R2

0,893
0,45
0,9165
0,4
0,9682
0,25
0,9165
0,4

0,797449
0,2025
0,839972
0,16
0,937411
0,0625
0,839972
0,16

0,893
0,45
0,9165
0,4
0,9798
0,2
0,9165

0,4

0,797449
0,2025
0,839972
0,16
0,960008
0,04
0,839972
0,16

Tab 3: it shows a comparison between two set of measures with coupler 90-10, the first and third column

represents the splitting coefficients, the second and forth represent their square value also called power splitting.

comparison measures 99-01 coupler

1
T1 0,9682 0,937411
0,25  0,0625
T2 0,9798 0,960008
0,2 0,04
R1 0,9798 0,960008
0,2 0,04
R2 0,9165 0,839972
0,4 0,16

2
0,8352
0,55
0,9798
0,2
0,9897
0,2
0,866
0,5

0,697559
0,3025
0,960008
0,04
0,979506
0,04
0,749956
0,25

worst
0,893
0,45
0,9798
0,2
0,9798
0,2
0,9165
0,4

lucky

0,797449 0,8352
0,2025 0,55
0,960008 0,9798
0,04 0,2
0,960008 0,9798
0,04 0,2
0,839972 0,866
0,16 0,5

0,697559
0,3025
0,960008
0,04
0,960008
0,04
0,749956
0,25

Tab 4: it shows a comparison between two set of measures with coupler 99-01, the first, third, fifth and seventh

column represents the splitting coefficients, the second, forth, sixth and eighth represent their square value also

called power splitting.
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For the last coupler (99-01) we have performed also a further analysis for the worst and lucky
case.

For worst we intend a case where the 2 mode LP01 and LP11 carries actually the same amount
of power, for lucky we mean a case where the mode LPO1 is dominant as we can see in the
table:

worst lucky
10 300 m worst case . . 300m |ucky case
mode! model
__Measure| 2 measure
0 Al
~ O
£10 5
Y T
g 5
20 2 4
o o
B+
-30
-8
-4 -10
0 5 10 15 0 5 10 15
Frequency (Hz) x10° Frequency (Hz) 108

1.6) 2 KM ANALYSIS

Now the same analysis just seen is repeated with the 2 km SSMF fiber strand. The results are
collected as before:

1. Coupler 50-50
2. Coupler 90-10
3. Coupler 99-01
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1.6.1) COUPLER 50-50
The first results collected are as before the normalized and non-normalized measured of the

different configurations:

Coupler 50-50 2km case
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Figure 21: normalized measure 2 km case.
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Figure 22: Non-normalized measure 2 km case.
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Then the 4 different configurations are analysed:

case graph Power
coefficients
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1.6.2) COUPLER 90-10

In the same way as before we first present the normalized and denormalized measurements:

5 Coupler 90-10 2 km case
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Figure 23: normalized measure 2 km case.
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Coupler 90-10 2 km case
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Figure 24: Non-normalized measure 2 km case.
Now we proceed with the 4 different configurations of the coupler:
case graph Power
weights
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T1 ) 2 km coupler-T1 A1=0.7884
model A2=0.2116
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R2 , 2 km coupler-R2 A1=0.7975
model A2=0.2025
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1.6.3) COUPLER 99-01

Normalized and non-normalized measurements:

Coupler 99-01 2 km case
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Figure 25: normalized measure 2 km case.
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Coupler 99-01 2 km case
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Figure 26: Non-normalized measure 2 km case.
Analysis of the different configurations:
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1.6.4) MEASURE COMPARISON
In order to compare the different couplers we have collected all the data inside a tab in order to

see the different.

comparison between different coupler 2 km case
50-50 90-10 99-01

T1 Al 0,8076  0,7884  0,8844
A2 0,1024 02116  0,1156
T2 Al 0,7296  0,9375 0,96
A2 02704  0,0625 0,04
R1 Al 0,6751  0,9375 0,96
A2 0,3249  0,0625 0,04
R2 Al 0,8775  0,7925  0,8556
A2 01225  0,2025 0,1444

Tab 5: the tab shows a comparison for the power splitting coefficients with the three different couplers tested.

1.7) CONCLUSION ON THE TWO
MEASURMENTS SET

After the two complete analysis of 300 m and 2 km SSMF we can conclude that the coupler act
somehow like a mode filtering. In all the test realized so far, we have supposed that the principal
mode LPO1 is the dominant one so the coefficient of A1l will always bigger than A2. This

assumption will be demonstrated in the following sections.

After the experiment carried out, we can conclude that, all the couplers somehow filter the LP11
mode, anyway our final scope is to realize a predistortion using the feedback branch so even

the output power level becomes important.

Both in 300 m and 2 km we can appreciate that the feedback path, corresponding to T2 or R1
configuration, has different power level in function of which coupler we are considering. In
order to realize a feedback predistortion, we need sufficient power on the T2 or R1
configuration, so in this case the most suitable solution will be to implement the coupler 50-50

in our system in order to have enough power on the feedback path.
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1.8) 5um TEST

In order to demonstrate that the most dominant mode is LP0O1 as we have supposed, and also to
make a comparison with the initial solution already proposed in the literature, where a small
strand of 5 um SMF is placed at the input section of SSMF. So the system can be represented

as follow:

VCSEL PIN PD
G.652 /

S Span /
9 s

~ e -
5 COUPLER [ ' -

Figure 26: schematic of the tested link with SMF 5 um.

we have already analysed the effect of 5 um from a theoretical point of view, now we modify

the previous scheme in order to realize a further analysis.

In the following tabs it is presented a comparison between the three different couplers with this

particular configuration:
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COUPLER
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We do not show the results of the analysis of the four configurations of each coupler since the
starting 5 um SMF basically filter out all the LP11 mode so all the four configuration presents

a flat behaviour, demonstrating the presence of LPO1 only.

1.8.1) CONSIDERATION ON 5 um SMF

A further experiment has been carried out in order to understand a strange behaviour we have
encountered during the measurements. Basically, a measurement of the power was carried out
at the laser output section and on the two output paths going out from the coupler, for example
T1 and T2. We should expect that the collected power on the two paths is the same as the output

laser but actually what we measure was 3 dB lower with respect to what we expected.

In order to better understand this behaviour, we have repeated the test inserting the 5 um SMF

between the laser and the SSMF fiber and repeat the measurements of power.

A first measure is taken at the input section of the coupler so just after the 5 um SMF fiber and
a second set of measure has been carried out at the two output of the coupler, T1 and T2.

Pin T 1= Ptl
Tx laser coupler
R 2|— P,

Figure 27: schematic of the first measure
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P T 1 Pu
Tx laser 5um coupler
R 2 | — Py

Figure 28: schematic of the second measure.

We have transmitted -8 dBm from the laser and the measure at the input of the coupler was -
8.34 dBm.

Then the second measure was carried out with the following results:
PatT1:-8.93dBm - 127.8 uW
PatT2:-17.3dBm - 18.48 uW

If now we sum together the linear power and we reconverts it in dBm we found -8.349 dBm. In

this case we do not have the 3 dB losses observed in the first case.

In conclusion we can assert that the loss is given by the LP11 mode only, that somehow convert

into radiant mode, causing the 3 dB loss we have observed in the first case.

This experiment also demonstrate that the most dominant mode is the LPO1 so the assumption
we have taken in all the previous measure of assuming Al always greater than A2 it is valid.

The limit case of power weights is represented by the case with no coupler where we have half

power coming from LPO1 and half power coming from LP11.

1.9) CONCLUSION
In this chapter we first put into evidence the possible application of this new solution for low-

cost Radio-Over-Fiber system. Initially, a study of the state of art of this technology has been
performed to show the technical solution implemented nowadays. The analysis performed on
the differ couplers shows that can behave somehow like a mode-filter. Our final goal is to
realize a predistortion system that exploits the feedback path, so even the power going out from
this via assume an important role. For our scope, the best solution is the coupler 50-50 that
present 10-15 dB more, respect to the 90-10 or 99-01, from the feedback path.

In the next chapter we will focus on the actual predistortion algorithm realized from this

architecture and how the performance can be improved using this technical solution.
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CHAPTER 2 DIGITAL PREDISTORTION

2.1) OVERVIEW ON PREDISTORTION

The scope of this dissertation is to explain theoretically and experimentally the benefit coming
from digital predistortion of the link itself. The idea is to enhance the linearity of short and
medium link for the Mobile Front Haul links already present in the mobile communication
system. As seen before it will be used a VCSEL operating at 850 nm and the standard single
mode fiber SSMF, in order to maintain a low-cost and low-consumption solution for the RoF
link.

In this dissertation the memory polynomial (MP) is used together with Indirect Learning
Architecture (ILA). The performance improvement is measure through some significative
quantities like Adjacent Channel Power Ratio (ACPR), Normalized Mean Square Error
(NMSE) and Error Vector Magnitude (EVM).

The Radio over Fiber technology can be exploited for long range and short-range
communication, anyway the focus of this work is for short range link. In this kind of link, the
main part of the non-linearities comes from the laser source and the photodiode, placed at the
receiver. All the other non-linearities can be neglected for the shake of simplicity, since they

do not affect the link in a significative way [6].

The effect of the non-linearity leads to a distortion in-band and out of band, this damage the

link quality and raise the interference among the channels.

There are different techniques for predistortion that will be explained in the next sections,
anyway among the different techniques we focus on Digital Predistortion (DPD). The basic
idea behind the DPD is to adopt a digital pre-distorter able to recreate an opposite non-linear

characteristic of the RoF link.

This way the cascade pre-distorter + RoF link has a linear behaviour. Note that the next graph
is referred to a PA, not the full RoF link, anyway the idea of digital predistortion remain the

same and can be appreciated in the following figures:
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Figure 29: AM/AM and AM/PM characteristics of PA and DPD [16].

In the context of this dissertation the DPD is applied for an LTE application in order to increase
the linear behaviour. In general, DPD is applied to the PA that become strongly non-linear with
wideband, high envelope signals like those of LTE. In this particular case, the DPD algorithm,

is applied to the whole RoF link, including transmitting laser, PA and PIN receiver.

The VCSEL laser chosen for this work as already seen is low cost and low consumption but
has a serious problem because of its small dynamic. In fact, LTE signal presents signal with a

high value of Peak-to-Average Power Ratio (PAPR) and this create a problem with the small
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dynamic of the laser since the peak of the signal can be so high with respect to the mean value,

that can be subjected to strong non-linearity.

In order to characterize the nonlinear model, we use memory polynomial since a memoryless
model would not be enough accurate to describe the electro-optic conversion. The MP model
will be further investigated in the next section and represents a special case of VVolterra series.

The DPD model identification used is Indirect Learning Architecture and it is structured like

the scheme presented in figure 30.

e
Sl = fe—

I e(n) = z,(n) — x(n)
Copying I
parameters |

1

Zy(n -

I p(1) Post- | Z(1)

| \ Distorter |

I e

Figure 30: ILA architecture model.[6]

The MP is applied as follow:

K
()= D" agg < uln— )+ [un - I

k=1q=0
L-1 M
zp(n) = Yim *z(n —m) x |z(n — m)|
=0 m=0
DPD model is based on the estimation of the coefficients presents in those two formulas;
anyway, in ILA post-inverse can be used as pre-inverse and this permits to realize a linear
estimation of the coefficients. Obviously, the training phase, where the coefficients are

estimated, can be done offline it the system does not change in time.

In this architecture the first evaluation is for the post distorter coefficients, then the pre-distorter
is updated. In order to complete the overview, we focus on the figure of merit that are exploited

to evaluate the performance improvement:
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N _ 2
NMSE gg = 10logqo(E2x®=zp®ly - e NMSE is evaluated between the

Tn=1lx()]?
estimated post distorter output zp(n) and the pre-distorter output x(n). N represents the

length of the signal.

adjacentBandup S(f) ar
adjacentBandlow

ACPR4p = 10log10( ) in this case S(f) represents the power
dB

neeltBandup ooy
usefulBandlow

spectral density of the output signal y(n).

N —7,)2 —0.)2
EVMgp = \/Z’“‘)(;’,"g::’;?{;(gfz %" this equation operated directly on the constellation,

in fact 1 and Q represents the transmitted component, instead I and Q represent the
received components respectively of the in-phase and quadrature via. N represents the

number of samples and k is the index of the sum operator.

2.1.1) LINEARIZATION METHODs

There are different linearization techniques available for our purpose, they can be classified as

the following scheme:

Linearization e

Analog
Predistortion
Electrical Digital
Linearization predistortion
Digital
Linearization
Digital
postdistortion

Mixed-polarization

= Dual-wavelength

Optical __|
Linearization

= Optical channelization

=  (Others
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They have different characteristic but the same final purpose, let’s look more in detail the

different techniques [7]:

Electrical linearization: it can be split in analog pre-distortion and digital linearization
that will be discussed next. For the analog case, the idea is to create a predistortion
circuit that suppress the intermodulation product that are particularly dangerous, since
fall close to the useful bandwidth. In general, the intermodulation product of third order
(IMD3), are in antiphase with respect to the RF signal so, the analog predistortion
circuit, generates IMD3 components in phase with the signal [7] in order to cancel out
the original IMD3. Usually to achieve a broadband linearization, Schotty diodes are
implemented since their ability to generate all order nonlinearities.

Optical linearization: it can be differentiated into mixed-polarization, dual wavelength
and optical channelization [7]. This technique is able to cancel out both second and third
order nonlinearities. The linearization bandwidth is only limited by the bandwidth of
the optical modulator, anyway we do not enter inside this technological solution since
it is out of the scope of this dissertation.

Digital linearization: the goal is always to suppress the IMD3 generated by RF power
amplifiers. This technique exploits the analog-to-digital converter (ADC) to sample the
analog signal and realizing digital signal processing on the samples. For this reason,
the actual band that can be linearized, is limited to 100 MHz [7], due to the limits in the
sampling frequency of the ADC. Actually, it is possible to achieve greater bandwidth
but the DSP, using for instance the Lagrange procedure, require complex calculation
and a big power consumption. The principle of digital predistortion techniques is that
the pre-distorter generates an inverse nonlinear characteristic in order to compensate the
RoF transmission. Anyway, when broadband signals are transmitter over RoF system
the memory effects start to be not negligible.

In general, Volterra series is adopted to estimate the behaviour of the RoF link and in
general all non-linear dynamic system. In practical case some other techniques will be
implemented because of the huge calculation complexity of VVolterra analysis.

The most adopted solution is the memory polynomial, as the one we use for our
dissertation, that allows to reduce a lot the computational complexity, reaching a good

accuracy level.
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An alternative is the post-linearization but since the nonlinearity information of RoF
transmission is blind at receiver side, this technique has to use a recursive algorithm in

order to find the optimal coefficients of the memory polynomial.

After this overview on the different predistortion techniques, the conclusion is that analog
predistortion techniques can be very broadband and can be used to suppress third order
nonlinear distortion. The optical linearization is more complex but is able to suppress both the
second and third order non-linear distortion. This technique is ultra-broadband but, it is limited
by the modulation bandwidth of the modulator. Digital predistortion linearization has the limit
of bandwidth, if compared with the other techniques, but presents the best performance and has

big margin of improvements [7].

2.2) BEHAVIORAL MODELLING OF ROF

LINK
A fundamental aspect for exploiting the predistortion is a simple and fast way to characterize

the radio-over-fiber link behaviour, including both non-linearity and memory effects. The
reason of this analysis is due to the fact that, the RoF system, can be limited by the nonlinear
distortion of the optical link itself, and this is due to the lasers and photodiodes, especially in a
multi-user scenario. Furthermore, in general, the mobile standard, like LTE, exploit Orthogonal
Frequency Division Multiplexing (OFDM) that are vulnerable to the link non-linear distortions

because of their PAPR in their envelope.

Nonlinear system can be classified as memoryless or dynamic, anyway if we deal with
wideband OFDM signals a memoryless model is not enough to characterize the link and the

electro-optic conversion so it is fundamental to take into account the memory effects.[8]

Volterra is the most general and powerful tool that can be exploited to characterize a non-linear
dynamic system but is very complex and the number of coefficients to be evaluated is huge.
The complexity become even heavier in the case of RoF driven by wideband signals because
of the Volterra kernels order that let the complexity explodes. For this reason, a simplification

of this model is necessary, for instance the memory polynomial.
In general, the modelling of the system can be approached in different way [8]:

e Physics-based modelling: it is based on the physics of the devices but actually a lot of
physical parameters of the laser are unknown and other parameters can be measured but

the operation it’s a complex task.
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e Behavioural modelling: this technique is a black-box approach where, the only
parameters necessary, are the input and output characteristic of the link. With this
approach, the RoF link non linearities and memory effects can be obtained using some

optimization algorithm.

2.2.1) MODEL ARCHITECTURE
As we have already mentioned there are two possible architecture that can be exploited for our

purpose:

e Indirect Learning Architecture (ILA): post-inverse of RoF is first identified and then
used as pre-distorter.
e Direct Learning Architecture (DLA): a model for the RoF is first identified then the

pre-distorter is obtained.

In both cases, the best performances are achieved by an iterative procedure and as usual the
improvement is presented in term of ACPR, EVM and NMSE.

Power amplifiers are one of the most important nonlinearity sources and exhibits non-linear
characteristics when driven towards the high efficiency saturation region. The non-linear
behaviour of PAs is able to distort the transmitted signal, both in band and out of band, causing
a worsening of the figure of merits. The issues of the Pas, are even augmented by the employing
of varying-envelope waveforms like OFDM that shows a high PAPR; those effects can be

appreciate in the figure 31 as follow:

Figure 31: example of a varying envelope signal applied to a PA. [11]
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There are a lot of techniques for linearize this behaviour, as we have seen, but digital
predistortion has gained credits since it is an effective and low-cost method. The pre-distorter
generates an inverse characteristic with respect to the RoF link so that the cascade pre-distorter
+ PA shows a linear behaviour with a constant gain; this means that the output is an amplified
version of the input itself. Both solution DLA and ILA needs an iterative approach in order to
reach the best performances.

2.2.2) NL SYSTEMS

Volterra series is the most general methods to study those kinds of systems that shows
nonlinearity and memory effects. It can be formulated as follow, considering y(n) as the system
output and x(n) as the input [12].

K
ym = ) yap 1)
k=0

Where:
k+1 2k+1
y2k+1(n)—z Z Z ay 12, 12k+11_[x(n—lm) 1_[ x " (=)
b1=0lg 1=l Lok 1=02k m=k+2

A1 12 ... 12k+1 denotes the (2k+1)-th order Volterra kernel and L it’s the memory depth. As
previously mentioned, the main issue of this method is on the computational complexity for the

identification of VVolterra kernels.

For this reason, in practical implementation some other models are implemented, in order to
maintain the complexity under an acceptable level. Among the different methods, the most
employed is the Memory Polynomial, that represents a simplification of VVolterra in which only

the diagonal terms are taken into account. In this case I1=lp=....=lok+1=I.

K-1 L

y(n) = z z akl * Ppilx(m)]
k=0 [=0

Where @y [x(n)] = x(n — I) * |x(n — D|*

K represents the maximum order of non-linearities, L is the memory depth, so the total number

of components is K*(L+1).
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It can be expressed even in matrix form in a very simple way ¥ = Xa , where y represents the
vector of the modelled signal, a represents the vector of coefficients and X is the matrix, formed

by the basis functions.

This method is a good trade-off between complexity of calculation and accuracy of modelling.

The coefficients ak| can be estimated using different methods, one of the most used is least
square algorithm [12]:

a=XHx«x)"1+«xHy

2.2.3) DIRECT LEARING ARCHITECTURE

The focus of our attention is put now on DLA, where the identification of PD is realized in two
steps. The first step is the pre-identification of nonlinear model of the PA because is the main
source of NL, then the second step the model of PA is used for the estimation of the PD itself.

The structure can be schematized as follow:

Linearized PA d(n) = gu(n)
1 )
u(n r(n (n -
"< ’@ ST
v e(n)
’ : ™ aasas
I _c‘i H '_f‘|é|

Mod. PD | Mod. PA

Parameters
estimation |

Figure 32: DLA architecture [12]

Actually, there are two different ways for the identifications of the PD [12]:

e DLA based on analytical model: in this procedure an analytical model is adopted to
evaluate the output of the pre-distorter using MP model for power amplifier. So, x(n)

can be calculated as follow:

1 K-1 L
) S ko * RGO (y = kZ 2, okt ‘Dkl["(”)]>

k= =0 =0
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An ideal PD-PA shows an output y(n)=g*u(n), where g represents the small signal gain
of the PA. The main problem of this approach is that, in order to calculate x(n) it’s
needed the value of [x(n)]. To solve this problem the u(n) is used to calculate an
approximate version of [x(n)|.

DLA based on non-linear filter architecture: in this case, an adaptive algorithm is
adopted for the evaluation of PD parameters of the power amplifier. The memory

polynomial is used.

~
|

1M
x(n) = wpm * Ppmlu(n)]
0 m=0

m=

<
Il

Where the w represents the complex coefficients of the pre-distorter.
The output of the pre-distorter is then fed into the power amplifier, and the goal is to
obtain an output y(n) as close as possible to the ideal output d(n)=g*u(n). The error is
identified as e(n)=d(n)-y(n).
There exist 2 different method for the evaluation of the coefficients w:

I.  Nonlinear filtered-x LMS algorithm: in this case the coefficients are obtained

by minimizing the mean square error function:
E{lem|?} = E{ld(n) — y(m)|*}

The weight update is based on a gradient method:
1
wn+1)=w(n) — EuV(n)

Where p represents the step size and V(n) represents the instantaneous estimate
of the gradient.
For the shake of simplicity, we omit all the intermediate step that are presents in

[6], and report just the final results.
K
wn+ 1) = w(n) — pe(n) * Z
k=0 1=0
Il.  Nonlinear filtered-x RLS algorithm: in this case the cost function to be

~

k+2
2

ag * |x(n—D|* xumn—1)

minimized is composed by an exponentially weighted sum of squares errors:
n
6(m) = ) A e()F
i=1

In which A represents the exponential forgetting factor that can have a value

between 0 and 1. In order to obtain the minimum of the function, a derivative
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operation is realized. As before all the intermediate steps are omitted but are
presents in [6].
The final result is:
wn+1) =wn) + ue * (n)k(n)
Where k(n) is

A"1P(n— Do ™ (n)

O = T ey« P Do)

Another important aspect to be consider is that in case of additive white gaussian noise
(AWGN) the DLA architecture is more robust compared with ILA.

2.2.4) INDIRECT LEARINING ARCHITECTURE

This case represents the one adopted as our final solution and can be schematized as follow:

Pre—i.m'er';e:ﬂPD

u(mn) @ x(n) I\PA y[riﬁ
ST

Copying Pcsr—inve:rge |:‘;|
parameters A :’}J-{.ri'}_:xﬁ z(n)
D1 1B
T e
| .| Parameters | |
estimation

Figure 33: ILA architecture [12].

In this case the identification is realized in a single step. A post-inverse of the PA is first

extracted and then used as pre-distorter [12]:

P-1 M

zp(n) = Z Z cpm * Ppmlz(M)])

p=0m=0
Where the variable z(n)=y(n)/G is used as the input of the post-inverter.

As the previous solution needs an iterative procedure and after three or four iterations it

converge to its final solution and ideally, we should have zp(n)=x(n).

70



As we have already seen, it is possible to formulate the problem in matrix form as follow:
Zp:ZC.

Where Z is the matrix of the basis function, c the vector of coefficients we want to estimate and

Zp the signal going out from the post-distorter. The estimation procedure can be done in

different ways, in this dissertation the least square solution will be implemented:
¢ = (ZH 7)72Hz,

2.3) MODELLING OF MEMORY EFFECTS

For wideband, high varying envelope signals a memoryless model is not enough to fully
describe the RoF link. Memory needs to be taken into account, in order to have an accurate

design of the system.

As already mentioned, the RF power amplifiers in a wideband scenario are susceptible to the
in-band and out of band distortion, causing a spectral regrowth. In the radio standard, there are
some regulation on the emission out of band, in order not to disturb other systems; for this

reason, it is important to find a countermeasure to this unwanted behaviour.

Current DPD implementation adopt memoryless techniques to compensate the impairments,
and the instantaneous behaviour is presented by the AM/AM and AM/PM graphs. In order to
exploit the potential of DPD, memory effects have to be considered since they become
significant for wideband varying envelope signals [10]. The origin of these effects is due to
transport delay, rapid thermal time constant and components biasing circuits that depends on

the signal envelope itself. Those effects become more significant as the bandwidth increase.

In general, the memory effects of an RF transmitter are caused by thermal and electrical
dispersion effects. If we consider a wideband transmitter electrical memory effects become the
more significant since the thermal time constant is too large compared to the inverse of the

bandwidth of the signal.
Source of electrical memory effects for the PA [10]:

e Trapping effect
e Impact ionization

e Frequency response of the PA around the central frequency fg

e Matching condition at harmonic frequencies
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¢ Impedance matching condition at the envelope frequency

The most significative cause of memory is the electrical memory effect generated by the
variation of circuit components impedances in function of different signal modulation
frequency. For wideband signal, the impedance variation can be so large that the other memory

effect can be neglected and produce both long term and short terms memory effects.

The thermal effects are caused by electro-thermal couplings and increase the temperature of the

transistor, modifying some electrical parameter.

The last two sources generate extra odd order intermodulation product which are very close to

the main channel.

2.3.1) MEMORY STRUCTURES

We consider a basic structure of digital pre-distorter as schematized in the following figure:

xim) k

win) ———m=  Predistortion
Amp

- vir)

Mrameter
Estimation |

Figure 34: basic pre-distorter schematic [13].

The scope of this section is an overview on different methods for taking into account memory
effects. The most general methods, study the memory effects using an M-tap memory, described
though a VVolterra series, that as already seen, consist in a sum of multidimensional convolutions

and can be formalized as follow [13]:

K
y() =) yi()
k=1

Where:
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M-1 M-1

yr(n) = Z z z h(mq,my, ..., mk)l_[x(n mp)

my=0m,=0 mE=0
The yk(n) represents the convolution of the input with the Volterra kernel hy having memory
length M. In order to better exploit this formulation, is useful to rewrite it in an alternative form
using diagonal index variables.

np=mp,1-m 1=123..k—1
So, we obtain:

M-1 M-1 M-1

= Y Wi 1(n)*[x(n)ﬁx(n—nz)]
- 1=1

Where * is a mono-dimensional convolution:

k
g( )nl n2  ng 1(n) =hy(n,n+nq,.n+ng _ 1)

In this alternative form the Volterra kernel hy can be expressed as a summation of linear filter
outputs, in which the output of each filter is the product of k differentially delayed input

signals  x(n) [Ti<! x(n —ny)

Another important simplification introduced in the alternative Volterra form, is to consider the

kernels symmetric, in order to reduce the complexity of this equation.

The Volterra formulation can be adjusted in the case of signals having bandwidth small with
respect to the carrier frequency. In this case the signal can be expressed using its envelope as

follow:
x(n) = Re{e/®0"x(n)}

Then this notation is put into the previous formulation as follow:

k-1
[eja)onx—(n) + e_jwonf(n) *] * l_[[ejwonf(‘n - ‘nl) + e_j“’O")?(n - nl) *]
=1

Our interest goas to the components close to the fg, so only the k odd components will be

considered. For example, if we consider k=3, the terms to be taken into account are the listed

ones plus their complex conjugate:
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()x(n — n)x (n — ny)
F(F (n — n)x (n—ny)
¥ (M)F(n — nx (n —ny)
In the same way for k=5 we have [13]:
X(m)¥(n —np)x(n —np)x"(n — n3)x"(n — nyg)
Z()xE(n — nPx (n — np)x(n — n3)¥" (n — ng)
() (n — nx(n — nx(n — n3)%* (n — na)
*(M)F(n — nF(n — np)x(n — n3)x"(n — ng)
()xE(n — n)x (n — n)& (n — n3)x(n — ng)
(F* (n — n)x(n — nR)& (n — n3)x(n — ng)
*(M)F(n — nF(n — n)x*(n — n3)%(n — ng)
¥(M)x*(n — n)F"(n — n)x(n — n3)¥(n — ny)
Z*()x(n — n¥ (n — n)x(n — n3)¥(n — ny)
Z*()E*(n — nq)X(n — np)x(n — n3)¥(n — ny)

This is the most general and complete methods but actually, in practical case, can results to a
huge burden of calculation, so it is preferred to use some simplified notations derived from this

general theory.

2.3.2) WIENER MODEL
The Wiener model is a simplification of Volterra, in order to decrease the burden of calculation.

This model can be schematized as follow:

xn) —————- h - ML —— L L]

Figure 35: schematic of Wiener model [13].

It consists in a linear filter and a memoryless nonlinear block. The idea behind, is to exploit the

first block to characterize the memory effects, and the second for the nonlinearities.
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The first block is a linear autoregressive moving average filter that model the memory effects.
The second block is a conventional Bessel series model that characterize the memoryless
nonlinearity [10,13].

The Volterra kernel becomes:
hp(mq,my,..mg) = agp(mq) ....h(mg) k=123...K

ak are the polynomial coefficients related to the nonlinearity.

Finally, the output of the Wiener model can be formalized as follow:

K M-1

ywn) = Z ar [ ) h(m)x(n— m)]k
k=1 m=0

This model is powerful since it is one of the simplest ways to combine nonlinearities and

memory effects but, actually, its effectiveness for PA modelling is limited. The main issue is

the dependence of the output on the coefficients h(m) is non-linear and this makes the

estimation complex.

2.3.3) MEMORY POLYNOMIAL

The idea behind the memory polynomial is a generalization of the Hammerstein model in
which, it is chosen different filters for each different order k. This model is particularly
important for this dissertation since it is the method adopted in our analysis, with the possibility
to extend it in the general memory polynomial, a more complete and accurate analysis, but also

more complex from a calculation point of view [13].
So, combining the different filter and power series, we can formulate the generalized
Hammerstein model as follow:

K M-

yeH(M) = z

1
e (n —m)
k=1m=0

In the narrowband case we can formulate it in the classical form as already seen:

K M-1

YMP = Z Z agmx(m —m)|x(n —m)|*
k=0m=0

This method represents the best trade-off between accuracy and complexity, and it is a very

powerful tool for the design of RF power amplifier.
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2.3.4) GENERALIZED MEMORY POLYNOMIAL

This method is more complete than the classical memory polynomial since introduces also the
cross terms. It represents basically the link between Volterra and MP; the complexity increase
respect to the memory polynomial, but it is not as heavy as Volterra and can handle stronger
nonlinearities than MP [13].

The formulation of the GMP is quite similar to the MP but, include also the cross terms as

follow:

Ka—-1La-1

YGMP = z agx(n —Dlx(n = DI*
k=0 [=0
Kb Lb—1 Mb

+z Z Z bieimx(m — D]x(n — 1 —m)|*

k=1 =0 m=1
Kc Lc—-1 Mc

+ Chimx(n—D|x(n — L +m)|¥
k=1 1=0 m=1
In this formulation we can denote three terms. The first one is the aligned signal and the
envelope, corresponding to the one of the classical memory polynomial.

The second term represents the signal and the lagging envelope, while the third term represents

the signal and the leading envelope.

The big advantage is that the coefficients are in linear form so they can be simply estimated
using for instance the least-square algorithm. This means that the computational burden is taken

under control.

2.3.5) COMPUTATIONAL COMPLEXITY

The models just analysed has different level of complexity and accuracy. More sophisticated
models are more effective in terms of reducing the spectral regrowth but the price to pay is in
term of computational complexity. As general rule of thumb the performance increase as the
number of coefficients in the model increase up to a certain limit, where a steady situation is

reached.

2.4) ESTIMATION ALGORITHMS
The estimation of the model coefficients is one of the most delicate and important steps in the

predistortion analysis. In general, the most employed are the least-square type algorithm for the
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estimation procedure. There are a lot of this least-square methods but have the same concept
behind [13].

The easiest way to handle this problem is to collect the coefficients ak|, bkm, Cklm into one

vector having size J x 1, called w.

Every component in w, is associated with a signal sampled over some period n=1,2...N, and all

the values are collected into a vector.

For instance, if we consider the coefficients a3 is associated to the signal x(n — 1)|x(n — 1)|3

and its time samples generates a vector Nx1.

The same kind of analysis is repeated for all J elements of the coefficients vector and assembled

into one matrix X having dimensions NxJ.

At this point the problem can be formulated in matrix form as follow:

y =Xw
Where y is a Nx1 vector that basically represents the estimate of the output vector y.

In case of inverse modelling method, the same formulation is employed but x and y are swiped

as follow:

=~

x=Yw

The estimation procedure is never perfect, and an error vector must be considered for the shake

of completeness. The error vector is defined as follow:
e(n) =xppaL signar(™ —x(m)
Or in analogue way in matrix form )
e=x—Xx

Now the goal is to minimize the ||e][*2 so using least-square algorithm the coefficients vector

can be formulate as follow:
w = (YHy) 1yHy

The evaluation of the w vector can be easily done in matlab and the complexity is

0(J?)/sample where J is the dimension of the coefficients w.
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In the inverse matrix evaluation (Y/7Y)~1, having dimensions JxJ, there are some problems to
deal with for the conditioning of the matrix. In fact, considering a simple case of MP, the chosen
of coefficients K and M related to the non-linearity order and memory order become a
fundamental step, since it influences the dimension of the matrix Y. If, for instance, we choose
K and M values larger than what they should, the matrix will be ill-conditioned, and the
algorithm stop to work. This problem puts the attention on the sizing of the MP, in order to

fully exploit this algorithm.

In the field of numerical analysis, the condition number measures how much the output value

of the function can change for a small change in the input.

The condition number is used to measure how sensitive a function is to changes or error in the
input and how is the results output. In general, a problem with a low condition number is said
to be well-conditioned, instead if condition number is high it is said to be ill-conditioned. From
a non-mathematical point of view an ill-conditioned problem is characterized by a large change
in the output for a small change in the input. This means that the correct solution is very hard
to find.

In order to reach a more stable situation, a variant of the algorithm is adopted to partially update

w from the precedent estimation procedure, and this induce continuity in the estimation process.
This process is called damped Newton algorithm and it can be formulated as follow [13]:
wp 1=wp+ u(YHy)-1yHe

In this formula u represents the relaxation constant. It is easy to understand that if u = 1 and

wp=0, the algorithm converges to the least-square algorithm.

In the case of u < 1 there is a limit on how w can change between two subsequent iterations,
so memory is induced in the process. This solution is more robust and generally drive the

solution that minimize the average error.

The are some other methods, for instance the stochastic gradients algorithms like least mean-
square algorithm that reduce the complexity in the problem having 0(J)/sample. Anyway, in
general predistortion application, high order NL terms are always small and this drives to an
ill-conditioned situation. Those kinds of algorithms are simpler but has slow convergence and

usually are not employed in practical case.
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Another popular algorithm is the recursive least-squares algorithm, but the complexity is
(J?)/sample. Some variation of this algorithm exists in order to reduce the complexity but as

before presents the problem of ill-conditioned matrix.
2.5) MATLAB MODEL

For the realization of a model such as ILA applying memory polynomial, a Matlab program has
been developed. The final goal of the designed system is to adjust the input signal, in order to
increase the linear behaviour. The idea, is to characterize the RoF link into the simulation,
evaluating the post-distorter coefficients and then copying it on the pre-distorter side. This way
the cascade of pre-distorter + RoF link assume a linear behaviour as will be observed though
AM/AM and AM/PM curves.

The program can be disassembled into a cascade of blocks, each one performs an operation that
at the end, produce the final result of improving the linearity of the system. An LTE signal at
the 800s MHz operating band, having a band of 20 MHz, will be used for the characterization
since it represents a common applicative situation, for instance as a mobile front haul in the 4G

infrastructure.

In this first simulation on matlab, the input and output signal measurements are imported from

a previous set of measures from the Esiee Paris University.
Now the focus is on the blocks of the matlab program:

1. Front run: define the path into the PC for the program and sets some variables for the
spectral evaluation of the signals.

2. Get stimulus: in this section of the program are defined the sampling frequency, the
bandwidth, and the offset. Then the input and output data of the LTE signal
measurements are imported and, a plot of the input signal is created to check if
everything is working properly.

3. Get PA model and setup: in this section the wiener model is loaded and a first AM/AM,

AM/PM representation of the input and output signal is plotted as follow:
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Figure 36: AM/AM AM/PM plots of input and output signal imported in the matlab environment.
4. Set Feedback path Noise: in this section is defined the SNR value and a string that can

be ‘on’ or ‘off” in order to enable or disable the presence of noise in the system.
5. Initial ACPR: in this section are evaluated the ACPR in an out, and the power spectral
density in and out using a function called acpr.
The ACPRIn and out are structure having 6 fields inside:
e Bandwidth.
o Offset.
e UL: itisthe ACPR in the first upper adjacent window.
e L1: the same as before for the first lower adjacent channel.
e U2:itisthe ACPR in the second upper adjacent channel.
e L2: the same as before for the second lower adjacent channel.

6. Defining pre-distorter structure: in this section it is created the structure of the pre-
distorter itself and a structure PD is created defining the number of branches, number
of stage and number of iterations.

7. Model of branch 1: In our structure we only have one branch and one stage to define.
It is an important aspect to set properly the coefficients for the nonlinearity order and
memory order. Note that the program is configured to be extended to the generalized

memory polynomial but, in our work, only the memory polynomial will be considered.

The function nbcoeffgmp inside this section, is just for counting the number of
coefficients. For example, if we consider k from 0 to 5 and Q from 0 to 1, the number

of coefficients will be 12. The initial situation is with all the coefficients equal to zero
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except the first that is set to 1. At each iteration, the coefficients will be estimated and
updated.

8. System iteration parameters: in this section are defined some parameters of working
of the system as the step, that represents the number of samples for each iteration, and
the structure stimulus containing Pain, Fs and the ACPR is instantiated.

9. Algorithm settings: in this section there are only some working setting as the mu
coefficients for the damped newton algorithm.

10. Actual DPD processing: this part is the core of the code and it will be analysed with
particular attention.

The most important part of the code is hidden inside the function dpdTest:

function SystIter = dpdsbd(Stimulus,PA,ACPRout, ...
Algorithm, PD,Noise, SpectrumObject, PAout)

The input arguments are:

e Structure Stimulus, having inside Wf (waveform), sampling frequency and a structure
ACPR having the fields band and offset inside.

e Structure PA, it is a large structure with a lot of fields inside, among them the most
important are Model and G (linear gain).

e ACPRout, this field is used as reference to evaluate the improvement in the ACPR with
respect to the starting situation.

e Algorithm: this structure contains some working parameters like the number of
iterations, etc...

e PD, itis the pre-distorter model.

e Noise, containing the SNR value and the enable string.

e SpectrumObiject, containing some parameters for the spectral evaluation.

The output is a structure systlter with a lot of field inside, that will be our output of the

system and will be used for the improvement analysis.
This function is very big and complex and can be split in blocks for the shake of simplicity:

a) Post distorter setting:
In this section some variables are instantiated from the variable passed in the

function systlter, in order to manipulate them in the next sections.
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b) Central core:

Here the procedure starts initializing the nested loop. The input signal is assigned to the

u and x is evaluated through the memory polynomial method.

Then an AM/AM, AM/PM representation, considering u as input and x as output, is

plotted. Now, the attention is focus on the gmp function:

2.5.1) GMP FUNCTION
function y = gmp(x, Model)

This function is a matlab formulation of the previous dissertation about the memory polynomial

and generalized memory polynomial. The model is divided into three separate sections:

I.  Memory polynomial.
Il.  Signal and lagging envelope term.

[1l.  Signal and leading envelope term.

Note that inside Model, there is a field called Symmetric that in our case is set to ‘on’. This
means that the second and third sections regarding respectively the lagging and leading
envelope part share the same coefficients in the GMP model.
Al=[];
for k=1l:length (Kav)
for 1=1:length (Lav)
cv=[zeros(Lav(l),1l) ; x(l:end-Lav(l))];
Al= [Al cv.*(abs(cv).”(Kav(k)))]; S#ok<*AGROW>

end
end

Here there is a small fragment of the code that shows how the model is built, composed by a

sum of various terms inside its range of nonlinearity and memory.

The matrix Al generated at the end of the procedure has the same number of rows as the length
of the input stream and the number of columns corresponds to the number of coefficients in the

model, 12 in this specific case.

In order to extend this formulation for the generalized MP, the same analysis on the leading and

lagging envelop has to be done, at the end the modelled y will be built as follow:
A=[Al A2 A3];

y=A*av;

82



2.5.2) SIMULATION OF RoF SYSTEM
At this point, we have found out the x using the MP model on the input u, so we proceed

evaluating y through the wiener function.

y=wiener (x, PA.Model) ;

This function simply extracts the FIR coefficients from the model loaded at section 3 and the
input signal. Inside this function there are the filtering and the saleh procedure. Y is just
evaluated using the filter function in matlab, where h represents the numerator coefficients,1
the denominator coefficients and x is the input signal. The function saleh add the memoryless
nonlinearity to the model, so basically takes as input the y just evaluated and add the NL, using
the coefficients presents in the same structure from where the coefficients of the FIR were
extracted. This way we can simulate the presence of a RoF link in our simulation environment.

The RoF link that simulate the cascade amplifier + optical link presents a characteristic as

follow:
AM-AM-PM iter n1
12 - -1 200
AM/AM
AM/PM i
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Figure 37:AM/AM AM/PM graph of the RoF simulated link introducing the NL and memory effects.

Once we have generated the y signal, the classical ILA procedure starts so, a signal z is
generated dividing the signal y for the gain of the link 2> z=y/G

At this point the AWGN noise is added to the z signal, if inside the structure noise, is present

the enable in ‘on’ configuration.

Once the y and z are found the system is complete and the procedure can start. The system put

into analysis correspond to the ILA structure as already seen:

83



Pre—i.trrer':e:r?PD

u(n) © x(n) I\ y(n)
S ,I/P%—;
- st—inv g
Copying  Postranverse |
parameters ri Ip\Mpis-_ & z(n)
(B tP
| .| Parameters
estimation

Figure 38: ILA structure adopted in the procedure [12].

As we can see in the code, the signal y is obtained normalizing with respect to the channel gain
to obtain z, that is the input of the post-distorter. In order to check how the system is working,
an AM/AM, AM/PM representation is plotted.

2.5.3) POST AND PREDISTORTER OPERATION

At this point the procedure already seen, the algorithm starts with the evaluation of the post-
distorter and its coefficients are then copied into the pre-distorter. The system converges to the
situation where x is equal to zp. The signal zp is generates using the gmp function, with the

signal z as input.

The first operation realized by this section of code, is the evaluation of NMSE using the signals

x and Zp, representing respectively the outputs of the pre, and post distorters. The value obtained

is set as a field of the systlter structure, that at the end will be the output of the dpdTest function.

Once NMSE is evaluated, a structure Data is created with z, representing the input data and the
X as output. This is realized because the parameters estimation is realized with those signals.
Then the function gmpidentifier is called, to evaluate the coefficients of the memory
polynomial, but as the gmp function, can be extended to the GMP model. An important aspect
to handle is the sizing of the MP, since a wrong coefficients configuration will cause an ill-
conditioned matrix and the procedure does not work. The output of this function is the
coefficients vector, evaluated using the least-square algorithm. Once the coefficients have been
evaluated, they are copied into the pre-distorter model, then the damped newton procedure starts

in order to introduce some continuities in the coefficients vector.
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At each iteration, some AM/AM AM/PM graph are extracted to check the evolution of the
procedure. For each iteration, the results obtained are placed inside the systlter(n) structure, to

track the progression of the algorithm.

2.5.4) DATA POST-PROCESSING FIGURE

At this point in the program a graphical representation of the spectra, ACPR and NMSE is
realized, in order to check how the performance has changed during the iterations. For the
convergence we have choose four iterations since, usually, this kind of system takes three

iteration for its stabilization.
For example, in the case of SNR=25 dB the results we reach after four iterations are as follow:

e Initial AM/AM-AM/PM:

AM-AM AM-PM input output signal 0
a1 _ _ I _____ L ____T_____J____..

AM/AM

0.8 T T T
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o Saturation LPA
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Phase Shift (°)
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IPAIn]

Figure 39: starting AM/AM AM/PM graph.
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e Final AM/AM-AM/PM:
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Figure 40: AM/AM AM/PM of the linearized system.

e Spectra evolution:
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Figure 41: spectra evolution iteration per iteration.
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e ACPR evolution:

-25

ACPR1
ACPR2
ACPR-1
-35 1= ACPR-2| |

-30 -

.55 -
.60 |-
65—

-70 -

75 I I I I I

Figure 42: ACPR improvement.

e NMSE evolution:
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Figure 43: NMSE progression.
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CHAPTER 3: REALIZATION OF THE FINAL SYSYEM

The final goal of this dissertation is the realization of a feedback loop, implementing the
predistortion algorithm just analysed. In the first chapter we have focus our attention on the
filtering capability of the coupler 50-50,90-10 and 99-01. The most suitable solution is
represented by the coupler 50-50 because, in the feedback path, have a sufficient amount of
power, to exploit the predistortion algorithm. The other two configurations have less power on
the feedback via and this, can raise some problems during the algorithm. In the second chapter,
we applied predistortion to a fixed input and output sequence that has just been imported on
matlab but, for our final application, we want to realize a system working on a generic LTE
signal. In order to realize this, we have merged the previous matlab program with another one
that produces sequence of LTE frame randomly generated. The improvements will be
measured, as usual, by the EVM, NMSE, ACPR and spectral regrowth reduction.

3.1) LTE FRAME GENERATOR

The program that generates the LTE frame has been developed by Francesco Pizzuti and has
be merged with the predistortion program so, we do not use the imported signal anymore. In
order to realize it, a deep study of the LTE standard has been realized in order to recreate the

same kind of frame of a real network.
Principal features introduce by LTE [15]:

e OFDM/OFMDA for downlink

e SC-FDMA (single carrier FDMA) for uplink

e  MIMO (multiple input- multiple output)

e CA (carrier aggregation): it allows to concatenate different bands, to obtain a flexible
band allocation system.

¢ Improvement of spectral efficiency and network efficiency.

e Reduction of power consumption by terminal

e Improved mobility

It operates in different bandwidth:

e 800 MHz
e 900 MHz
e 1800 MHz
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e 2600 MHz
LTE standard has do satisfy some requirements:

e Improvement in throughput for Downlink (more than 3 Gbit/s) and for Uplink (more
than 500 Mbit/s)

e Flexible bandwidth allocation=> 1,4/3/5/10/15/20 MHz

e Low latency (less than 5 ms)

e Mobility up to 500 Km/h

3.1.1) OFDM/OFDMA
The OFDM is a modulation format in which, all the subcarriers, are orthogonal each other and

allow to communicate even for very bad channel conditions.

The data transmission suffers a lot by multipath fading in radio mobile channel since the RX

will see a sequence of signals with different delay and attenuation.

multi-path
propagation///
- /‘

TTH LTS
LI
et

: Mobile Station (MS)
Base Station (BS)

Figure 44: example of propagation in presence of multipath. [15]

The high-speed transmissions are limited by the Inter-symbol interference (ISI) but actually,
this effect, can be neglected if the propagation delay is much lower than the duration of the
transmitted symbols. Instead, if the duration of symbol is less than the maximal dispersion in

the channel the performance deteriorates.

OFDM solve this problem splitting the flux of data into N parallel flux modulated onto different

subcarrier separated by a Af.
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Figure 45: example of OFDM modulation format with orthogonal subcarrier.[15]

Each OFDM symbol is preceded by a cyclic prefix that is a replica of the final part of the symbol

itself, and has the scope of reducing ISI at receiver.

(a) - OFDM symbol
4 1 1] ] ; | ] 1] ]

(b) - CP+OFDM symbol
4 1 I 1 ] | ] I

Figure 46: example of application of cyclic prefix [15].
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OFDM is resilient to multipath and simplify the architecture of transmitter and receiver anyway

it presents some important issue [15]:

e High PAPR requires an elevate dynamic range at amplifier and this reduce the efficiency
of the PA itself.
e Instability in frequency since the orthogonality require high synchronization level

between the local frequency at receiver and transmitter.

In downlink the OFDMA is adopted and represents just an application of OFDM for a multiple

access system. as follow.

OFDM A OFDMA
> >
(] (*]
= =
z = [USER 2
g USHR 1 g
= = | USER1

Time Time

Figure 47: difference between OFDM and OFDMA [15].

In OFDMA each user is assigned to a subset of carrier for a certain amount of time, so it

represents a combination of OFDM modulation and TDMA multiple access.
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3.1.2) FRAME FORMAT
There exist different formats of frame:

1. FDD (freq. division duplex), the most used
2. TDD (time division duplex)

3. LAA (licensed assisted access)

Example of type 1 frame:

Frame =10 ms Frame =10 ms

=y

Each frame = 10 subframes T

Tms(ims|ims|ims|{ims(ims|ims{ims|Tms|1ms subframe =1 ms

~ ~

™  Each subframe = 2 slots ' Vg

I
1 ~ ~

2ms Y2ms 2ms Y2ms slot = %2 ms

83.33u ... 183.33ps
I [ I

[ 1 I
1 I
\ 18tcP length \ Remaining CP length \ Each CP length
5.20 us 468 s 16.67 us

Figure 48: LTE frame structure of type 1.[15]

3.1.3) ALLOCATION BANDWITH

The allocation is flexible:

e 14 MHz: 12 sub.c. x 6 RB (resource block, that presents the smallest amount of
resources that the network can allocate) = 72 sub.c.

e 3MHz:12 x 15 RB =180 sub.c

e 5MHz: 12 x 25 =300 sub.c.

e 10 MHz: 12 x 50 = 600 sub.c.

e 15MHz: 12 x 75 =900 sub.c

e 20 MHz: 12x 100 = 1200 sub.c
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Bandwidth (MHZ)

1.4 3 5 10 15 20
Frame Duration 10 (ms)
Subframe Duration 1 (ms)
Sub-carrier Spacing 15 (KHz)
N. of sub-carriers in Resource Blocks 12
N. of slots for subframe 2
Sampling Frequency (MHz) 1.92 3.84 7.68 15.36 23.04 30.72
FFT Size 128 256 512 1024 1536 2048
Occupied Sub-carriers + DC 72+1 180+1  300+1 600+1 900+1 1200+1
Guard Sub-carriers 52 105 211 423 635 847
N. of Resource Blocks 6 15 25 50 75 100
Transmission Bandwidth (MHz) 1.095 2.715 4.515 9.015 13.515 18.015
OFDM Symbol for slots 7 (normal cyclic prefix)
Samples for slots 960 1920 3840 7680 11520 15360
Samples for frame 19200 38400 76800 153600 230400 307200

Length (normal CP)

Length samples (normal CP), first
symbol /six following symbols

5.21 (first symbol) / 4.69 (six following symbols)

10/9

20/18 40/36 80/72

120/108 160/144

Figure 49: this tab shows the characteristic of each bandwidth size in LTE. [15]

3.1.4) PHYSICAL CHANNEL

PDSCH (physical downlink shared channel): used for data traffic, can support different

modulations (QPSK,16QAM,64QAM,256QAM)

PBCH (physical broadcast channel): sends info in broadcast to all the terminals in the
network. Support QPSK and send info like the cell identification and the bandwidth.

PDCCH (physical downlink control channel): it transports info about the frame format

and modulation scheme used at receiver. Support QPSK.

3.1.5) PHYSICAL SIGNAL

Reference signals (RS): it is a signal used by mobile terminal for the channel estimation

procedure. These signals are mapped on a specific place into the time/frequency grid of

the signal. The sequence transmitted is known at receiver.

Synchronization signal (SS): the LTE standard has two synchronization signals used

by terminals to obtain the cell identifier and the frame temporization.

PSS (primary synchronization signal) is used for a slot level synchronization.

SSS (secondary synchronization signal) is used for the frame synchronization.

93



3.2) TRANSMITTER LTE

The matlab program that generates the LTE frame, is composed by a transmitter and a receiver

part. As regard the transmitting procedure we can split as follow:

Choose bandwidth

l

Choose modulation for PDSCH & choose transmitting filter

l

Setting parameters and variables in matlab environment

l

realization of PDCCH, PBCH,PDSCH,PSS,SSS,RS

l

Mapping & IFFT

l

Add normal Cyclic prefix & outfiltering

At the beginning of the procedure the bandwidth is chosen among the set of BWs already
presented, then the modulation format is chosen for the PDSCH channel.

At this point the physical channel and signal have to be realized using some matlab function

created ad hoc, following the LTE standard.

PHYSICAL CHANNEL
[dataMod_PDSCH]=PDSCH(numBit,Nc,nRNTI,N-symb,n-slot,N-1D-cell,bit-for-
symbol,Selecting-Modulation)

[dataMod-PDCH-simb-0, dataMod-PDCH-simb-1, dataMod-PDCH-simb-2, dataMod-
PDCH-simb-3]=PBCH(N-ID-cell,Nc);
[dataMod-PDCCH]=PDCCH(N-rb,R-sc,n-slot,N-1D-cell,Nc)

PHYSICAL SIGNAL

[PSS]=Primary-Synchronization-Signal(Nid-2)

[SSS-sub-0, SSS-sub-5]=Secondary-Synchronization-Signal(Nid-1,Nid-2)
[RS]=Reference-Signal(N-rb,N-ID-cell,Nc)
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At this point it’s necessary to map those signals into a time/frequency grid as follow:

LTE - Mapping to resource elements

[ Resource_Grid] =

Mapping(Selecting_Channel_bandwidth,N_symb,n_slot,dataMod_PDSCH,da
taMod_PDCCH,PSS,SSS_sub_0,SSS_sub_5,dataMod_PBCH_simb_0,dataMod_
PBCH_simb_1,dataMod_PBCH_simb_2,dataMod_PBCH_simb_3,RS );

The mapping function will allocate all the signals just seen in the following order, as the LTE

standard requires:

DC subcarrier

[RARRARE AR RN AN RN AN NN A NARRARARARARRARRARARANAD

NN RN NN RN E NN NN NN NA NN NANNENANRNAN|

Subframe 0 Subframe 1

[] PDSCH [ rs

Subframes
{2,3,4}

similarto

Subframe 1

[[] pDCccH

DC subcarrier_

Subframe 5

M sss

Subframe 6

W rss

Figure 50: resource grid of LTE standard. [15]

Subframes
{6,7,8,9}

similarto

Subframe 1

I rBCH

Subframe 9

At this point, to complete the transmitting sequence, it’s necessary to realize an IFFT and then

the cyclic prefix is added. Then a filtering operation is realized on the transmitting sequence.
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LTE - Inverse fast Fourier transform and Normal cyclic prefix
[ LTE_Signal_Frequency, LTE_Signal_Time,LTE_Signal_Time_Serial,
LTE_Signal_Time_Serial_CP, LTE_Signal_Frequency_Serial_CP ] =IFFT_CP(
nFFTSize, N_symb, n_slot, Resource_Grid, f, dt, CP_1, CP_remaining,
Occupied_Sub_carriers );

Filtraggio
[ LTE_Signal_Time_Serial CP ] =
Filter_TX(Selecting_Channel_bandwidth,LTE_Signal_Time_Serial_CP,Filtro_
TX,fmax,CP_1,CP_remaining,nFFTSize,N_symb,n_slot );
At this point a frame of 10 ms is generated, coherently with the standard requirements. Two
exact replicas of the frame are then concatenated to obtain three equal frames with random
data inside. The reason of those three replicas is for the synchronization of the frame at

receiver side.

3.3) RECEIVER LTE

The main goal of the receiving part is the evaluation of the EVM of the physical channel and

signal, with particular attention towards the PDSCH.

As already seen in the first chapter the EVM can be expressed using a simple equation and its

graphical representation can be interpreted as follow:

1
Nzgzl €k

EVMpMS = |7
N k=1Ik* + Qk?)
el = U — 1> + (Qk — Q1)
Where:
® ek: average error.
e lk: In-phase transmitted value.

e Qg: In-quadrature transmitted value.

e [}: In-phase received value.

o Q‘;c: In-quadrature received value.
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Figure 51: representation on the complex plane of EVM [15].

The LTE standards has some EVM requirements for the support of the different modulations

of the PDSCH, as can be observed in the following tab:

Modulation scheme for PDSCH Required EVM [%]
QPSK 18.5%
16QAM 13.5%
64QAM 8%
256Q0AM 3.5%

Tab 6: LTE requirements for each modulation format supported by PDSCH.
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As already seen in the transmitter section, we can split the receiver in different blocks as

follow:
Frame received
TX frame l
l Setting parameters and variables
Extraction of physical l
channel and signal Synchronization at symbol and frame level

l

Remove CP + FFT

l

Remove carrier and guard bands

l

Search PSS

l

Extract SSS + channel estimation

|

Extraction of physical channel

EVM
and signal received

l

results
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3.3.1) RECEIVER SOFTWARE

As the transmitter, the functionalities of the receiver can be split in blocks function executed in
sequence. At the beginning, it is necessary to select the file generated by the transmitter,
specifying the bandwidth and modulation of the PDSCH,; at this point the folder, containing the
received file, has to be selected. Some parameters are initialized for the execution of the

functions that will be executed.
At this point the real receiving procedure starts as follow:

e Function for the synchronization on the OFDM symbol:

LTE - Synchronization Symbol
[ pos_init, Rx_Sync_Symb, val_max] = Synchronization_Symbol (Rx, CP_1,
CP_remaining, nFFTSize, Selecting_Channel_bandwidth)
e Synchronization on the subframe: based on the previous synchronization procedure,
it takes two copies of the same frame. This procedure is the reason because we

concatenate three frames in the transmitting sequence.

LTE - Synchronization Subframe
[ Rx_Sync_Subframe] = Synchronization_Subframe (Rx_Sync_Symb, n_slot,
nFFTSize, N_symb, CP_1, CP_remaining)

e Removal of the CP:

LTE - Removing cyclic prefix
[ CP_size] = selezione_cp_size (Selecting Channel bandwidth)

% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % % %
for CP_remove = 1: CP_size
cp_out = CP_1-CP_remove
[ frame] = Removing_CP (Rx_Sync_Subframe, nFFTSize, N_symb,
n_slot, CP_1, CP_remaining, cp_out)

e Realization of FFT:

LTE - Fast Fourier Transform (FFT)
[ RX_post_fft] = FFT (nFFTSize, frame)
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Removal of guard band and carrier:

LTE - Remove Guard Bands and Remove DC
[ RX_Reordered] = Remove_GuardBands_and_DC (RX_post_fft,
Occupied_Sub_carriers, nFFTSize)

Correction of the rotation due to the removal of CP:

LTE - correzione della rotazione del cp_out
[RX_Reordered_1,RX_Reordered_2,f axis_norm | =
Correzione_rotazione_cp_out ( Selecting Channel bandwidth,
RX_Reordered, cp_out, nFFTSize, N_symb, n_slot );
Search of PSS:
LTE - PSS search
[ index_max_PSS_1,index_max_PSS_2,max_PSS_1,max_PSS_2 ] =PSS_search
(PSS,RX_Reordered_1,RX_Reordered_2,n_slot,N_symb,Occupied_Sub_carrie
rs );
Evaluation of PSS correlation:
LTE - evaluation correlation PSS

[ RX_Reordered,index_max_search,flag_error,errori | =
evaluation_correlation_PSS( max_PSS_1, max_PSS_2, index_max_PSS_1,
index_max_PSS_2, Rx_Sync_Symb,RX_Reordered, nFFTSize, CP_1,
CP_remaining, cp_out, N_symb, n_slot, f_axis_norm, Occupied_Sub_carriers,
flag_error,errori );

Search of SSS:

LTE - SSS search
[ RX_Reordered] = SSS_search (RX_Reordered, secondary_prob, SSS_sub_0,
SSS_sub_5, index_max_search)

Channel estimation:

LTE - Stima del Canale
[ Rx_RS,h_interp,Rx_Resource_Grid_equal,h,h_interp_p,Frequecy_interp |
=.ChannelEstimate( RX_Reordered ,RX Reordered, RS, n_slot, N_symb,
N_rb,Selecting Channel bandwidth,tx Reordered_ResourceGrid );

Extraction of physical channel and signal:

LTE - Estrazione dei canali e dei segnali fisici
[ RX_PSS,RX_SSS,RX_RefeSignal, RX_PDCCH,RX_PBCH,RX_PDSCH | =
Extraction_Channels_and_Signals(Selecting Channel bandwidth,Rx_Resou
rce_Grid_equal,Occupied_Sub_carriers,n_slot,N_symb,N_rb };
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Calculation of EVM:

LTE - EVM Error Vector Magnitude
[ind_evm,EVM_max_PDSCH(CP_remove),EVM_rms_PDSCH(CP_remove),EV
M_rms_PDCCH(CP_remove),EVM_rms_PBCH(CP_remove),EVM_rms_SSS(C
P_remove),EVM_rms_PSS(CP_remove),EVM_rms_RS(CP_remove),PSS_tx,SS
S_tx,RS_tx,PDCCH_tx,PBCH_tx,PDSCH_tx | =
EVM_1 ( Selecting_Channel_bandwidth,

Resource_Grid, RX_RefeSignal RX_PSS,RX_SSS,RX_PDCCH,RX_PBCH,RX_PDS
CH,Occupied_Sub_carriers,n_slot,N_symb,N_rb,power_desidered_lin,Averag

e_power_lin );
end

e Visualization:

LTE - Visualizzazione dei canali e segnali ricevuti

visualize RX (RX_RefeSignal, RX PSS, RX_SSS, RX PDCCH, RX PBCH,
RX_PDSCH, RS, PSS, SSSsub 0, SSS_sub5  dataMod_PDCCH,
dataMod_PDSCH, dataMod_PBCH_simb_0, power_desidered_lin,

Average_power_lin, EVM_rms_PDSCH, name);

3.4) MERGING PROGRAMS

In order to use both programs together, some modifications on the code have been implemented.
Basically, at the beginning, the pre-distortion program on Matlab was developed to work with

imported transmitting and receiving signals.

Our goal is to implement the same procedure seen in predistortion analysis, but using the LTE
signal, generated by the LTE simulator program. The idea is to create an LTE frame with
random data, forming a structure of three identical frame concatenated. The LTE frame

sequence generated is loaded from the PC to the Anritsu board.
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The schematic of the link is the following:

Anritsu board

PC
@Iﬁ < ethernet > VSA N —

PIN
receiver

v
|
|
v

PA laser

2 Km 1 T
SSMF COUPLER

1y 50-50 R

Feedback loop Intermediate

" block

Figure 52: schematic of the link implemented.
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TE )|/

Q) ok ‘3 b

generator

Power
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Figure 53: image of the link built used for the measurements.

Once the file is upload to the VNA a signal is generated and transmitted using a VCSEL 850
nm into a coupler 50-50 as analysed in chapter 1.
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The configuration T1 of the coupler is connected to a 2 Km SSMF G-652; then we have the
PIN receiver, the amplifier, and go back to the Anritsu.

At this point, the Anritsu board load the received signal into the matlab environment, and the

received signal is created.

The signal received is pass to the DPD program that realizes his function, as already seen in
chapter two. This cycle is repeated for each iteration of the predistortion program and, in each
iteration, the value of EVM, ACPR, NMSE and spectra are reported to check the evolution of

the predistortion algorithm on the generated LTE sequence.

The one presented is the basic set up but actually, the final goal of this dissertation, is to train
the pre-distorter using a feedback loop, exploiting the T2 configuration of the coupler. This
particular configuration, has never been tested, but it presents some interesting aspects since in
this case, the predistortion loop, can be realized just after the transmitting laser. In fact, a typical
problem of this solution is that the predistortion loop without the coupler, should be realized
with the signal at the output of the 2 km fiber and then carried back to the transmitter, but this
introduces some dB of losses and an extra amplification is required. The advantage of the
coupler is that we can exploit the feedback link just after the laser and this solve the previous

technical complications.

Anyway, the Anritsu board used in the lab, has only one receiving port so, to realize such
application, we first need to train the pre-distorter on the feedback loop and then, use the results
of the predistortion analysis for the direct link and check the reference value of EVM, NMSE,
ACPR.

3.5) TRAINING OF THE ALGORITHM

For the realization of the system the first trials have been carried out using a simpler link, just
composed of a laser and a direct connection to the PIN diode. Then an amplifier has been added
at the end, and other experiment has been carried out. Those simplified test were performed to
get, step by step, to the final link, explained in the previous section.

Since the first test, an aspect that has been highlighted, is the importance of the training the pre-

distorter using the proper coefficients sequences.

In fact, depending on the specific link analysed, the sequence of K and Q coefficients vary in

non a non-predictable way. If the wrong coefficients are chosen, the algorithm stops to work
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because in the estimation of the coefficients, the condition number of the matrix results ill-

conditioned, as already explain in chapter two.

To find out the proper coefficients sequence, a training has been implemented in the matlab
code, in order to check different configurations, to find out the best one. This is the simplest
approach, and is call Exhaustive search, but presents the disadvantage of requiring a lot of time

since all the combinations of coefficients have to be tested.

3.5.1) MOTIVATION

The PA is the most linear components in radio transmitter and consume a lot of power, for this

reason, the efficiency, is one of the most important aspect to deal with.

The problem is that the efficiency is obtained at price of poor linearity, especially for wideband
signals with high PAPR. As already seen, PA not just introduce nonlinearities but also memory

effects, due to electrical and electro-thermal couplings [16].

The principle of DPD is to apply a pre-correction on the signal, so that the cascade of DPD +

RoF link is linear and memoryless, as the ideal case.

An important aspect to underline is that the PA, can be driven toward high efficiency region
without compromise the linearity of the system; this is particularly important because the PA is
the most power consuming device in the chain and the efficiency has a dominant role to reduce

the total power consumption.

To better understand this concept, we consider a graph that put together the linearity and the
efficiency of the PA.

104



Saturation 4

pOwer o =

Poul

dBm

Efficiency

PAE (%)

>

/ PAPR=IBO
-'_'_'_‘_'_,_,--"'-3

— >

/_S; Maximum Pin dBm

" — ower of input
Mean power of P P

. : signal
input signal

Input signal

Figure 54: trade-off between linearity and efficiency [16].

The blue line is the output power, the red line instead, represents the power added efficiency,
both in function of the input power. For reaching high efficiency, is better to operate near
saturation zone, but the signal is subject to nonlinearity and distortion starts. To avoid spectral

distortion, the operation point has to be back-off from the saturation zone.

An interesting aspect of this approach is that a behavioural modelling of the PA just sees it as
a black box, and it works without knowing the RF circuit functionality. As we have already
seen in chapter two, exist a lot of models for this purpose, most of them derived from Volterra
series like MP or GMP.

Another method is represented by the Block-Oriented Nonlinear-system in which the non-

linearity and the memory effects are studied separately, like Hammerstein or Wiener.
All the models considered are linear combination of some basis functions.

Another promising technique is the adoption of neural network for the DPD modelling because
of the ability to learn any arbitrary nonlinear behaviour.
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As already seen, there are 2 estimation approach, ILA and DLA.

ILA DLA
Schematic: Schematic:
Pre—inverse: PD Pre—inverse:yPD
(11) “r(n) ) u(n) r \ z(n) y(n)
o o IE : L [PA
Pt SRR 1
Copying E i Copying Post—inverse
! 20 (L TR | parame ters z(n)
parameters ; s Rl z(n) y(n) :P
5 e 1 |
Parameters c Parameters
o fy ] : P estimation
e€(n) = zp(n) — x(n) estimation
Figure 55: ILA architecture. [12] Figure 56: DLA architecture. [12]

Post-inverse is first identified and used in | In this case the error to minimize is
pre-distorter. The model is linear with | directly the difference between the DPD
respect to their coefficients and this simplify | inputand the PA output normalized by the
the coefficients estimation procedure. In | gain z(n).

matrix form we can express the relation in- | The coefficient cx of the k-th basis

out as follow: function is updated applying stochastic
Zp=Zc gradient algorithm.
In this approach, a model of PA needs to
D) e dgall) uglelw)) - Bgafeln) be identified at the beginning.
. byleln-1) : v By gfaln-1) x=Uc

' T U represents the matrix of basis function.
By(en-N+1)) - -

The algorithm adopted is the least square LS
and the coefficients are evaluated as follow:
[ZHZ|c = zHx
This procedure minimizes the LS cost
function expressed by the following

equation:

N
€= 1zpm) - x()P
n=1
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3.5.2) STRUCTURE OPTIMIZATION ALGORITHM

In this case, the idea is to find the best dimensions for the nonlinearity and memory. We consider
a GMP model, that has a more complex structure compared to MP, but the same concepts hold

also for the simpler case MP.

As already seen in chapter two, the GMP has eight sizing parameters, each one independent
from the others. For a GMP, using the exhaustive search as we do for the MP, it takes a long
time, since, when a new basis function is added, impacts all the other due to the non-

orthogonality and the model coefficients have to be evaluated.

For the MP, considering K and Q as dimension of NL and memory, the total number of
structures to be checked is 2X~L~*; for a GMP considering a set of value from 1 to 10 for each

parameter we have 108 configuration; complexity explodes!
Genetics algorithms (GA) have been applied for the identification of the coefficients in DPD.

Another effective method is the Particle swarm optimization (PSO), it is often also used in MP

sizing.

3.6) IMPACT OF PA GAIN CHOICES

The choice of the reference gain G is between two possible value:

e G1, small signal gain

e (2, peak power gain

In this work the G1 is chosen as gain of the system in the pre-distorting procedure and the value
is extracted during the AM/AM AM/PM procedure (amampm function) that generates the
graphs and also a structure with inside different fields, including the small signal gain.

The concept can be easily seen in the following figure:
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Figure 57: graphical representation of G1 and G2. [16]

The choice of gain is arbitrary, anyway using G1 require an extra calibration step. If we consider
the ILA architecture, as already seen in chapter two, at the first iteration the signal x(n)=u(n)
since the starting coefficients are set as a 1 followed by all zeros. The post inverse block is
calculated and then, the coefficients are applied to the pre-inverse block for the following
iteration. Let consider the AM-AM plot of the generic PA as follows:
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Y

P

InPaak —

0.2

System Normalized Output Amplitude

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
System Input Amplitude

Figure 58: input of PA vs output of PA. [16]
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As can be seen in the figure, because of the NL of the PA in the saturation zone, the PAPR of
the output signal is compressed with respect to the input signal. This means that PAPR,, >
PAPR, so the input signal of the pre-inverse and post-inverse are different. The signal z(n) is

normalized by the gain G and the choose of the gain can influence this step = z(n)=y(n)/G

Considering the average or peak power we can formulate [16]:

AVERAGE POWER: PEAK POWER:
E(P P
E(Py) = LGL) max(Py) = %ﬂ)

3.6.1) LINEARIZATION G1
In the case of the small signal gain, G1 is evaluated using low amplitude input signals and

referring to the average power we can make the following approximation: E(Pu) = E(Pz).

We can see in the figure the AM/AM plots of the DPD, the green curve, and the one of PA, the

blue curve, as follow:
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Figure 59: small signal gain G1 case. [16]

The results of the cascade of DPD and PA is the pink line, we can see that the output signal is

saturated when the input signal amplitude is larger than PpAQutSat-

It is necessary to apply an input back-off (IPBO) in order to limit the dynamic range of the input
signal. In this linearization method, the average power of the input signal is maintained to a
constant value. At each iteration, the signal z(n) has peak power equals to E (Py,) + PAPR,. In
the next iterations, the DPD model is fed with a signal having peak power equals to Py =
E(Py) + PAPRy,. As we already observe, PAPR;, > PAPR,, so the DPD model cannot cover
the whole range of the input signal. In this case an extrapolation of the DPD characteristic
function is required for all the signal that presents power larger than E(P,,) + PAPR, and this

carry to a lowering of the system performance.

In conclusion, if we choose G1, the performance of the first identified DPD is degraded by the

extrapolation procedure. The countermeasure to be taken are:

e Post-inverse model M1 identified without IPBO.
e At the second iteration IPBO is applied on the input signal and the previous model is
applied as DPD, in order to find a new post-inverse model M2.

We can see the two steps in the following figure, on the left the first step, on the right the

second one:
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Figure 60: on the left there is the identification procedure without back-off. [16]

On the right side there is the identification with back-off.
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This concept is present also in our simulation environment on matlab, where a scaling procedure
is applied when the input power level raise above a certain threshold. The mathematic procedure

applied to the signal is the following:

— PA.LimitPD
X=X /max (abs(x))
The scaling procedure improve the linearization performance but reduce the output power too!

3.6.2) LINEARIZATION AT G2

If the peak power gain is chosen, the gain is evaluated in the maximal amplitude of the signals

H P
atinput and output of the PA> Gpeqk = ;3:

The good aspect is that there is no need of IPBO, and u(n) and z(n) share the same peak power.
The negative aspect of this approach is that there is an average power difference between u(n)

and z(n).
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Figure 61: peak power gain G2 case. [16]

It is clear from the graph that the DPD compress the power, almost the same behaviour of the

clipping procedure explained in the previous section.
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3.7) EXPERIMENTAL RESULTS

As already presented in the beginning of this chapter, the experimental work has been realized
as a step-by-step procedure, starting from a directly connected link with no amplifier, just the
transmitter, the fiber, and the receiver; arriving to our final system with the feedback loop for
the predistortion. Not all the experiments were reported because, the major parts of them, were
performed just to better understand how the system works and how to fix some problem in the
code, using simpler configurations. All the tests have been performed adopting a band of 5 MHz
and 16 QAM modulation format.

An important aspect is that all the measure were performed at 700 MHz due to an instable noise
behaviour observed at 800 MHz.

In this section will be reported the results of:

e Intermediate configuration: transmitter + 1 m SSMF fiber + receiver + 22 dB power
amplifier. This link corresponds to a much simpler configuration with respect to the
final system implemented.

e Full link using coupler 50-50: in this case were performed different measures, with
and without clipping, direct and feedback trained.

e Full link using coupler 90-10: the same measure of the previous coupler has been
performed to make a confront between the two couplers.

e Final test: performed on coupler 50-50 feedback trained, using a 256 QAM modulation

format.

3.7.1) INTERMEDIATE LINK

We start from a simple link that can be schematized as follow:

Laser PA ZKL-1R5

PIN receiver

Optowell 1 m SSMF 22.dB

Figure 62: schematic of the intermediate link.
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The Optewell laser is biased at 4,2 mA, while as amplifier we have used a ZKL-1R5 minicircuit,
used in a working point near to the 1 dB saturation in order to trigger the non-linearity, since
the LTE signal generated has a PAPR around 10 dB. The receiver is plugged to the voltage
generator at the operating point of 12 V.

This initial procedure has been realized using a different configuration with respect to the other
tests. In fact, in this case we adopt K from 0 to 10 and Q from 0 to 5. It is not the usual

configuration in which K and Q are limited to lower value like 3 or 4.

Another peculiar aspect is the number of iterations, set to 10 in this case. The reason of this
number is because we want to observe a stable behaviour after the first 3 or 4 iterations, to
check the stability of the system. The measures were performed transmitting the LTE signal at
7 dBm and the results collected are:

e Starting AM/AM AM/PM:
INITIAL AM/AM AM/PM

0.4 T T

- AM/AM
- AM/PM
© Saturation RoF link

| | | | | | -
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 04 045
|PAIn|

Figure 63: starting AM/AM AM/PM graph.
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e Final AM/AM AM/PM:

AM-AM-PM iter n10
T T
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Figure 64: final AM/AM AM/PM graph after the linearization procedure.

e Pre-distorter/ post-distorter characteristic:
AM-AM-PM iter n10
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Figure 65: AM/AM AM/PM graph of the post-distorter and pre-distorter.
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e NMSE progression:
NMSE progression

—NMSE

3 4 2 6 7 8 9
N. iterations

Figure 66: NMSE progression during the iterations.

The reason of the initial peak is due to the fact that, at the first iteration the coefficients of the
model are set to 1 + all zeros, so no predistortion is applied. As we have already seen the NMSE
is evaluated between the signal x, output of the pre-distorter, and the signal Zp, output of the

post-distorter. The problem is at the second iteration, when we calculate the NMSE inside the
code using the x of the previous iteration, where no predistortion is applied so is still u=x, while
the zj has changed because now the coefficients have been evaluated by the gmpidentifier and

the new signal is estimated by the gmp function. In the next iterations the system enters in a
regime state and the NMSE improve up to almost -45 dB.

e EVM progression:
EVM progression

1.5

EVM value

05 1 | | | | | | | |
1 2 3 4 :5) 6 7 8 9 10 11
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Figure 67: EVM progression during the iterations.
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3.7.2) FINAL LINK COUPLER 50-50
This configuration represents the final goal of the whole dissertation and different measure were
performed to check the behaviour of the system in different working situations. We have two

kind of measures:

e Direct: the DPD procedure is applied directly at the end of the link with no feedback
loop implemented. We can see the practical implementation in the following figure:

PC Anritsu board

H:| E ethernet VSA VSG

PIN
g —— PA laser

receiver

Direct via 2 Km

SSMF 1 COUPLER T
50-50

R

Figure 68: experimental set up for the direct via measures.

o Feedback: the DPD procedure is applied to the T2 output of the coupler, plugged to the
Anritsu board, that has previously said, has only one receiving port. Once the DPD is
applied to the feedback path, we have connected to the receiving port the direct link that
is pre-distorter, according to the coefficients evaluated on the feedback path, and we

analyse the performance.

116



PC Anritsu board

| E ethernet VSA VSG

PIN
— . PA laser

receiver

1 COUPLER T

Feedback via 50-50
[ 2 R

Figure 69: experimental set up used for feedback via measures.

To analyse the differences between the direct trained and the feedback trained, we perform both
the measurements set. Furthermore, an evaluation with and without scaling is performed to
better understand the importance of this procedure, and how impact the performance of the

system. The link can be schematized as follow:

All the test performed in this section were using K=1 and Q=3. It may seem a strange
configuration, but we find out using the exhaustive search algorithm, as presented in the
previous sections. An initial set of measures regarding the EVM has been realized in order to

find the classical behaviour of the EVM in function of the input power.
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The result is a curve with ‘U’ shape as follow:

EVM

)]

EVM PDSCH (%)
w H

1 | | | |
-30 -25 -20 -15 -10 -5

Input Power (dBm)

Figure 70: EVM value for the different input power levels from -30 to -5 dBm.

The reason of this behaviour is that in the first part of the graph, where the power is low, the
system is dominated by the noise; instead in the right part, where the power increase, the

nonlinearity stats to become dominant, increasing the EVM.

At this point, we have considered the deep of the curve, corresponding to an input power of -
13 dBm, and from this point we have evaluated the direct and feedback trained mode, with and

without clipping, from -13dBm to 5 dBm.

The four curves extracted during the measurements will be put onto the previous graph in order

to check the improvement of each configuration.
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Figure 71: results achieved in term of EVM for the 4 configurations tested.
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Figure 72: Zoom on the analysed region.

Here in this final graph, we can see together the four different configurations. As we have
already seen, the scaling improves the performance of the system in a significative way as the
graph suggests. The direct training in general is better, since the procedure is applied directly
but actually, if the system is developed properly, it does not make a big difference and the

feedback can be exploited almost in the same way.

In the same way we have also checked how the ACPR change with and without the scaling

procedure.
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The first results presented is the case with scaling:
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Figure 73: ACPR improvement with scaling.

Then the same kind of measure has been repeated for the case without clipping, to check the

difference between the two cases.
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Figure 74: ACPR improvement no scaling.

From this analysis we can conclude that both direct and feedback with and without clipping,
improve the basic performance in term of EVM. The clipped solution carries to the best results
both in term of EVM and ACPR. The solution without clipping produce is an intermediate
result for both the EVM and ACPR.
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3.7.3) FINAL LINK COUPLER 90-10
The same analysis that has been realized for the coupler 50-50 is repeated for the 90-10

coupler. We first extract the behaviour of EVM for the basic link:

EVM

(8] (o))

EVM PDSCH (%)
N

1 ! ! ! !
-30 -25 -20 -15 -10 -5

Input Power (dBm)

Figure 75: EVM value for the different input power levels from -30 to -5 dBm.

This time the behaviour of the EVM is less stable than in the case of coupler 50-50, anyway
after -11 dBm of input power the line follows the classical ‘U’ shape.

Starting from -11 dBm, we have repeated the same set of measure as before, direct and

feedback, with and without clipping.
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Figure 76: results achieved in term of EVM for the 4 configurations tested.

121



EVM PDSCH (%)
S

w

o

EVM
I

——EVM

—feedback no scaling

—direct no scaling
feedback scaling
—direct scaling

-9 -8 -7 -6 -5
Input Power (dBm)

Figure 77: Zoom on the analysed region.

Then we proceed with the ACPR confront with scaling:
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Figure 78: ACPR improvement with scaling.
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and without scaling:
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Figure 79: ACPR improvement no scaling.

The conclusions are the same as before, in fact the results of scaling are better both in term of

EVM and ACPR with respect to the case with no scaling.

The system can work even with the coupler 90-10, even if the behaviour is not as stable as the

coupler 50-50.

Both the experiment carried with different couplers confirm that, the system can work in direct
way, so applying the predistortion algorithm on the direct data stream, but the performance,
maintain almost the same even in the case where the training is executed on the feedback (T2
configuration of coupler) and then use the results of the predistortion analysis on the direct link.
This is an important result, because it confirms that the predistortion can be applied directly at

the transmitting laser using just a commercial coupler, with no complex retroaction link.

3.7.4) TEST 256 QAM IN DIRECT PATH
The final experiment was realized in three sets of measurements for -8, -7 and — 5 dBm in order
to check if the algorithm just provided can be exploited with higher modulation format. We

present the two extremes case for -8 dBm and -5dBm.

If we consider for instance the case with -8 dBm input power, and check how the EVM and the

constellation improve iteration by iteration we get the following results:
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Now if the — 5 dBm case is considered, in which the nonlinearities are obviously more than

before, the algorithm has more correction to implement. Since the level of distortion increase,

we expect to start with a constellation very chaotic that iteration by iteration get closer and

closer to the constellation observed in the -8 dBm case in which all the points can be associated

with their respective symbol.

In this case the pre-distorter has to correct a lot of error, let’s see how the performance improve:
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We can see that iteration by iteration the constellation and EVM improve in a considerable way.

This result confirm that the procedure just presented can work even with the higher modulation

format, so can support LTE in each of his modulation without worsening the performance.
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CONCLUSION:

This dissertation has the scope to propose a new technical solution to exploit 850 nm optical
system. The first part of the study has focused his attention to the propagations aspect to deal
with in systems that exploit VCSEL single mode operating at 850 nm and the single mode fiber
SSMF.

As we have seen the main problem to face is the bimodal propagation that takes place inside
SSMF when excited with signal operating at 850 nm. This is given by the fact that actually, the
SSMF is single mode with signal at 1550 nm, but in case of system working at 850 nm we have
the presence of LPO1 and LP11 modes. The presence of two modes causes detrimental effects
due to intermodal dispersion and modal noise, and a countermeasure has to be found. There
exists already some technical solution to this problem, like inserting a small portion of truly
single mode fiber SMF 5 um between the transmitting VCSEL and the SSMF patch.

In this dissertation we have worked into another direction, exploiting commercial coupler
designed to operate at 1550 nm as mode filter. A deep study has been performed adopting this
kind of optical device, in order to understand if can work properly as mode filtering devices.
The adoption of the commercial coupler, not only is interesting from a filtering point of view,
but also allow to create a system integrable with already existing infrastructure operating at

1550 nm, as we can see in the following figure:

/" LTE Generator Signal Analyzer

8 === |/

850nm 2Km SSMF 850nm
VCSELTX

1550nm

1550nm

DFB TX PIN-RX —
LTE Generator Signal Analyzer
53 I R e o
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Figure 80: Experimental setup for the characterization of the multi-service WDM 850nm/1550 nm RoF

system.[4]
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There is more, in fact, using commercial 1550 nm coupler, allows also to exploit the output of
coupler unused as feedback loop for DPD algorithm in order to improve the EVM performance.

This last aspect is particularly important for the second part of the work realized.

In fact, the second chapter of the work is focus on exploiting the feedback loop using DPD
algorithm to improve the EVM, ACPR and NMSE.

The digital predistortion analysis is based on the memory polynomial and can be extend to the
generalized memory polynomial. More in specific, we have exploited the ILA structure, using
in the pre-distorter and post-distorter the MP in order to characterize the non-linearities and
memory effects of the entire RoF link, and enhance the linearization performance. A theoretical
analysis of the ILA and the MP model has been performed and then we focus our attention on
the Matlab program that applies those concepts for LTE signals.

In the third part of the work, we focus our attention on the realization of such system working
with random LTE frame generated by another matlab program. A merging of those two
programs has been realized to do that. The idea is to generate an LTE signal carrying random
data generated by the program, then this signal is applied as direct modulation on a VCSEL
single mode operating at 850 nm over SSMF employing the coupler as mode filter and for the
feedback loop. Then the signal is received by a photodiode and then pass through an optical
amplifier. At this point the signal goas back to the Anritsu board at the receiving port, and the
data are passed to the PC. The data are then imported in matlab, that applies the DPD algorithm
and evaluate the model coefficients. Then a new sequence of data is generated using the

coefficients evaluated in the previous iteration and all the procedure restarts.

The results in term of EVM and ACPR are then put in confront with the different configurations
tested, showing a very good improvement of the performances. This work has shown the
potential of this kind of systems and opens the door to new study and applicative scenarios of
the digital predistortion in RoF systems.

One of the critical aspects to deal with, is the sizing of the MP or GMP, where the problem is
even harder. An improvement to this work could be the realization of program, able to find the
correct coefficients configuration, to find the best trade-off between complexity and accuracy.
The procedure to find the best settings of the model can be realized with neural network or

different kind of new algorithms like Hill-Climbing Heuristic and many others.
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In conclusion this work presents different innovations like the use of the commercial 1550 nm
coupler and the feedback loop for DPD algorithm, showing very interesting results, and
definitely opens the door to new technical solution for the realization of low-cost, low-power
consumption RoF system for medium and short connections, like the one present the MFH of

the mobile networks or for DAS.
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