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Abstract

A network approach to the modelling and the analysis of functional and structural Mag-
netic Resonance (MR) images is an increasingly popular technique, because of the solidity
of the mathematical theory at its basis, the graph theory, which allows to explore a wide
range of network properties. For this work, both Functional Connectivity (FC) and
Structural Covariance (SC) networks were constructed.

The cohort of participants to this study was composed of 27 subjects affected by the
Borderline Personality Disorder (BPD), a mental disorder causing behavioral and emo-
tional dysregulation, and a matching group of 28 healthy controls.

Brain networks were analyzed using the methods provided by graph theory, both at global
and nodal level, by exploring their topological and organizational properties mainly in
terms of centrality, efficiency in information transfer and modularity. The outcomes ob-
tained from such measures, in patients and controls separately, were compared in order
to find statistically significant differences between the two groups, that may be char-
acteristic of the disease. Additionally, the outcomes of the topological quantities were
correlated with a series of clinical scores, evaluating the neuro-psychological condition of
the subjects.

The results show significant differences between patients and controls mostly in the FC
networks and especially located in the limbic system of the brain, which indeed has a
fundamental role in emotion regulation. Node-specific variations tend to involve the
amygdala, the caudal anterior cingulate cortex, the entorhinal cortex and the temporal
pole. Such evident results were not retrieved from the SC networks, though they still
supported a greater variability within the limbic system.

Therefore, the analysis of brain graphs allowed to achieve the detection of topological
alterations in a young psychiatric population, which would be interesting to monitor in
time.
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Introduction

Magnetic Resonance Imaging (MRI) is nowadays an acknowledged, solid and reliable
imaging technique, which aims at investigating the properties and the characteristics of
the brain, both from a structural and a functional point of view. In the latter case,
we talk about functional Magnetic Resonance Imaging (fMRI), which can provide an
indirect measure of the temporal evolution of the activity of the brain. This field of
research has further developed when it was found that the activity measured by fMRI is
not only present during a stimulation of specific brain areas, but also when the individual
is at rest: the functional MRI under such conditions has acquired a specific name, i.e.
resting-state fMRI (rs-fMRI).

Both stimuli-based and rs-fMRI have gained, in years, growing popularity in exploring
the features of the brain, in particular in subjects affected by neuro-psychological or
psychiatric diseases, as they are expected to show alterations in this sense.

Several methods have been developed to analyze the fMRI data: translating the 4D
images into networks, whose nodes represent brain regions and whose links describe the
connectivity relating these nodes, besides being an intuitive solution for modelling the
brain, is one of the most popular approaches to this issue. The reason is that it can
rely on the findings of a solid and widely developed mathematical theory, i.e. the graph
theory.

In particular, this work uses both functional and structural images to retrieve Functional
Connectivity (FC) and Structural Covariance (SC) networks, respectively. The topolog-
ical and organizational characteristics of such networks are then explored by exploiting
the methods provided by the graph theory.

The Borderline Personality Disorder is a mental disorder characterized by a general insta-
bility in the context of emotion regulation, which translates into complex interpersonal
relationships, an unstable sense of self, volatile emotions and impulsive behaviors, which
are frequently related to intense anger and self-harm episodes. Since the limbic system
has a fundamental role within the brain in behavior and emotion regulation, consider-
ing the symptoms just described, it can be expected that such system presents relevant
alterations from a functional and/or a structural point of view in individuals affected by
this disease with respect to healthy subjects. Therefore, it is of interest to investigate the
properties of the brain of individuals suffering from this mental disorder and to compare
them with the ones of a matching group of healthy controls, looking for differences that
may characterize the disease. Using a network approach to analyze the graphs derived
from functional and structural MR images, as it is done in this work, is indeed a viable
method to achieve this.



Besides the present introduction, this thesis is divided into seven chapters. The first two
consist of a brief recall of the principles at the basis of the techniques used for this study,
i.e. the fMRI and the graph theory, respectively; the third chapter describes the general
characteristics of the borderline personality disorder; in chapter 4, the data available for
the analysis, including a description of the cohort of subjects, and the methods used to
perform it are explained; chapter 5 reports all the results obtained from the analysis,
which are then discussed in chapter 6; finally, chapter 7 collects the conclusions that
were retrieved from this study, the limitations that influenced it and the possible future
developments.



Chapter 1

The basics of f{MRI

Functional Magnetic Resonance Imaging (fMRI) is a branch of MRI which studies the
activity of the brain, rather than its structure. This task can be achieved by perform-
ing an indirect measure of the neuronal activation, since the latter is associated to an
hemodynamic response, which consist of an increase of the blood flow, volume and oxy-
genation in correspondence of the area that was activated. The combination of such
effects gives rise to the Blood Oxygenation Level Dependent (BOLD) signal, which is
responsible of the changes in the transverse relaxation of the MR signal, at the basis of
the fMRI measurements.

Nowadays, the fMRI acquisitions are distinguished into two macro-categories: task-based
and resting-state (rs). The first consist of measuring the activity of the brain while a cer-
tain task involving sensory-motor or cognitive processes are administered to the subject:
in this case it is evident that the activation of certain dedicated areas in particular would
be observed. Nevertheless, it was first found by Biswal et al. in 1995 [1] that the brain
activity is still present even when the subject is at rest, i.e. lying down without doing or
thinking about anything specific (thus the term ’resting-state’). It was later verified by
further studies that the activity of the brain in such conditions was indeed organized in
specific structures and networks, which made this topic particularly interesting.

For deepening the topics of Nuclear Magnetic Resonance (NMR), MRI and fMRI, refer
for example to [2], [3], [4] and [5].

1.1 The BOLD signal

Physiological origin

The neuronal activity, which basically consists of information transfer within the brain,
requires energy to be performed: the latter is provided by adenosine triphosphate (ATP),
a molecule which carry out this function for almost every biological process in the human
body. The production of ATP can be achieved through the aerobic glycolysis, a metabolic
process that converts the glucose into pyruvate in the presence of oxygen, releasing
two molecules of ATP and nicotinamide adenine dinucleotide (NADH). The metabolic
pathway is followed by the pyruvate decarboxylation and the Krebs cycle, whose products
are used in the oxidative phosphorylation to produce additional ATP, for a total of 36
molecules in the entire process. Nonetheless, the brain does not store neither glucose
nor oxygen supplies, which are therefore provided to neurons through blood: the first
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Figure 1.1: Representation of the BOLD signal percentage variation in presence of a
stimulus. Image from [6].

stimulus

is carried by plasma, while the second by red cells. As a consequence, when a specific
region requires energy and ATP, the cerebral blood flow in correspondence of that area
increases and, together with that, a higher cerebral metabolic rate of Os, used for the
glycolysis, and an increment in cerebral blood volume occur. The combination of such
elements gives rise to the BOLD signal, whose percentage variation in presence of a
stimulus is sketched in Fig. 1.1. Note that the percentage variation is quite small, even
at its maximum (~5%): obtaining a good contrast in functional images is indeed a task
of fMRI.

Relevance for MRI

As mentioned, the oxygen is transported by the red blood cells, and in particular by
the hemoglobin (Hb), a protein composed by four subunits, each made of a polypeptide
structure bound to an heme group, which consist of a Fe?* ion that can bound molecular
oxygen, Oy: if it does, the hemoglobin is also called oxyhemoglobin (HbOs) and it is
diamagnetic, if it does not it is also called deoxyhemoglobin and it is paramagnetic.
When such materials are immersed into a magnetic field, in a diamagnetic one, a magnetic
moment is induced in atoms, causing small distortions of the field; in a paramagnetic one,
instead, atoms already have a net magnetic moment, thus more distortion of the external
field emerge in this case. Because of the high field dishomogeneities that are generated,
the transverse relaxation time T3, which is the characteristic time of the decay of the
transverse magnetization in Nuclear Magnetic Resonance (NMR), becomes shorter and
the signal decreases faster: thanks to this, the different ratio of oxy/deoxyhemoglobin in
brain regions that are active allows to build a contrast within the images. In particular, in
active conditions the oxygen request increases and so does the ratio of HbO, in blood: as
a consequence the MR signal presents a slower decay, and is therefore higher, with respect
to the rest condition, where the ratio of Hb is higher, causing larger dishomogeneities
and faster decay. Fig. 1.2 describes this situation.

10
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Figure 1.2: In active conditions, the ratio of HbOy in blood increases and, as a conse-
quence, the MR signal decays more slowly.

1.2 fMRI acquisition

The fMRI acquisition sequence needs to be fast, since the hemodynamic response changes
in the order of seconds. Therefore, the most common choice for this task is the Gradient
Echo (GE) Echo Planar Imaging (EPI), as it is a fast Tj-weighted method that can

acquire whole brain data in few seconds.

The GE-EPI sequence

A GE sequence consist of a manipulation of the Free Induction Decay (FID) signal, which
is the basic signal generated by the relaxation of the transverse magnetization after a
perturbation, and is described by a characteristic time of decay T35. The first step is to
apply a radio-frequency (RF) pulse to tilt the magnetization from the equilibrium, i.e.
aligned to the external magnetic field. Then, a dephasing gradient field is applied on a
slice of the brain, selected by another specific gradient, in order to cause a linear change
in the magnetic field and consequently alter the resonant frequencies across the selection.
As a result the dephasing, and thus the decay of the signal, is accelerated. A rephasing
gradient is then applied with the same strength but opposite polarity with respect to
the dephasing gradient, in order to recover the phase dissipation previously generated:
this causes the echo phenomenon. One advantage of the GE sequence is that it allows to
achieve the echo in short times, therefore allowing to set the Echo Time (TE), i.e. the
time needed to reach an echo starting from the RF pulse, at small values. The shorter
TE allows also to use shorter repetition times (TR), i.e. the time that must pass before
repeating the RF pulse: this increases the T weighting and, more importantly, allows
to repeat the pulse sequence more quickly and shorten the acquisition time.

11



1.2. fMRI acquisition The basics of fMRI

A diagram of this sequence can be seen in Fig. 1.3.
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Figure 1.3: Temporal diagram of the GE sequence. The echo can be achieved within a
short TE.

The EPI sequence utilizes rapidly switching gradients to acquire the entire k-space, i.e.
the space where MR images are generated, within one gradient echo. To achieve this,
multiple gradient echoes are formed within the original one. By using varying gradient
strengths, we obtain successive phase encoding steps and thus cover the full k-space
matrix within that gradient echo. Alternating the frequency-encoding gradient lets us
move back and forth across the frequency-encoding direction with each phase encoding
step, and the alternation is what creates the gradient echoes.

The diagram of the GE-EPI sequence is reported in Fig. 1.4. The main advantages
of the GE-EPI sequence are that it is sensible to magnetic susceptibility variations and
it is a very fast acquisition method. As a trade-off, the resulting images will have low
contrast and Signal to Noise Ratio (SNR), so that distortions may be generated.
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Figure 1.4: Temporal diagram of the GE-EPI sequence and the corresponding imaging
procedure in the k-space. The alternation of the frequency-encoding gradient allows to
cover the entire k-space within one GE sequence. Image from [7].

Note that in fMRI we are not interested in the acquisition of one single brain volume,
but rather in a series, in order to obtain the evolution of the BOLD signal in time. This
implies that, for each subject, we may want to image a sequence of N volumes, so that
the total acquisition time is TRxN and TR, which in this case is the repetition time

12
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needed for the acquisition of one full volume, represents the temporal resolution of this
technique.

Additional aspects of the acquisition

A last important aspect of the rs-fMRI acquisition is the instruction of the subjects,
who should lie still with their eyes closed, trying not to think about anything specific
and without sleeping: this is crucial to minimize the sensory or cognitive inputs that
they may receive. It is also important that they minimize the body movement during
the acquisition, which is one the main sources of artifacts in such images, together with
the physiological noises of the cardiac and respiratory cycles. The temporal evolution
of the BOLD signal of the activated areas at resting state is typically characterized by
fluctuations in the 0.01-0.1 Hz range.

1.3 Analysis of rs-fMR images

After a standardized pre-processing procedure, which is described in section 4.3.1, the
rs-fMR images can be analyzed and investigated with various methods, developed in the
past years. In this section the most common ones are briefly described; for a full and
exhaustive review of such techniques, refer to [8].

Seed-based functional connectivity

In seed-based functional connectivity analysis, the activity of an a-priori selected Region
Of Interest (ROI), or “seed region”, is correlated to the activity in all the other voxels or
predefined regions in the brain. In particular, the activity is quantified as the temporal
evolution of the BOLD signal, which, in the following, will also be referred to simply
as "time series”. How ROIs can be defined, how time series can be extracted and how
the correlation can be quantified will be deepened in chapter 2, as these elements are in
common with the network approach, which was used for this study.

Even though the statistics and the results of such technique are quite straightforward,
a major drawback is that it requires an a-priori selection of the seed region. As a
consequence, this kind of approach is mostly used to study the properties of regions
that are already acknowledged to be altered in the subjects or that belong to one of the
typical networks of activation observed in the human brain, such as the Default Mode
Network (DMN).

Independent Component Analysis

Supposing that the brain is organized into a number of functionally discrete networks,
Independent Component Analysis (ICA) is a technique that aims to separate the brain
functional patterns into distinct components with minimal a-priori assumptions. In
particular, the hypothesis of ICA is that fMRI data consist of a mix of independent signals
from a number of spatially distributed sources, and decomposes the data into several such
independent components, in order to obtain a maximally independent decomposition.
In the case that a set of subjects, and not a single individual, is under study, a variation
of this technique is the group-ICA, which tries to perform a unique decomposition across
the entire set of participants, rather than for each one separately. Various methods can
be used to achieve this task properly.

The main advantage of this technique is that it is data-driven and thus it does not

13
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require a prior selection of ROIs; nonetheless, it is necessary to require a specific number
of components to identify, which can only be an empirical choice. Moreover, also the
selection of the meaningful components among the ones automatically identified by ICA,
especially to distinguish signal from noise, remains a problem, as a manual identification
is suggested.

Clustering

The operation of clustering consist in partitioning the data into a subset of groups,
called clusters, so that the ones within a cluster are more similar to each other than
they are to those assigned to other clusters. Applied to fMRI, this technique consist of
partitioning the brain into subsets of voxels or regions that are functionally connected
with one other, or that exhibit similar patterns of functional connectivity with the rest
of the brain. Several different methods can be used in this sense.

As ICA, also clustering is data-driven and it also presents a similar issue: in most cases,
the user must establish the number of clusters to find within the data, which is an
arbitrary choice.

Pattern classification

Multi-Variate Pattern Analysis (MVPA) takes into account multi-voxel patterns of brain
activity or connectivity, to be assigned to separate classes with pattern classification al-
gorithms (such as neural networks or support vector machines), basing on automatically
or manually chosen features of the data. The classification is then performed by the
algorithm through a training subset of the data, where the classifier can learn the rela-
tionship between the features and the classes; a testing data set is then used to verify
the performances of the technique. As a disadvantage, this method is very sensible to
the choice of the features for the classifier.

Graph theory

The application of graph theory to fMRI is based on the idea that ROIs, or even single
voxels, can be seen as nodes connected to each other through a set of links, which can
be defined in different ways, basing on a specific definition of connectivity between the
ROIs.

The greatest advantage of this approach, beside the intuitiveness of viewing the brain
as a set of nodes connected to each other, is that it allows to exploit the solid findings
of graph theory to investigate intrinsic properties of the functional connectivity of the
brain. The most relevant issue, nonetheless, is the need to arbitrarily define the nodes
and the links within the network.

This approach is more deeply explored in chapter 2, as it is the one used in this work.

Local methods

Local methods consist of approaches that address the local activity of a voxel: the
most relevant examples are the amplitude of low frequency fluctuations (ALFF), which
calculates the voxelwise magnitude of specific frequency bands in the frequency domain,
and regional homogeneity (ReHo), which is computed only from the direct neighborhood
of single voxels.

These are both easily implemented, straightforward techniques which can be used to
characterize spontaneous local brain activity of the voxels.

14



Chapter 2

Graph theory in fMRI

A graph consists of a set of nodes connected by edges (links): the nodes represent
physical or topological objects of interest and the edges identify connections that exist
among them, which can be defined in multiple ways, not only from a conceptual point
of view (meaning which kind of connection we look for), but also mathematically. A
network, in fact, can be weighted or unweighted, whether we decide to assign a weight to
a link or we are simply interested in its existence, and it can be directed or undirected,
whether the relation occurs only in one sense or not.

Applying this concept to the brain, the aim is to construct a model of the latter that
can represent the structural or functional links between ROIs. Various types of brain
networks can be built: here we focus on the ones of interest for fMRI, but the concepts
can be generalized also to the other cases.

For a complete overview of brain networks definition and analysis, refer to [9], [10], [11],
[12] and [13].

2.1 Definition of nodes

The choice of how to define nodes for brain networks is the first fundamental step to take
in their construction, and several different approaches have been developed in years.

Dimension of nodes

In cellular systems the most intuitive approach is to define nodes as neurons, connected
by synapses as links, since they tend to have simple nervous systems. Such technique
would clearly not be viable for a human brain, where there are billions of neurons, not
only because of the computational difficulty of dealing with such numbers, but also
because the GE-EPI sequences do not allow such high spatial resolutions. For similar
reasons, also considering each voxel of the images as a separate node is a method not
typically used: even though they indeed carry physiological information, since they are
associated to the time series of the BOLD signal, they would be too numerous to perform
an efficient study. Moreover, other aspects should be considered, such as the fact that
the interpretation of their role in the network is not straightforward, since they are not
associated to a specific role within the brain.

For these reasons, the most common approach is to group voxels into larger nodes,
basing on a certain criterion: in particular, the two main options are to define them

15



2.2. Definition of edges Graph theory in fMRI

basing on a template of the brain, which already subdivides the latter into a set of
anatomical or functional ROIs, or to drive a parcellation directly from the data, basing
on certain properties. A first advantage of such choices, common to both cases, is
that these definitions are less affected by noise and artifacts since the time series of
each voxel belonging to the node are averaged into a single one, associated to the ROI.
On the other hand, an issue is that each node would have a different size: the values
obtained by averaging across many voxels in larger regions will be less noisy than the
ones estimated by averaging across smaller regions, leading to a bias in favor of stronger
statistical associations between larger areas [14].

Template and data-driven approaches

Choosing a reference template, being it anatomical (such as the FreeSurfer atlas [15] or
the Automated Anatomical Labelling, AAL [16]) or functional (such as the POWER atlas
[17]), has two meaningful advantages: firstly, the nodes are associated to a specific role
within the brain, which is useful in terms of interpretation of the results; secondly, this
choice allows the comparison of outcomes between studies that used the same or similar
templates. Nevertheless, it must also be noted that networks constructed with different
parcellation schemes may lead to significantly different results [18]. In particular, also
the number of nodes can considerably change the outcomes.

Data-driven parcellations can be obtained, for example through a group-ICA of the fMRI
data across the subjects under study, in order to find maximally independent spatial
and temporal components. Approaches of this type are typically found to provide more
consistent and reliable results (see for example [19]), but they do not have the advantages
explained for the template case: they do not allow an inter-study comparisons and
the interpretation of the nodes identified within the brain is not as straightforward,
since voxels that anatomically belong to different structures or are located in different
functional regions may be grouped within the same node.

The considerations just described led to choosing the template approach for this study, in
particular using the FreeSurfer atlas [15], which is one the most common choices among
the various possibilities.

2.2 Definition of edges

Choosing the statistical association

The crucial issue in the definition of edges in fMRI brain networks is the choice of the
statistical association between the nodal time series to use. A first distinction to make is
between functional associations and effective associations: the first measures the extent
to which two processes behave similarly over time; the second measures the extent to
which one process can be predicted or explained by the other. As a consequence, the
association matrix generated by estimating the functional connectivity between each pair
of nodes will be symmetric, whereas the association matrix generated by an effective
connectivity analysis does not need to be. The greatest part of analysis of rs-fMRI with
the network approach studies functional connectivity, which is used also for this study,
thus this section will focus on it.

Functional connectivity matrices
The most common choice for computing functional connectivity is to evaluate the full or
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Graph theory in fMRI 2.3. Properties of brain graphs

the partial Pearson’s correlation among the time series of nodes, but other approaches
are available, such as the wavelet correlation. The first is the most used method for
constructing brain networks, even though it does not distinguish if two parcels are directly
or indirectly connected. To mitigate this issue, the partial correlation is sometimes used,
as it evaluates the correlation between the time series of two nodes after having adjusted
for the time series of all the other ROIs, which nonetheless becomes problematic when
there are not considerably more time points than parcels. For these reasons, in this
work we used the full Pearson’s correlation, even if also a Tikhonov-regularized partial
correlation approach was attempted, and finally discarded, as described in section 4.4.1.

Weight of links

Recalling that functional connectivity matrices are undirected by construction, another
choice to take is between weighted and binarized networks: in the first case, the links
maintain as weight the value of correlation calculated through the method of functional
association chosen; in the second case, the edges having a weight above a certain thresh-
old are set equal to 1, whereas the others are set to 0. In this study, the weighted
networks are chosen, as it is reported in literature that they provide more reliable results
[20], since they retain more topological information than the binarized ones, which, for
this work, were simply built as a check of the main case, as described in section 4.4.1.

Thresholding
A last comment about the definition of edges should be on the density at which a brain
network should be evaluated, which is defined as

€r
NN —1)
2

k= (2.1)

where €, is the number of edges generated by the thresholding at a certain value of T,
N(N—-1) .

and is the maximum number of edges that could exist in a network of N

nodes. When k is maximum, all the links within the network are preserved, but, as it
decreases, those that have progressively lower weights are cut from the graph (set equal
to 0), and only the most solid ones remain. As it is described in [10], the properties of a
network do change as a function of the density: to face this issue, there are two possible
solutions: one is to use an optimization algorithm to find a unique threshold to adopt for
studying the network (for example, by controlling the probability of type I error - false
positives - on multiple hypothesis testing of each element in the association matrix); the
second, which is much more common, and is used also for this work, is to analyze the
networks over a range of densities, instead of a single one. The complex or nonrandom
topology of brain graphs is typically clearest in relatively low-cost networks, i.e., those
with connection densities less than about 0.5.

2.3 Properties of brain graphs

The graph theory gives access to a wide range of possible measures that can be carried
out on brain networks. In this section, the general properties that are exhibited and
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2.3. Properties of brain graphs Graph theory in fMRI

characterize all kinds of brain networks are described, while the specific measures per-
formed for the analysis in this study are listed in section 4.5.

e Degree/strength - degree/strength distribution: brain networks typically show het-

erogeneous degree/strength distributions, such as broad-scale or fat-tailed prob-
ability distributions of the degree/strength of single nodes, indicating the likely
presence of network hubs, i.e. highly connected nodes that have a crucial role
within the graph.
The degree of a node is the number of edges connecting it to the rest of the net-
work; the distribution of degrees over all nodes in the network can be described
as a degree (probability) distribution. The strength is the analogous of the degree
for weighted networks, i.e. it is the sum of the weights of the links that connect a
node to its neighbors.

e Small-worldness: it indicates a balance between network segregation and integra-
tion. It is a combination of high global and local efficiency of information transfer
between nodes, which implies short characteristic path length (the average length
of the path to go from any node to any other) and high clustering coefficient (pro-
portional to the number of triangles of connectivity that a node forms with its
neighbors).

e Modularity: it indicates that the network is likely to be decomposed into smaller
subsystems that maximize their intra-connections, while minimizing the inter-
connections among them.

At last, it is important to underline that the brain network measures should be compared
to the ones of random networks, in order to have a point of reference to judge the non-
randomness of the same metrics measured in the neuroimaging data. Moreover, it is
essential that the random networks to be compared have the same number of nodes and
edges of the brain graph, so that the testing can be reliable.

18



Chapter 3

Borderline Personality Disorder

The aim of this work is to investigate the properties that characterize the brain networks
of a set of subjects affected by the Borderline Personality Disorder (BPD) and compare
them to those of a group of healthy controls (HC), in order to find significant variations
that may discriminate the two different conditions.

Details on the composition of the cohort of participants to the study are reported in
section 4.1, whereas in this chapter the general attributes of the disease are briefly
described.

For extended literature on the characterization of BPD, refer for example to [21], [22]
and [23].

3.1 Clinical characteristics

Diagnosis and symptoms

According to the psychiatric classification system in the fourth edition of the Diagnostic
and Statistical Manual of Mental Disorders (DSM-IV) [24], used also to perform the
diagnosis of the subjects of this study, BPD is characterized by a pattern of instability in
interpersonal relationships, an unstable sense of self, intense and volatile emotions, and
impulsive behaviors, which make the patients difficult to treat. Moreover, BPD subjects
tend to exhibit suicidal and self-injury tendencies, which are some of the most indicative
factors to perform the diagnosis.

Comorbities

BPD is frequently associated with various comorbities, among which mood disorders,
anxiety disorders, and disorders associated with substance misuse [25], because of the
common symptoms that they show. Nevertheless, a criterion of exclusion of the candi-
dates from this study was the presence of such comorbities.

Course of the disease

BPD has a good prognosis with respect to other personality disorders: high rates of
remission were reported in both short-term and long term follow-up studies [26]. In
particular, impulsive symptoms (such as suicide and self-injury efforts) are the least
prevalent and consistent with age and treatment, whereas affective features (anger, anx-
iety, depression) and interpersonal features are the most stable. Nonetheless, note that
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the participants to the study were not under pharmacological treatment before or at the
moment of the neuroimaging acquisition.

Causes

A combination of biological (temperamental in particular) and psycho-social factors, such
as adverse childhood events, are the most probable causes of the development of such
condition [27], even though genetic factors may contribute [28].

Epidemiology

The prevalence, defined as the proportion of a particular population found to be affected
by a medical condition at a specific time, within the general population was found to be
comprised between 1-2% in recent years [23].

Most patients with BPD in clinical settings are females, even though general surveys do
not support a higher prevalence among subjects of this sex: such disproportion, which
is exhibited also by our cohort of participants, might be related to the fact that female
subjects affected by this disease are more inclined to seek for clinical help [22].

Neuroimaging findings

Previous neuroimaging results from PET and fMRI report functional dysfunctions pre-
dominantly within the frontolimbic system in BPD [29]. The regions particularly in-
volved in this sense are the amygdala [30], the anterior cingulate cortex [31] and other
orbitofrontal areas. A recent study of rs-fMRI with a network approach by Xu et al.
[32] report generally increased functional connectivity in BPDs with respect to HCs,
especially among the limbic regions.

Also from a structural point of view, the amygdala shows volumetric aberrations, to-
gether with hippocampus [33], supporting the findings from the functional perspective.
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Chapter 4

Materials and methods

4.1 Subjects

The cohort of subjects participating to the present study was composed by a total of
55 young individuals, among which 27 were affected by BPD and 28 were age- and sex-
matched HCs. The presence of neuro-psychological comorbities and the assumptions of
medical treatments was a criterion of exclusion from the study.

The condition of BPD was diagnosed through a Structured Clinical Diagnostic Interview
for DSM-IV Axis IT (SCID-II) [24], which consists of an interview that provides a cate-
gorical assessment of personality disorder, in accord with the criterion given by DSM-IV.
The BPD patients’ ages range between 18.9 and 30.3 years, with mean 24.1+3.5 years,
whereas those of the controls range between 19.5 and 29.5 years, with mean 24.942.8
years; the subjects are predominantly females: only 6 subjects per group were males.
All the participants to the study were subjected to a psychiatric and neuro-psychological
evaluation based on a set of clinical scales for the assessment of their condition. In this
context, the following five scales were selected for the subsequent analysis:

e the Barratt Impulsiveness Scale-11 (BIS-11, in the following indicated as BIS), to
assess the personality /behavioral construct of impulsiveness [34].

e the Difficulties in Emotion Regulation Scale (DERS), used to identify emotional
regulation issues [35].

e the Anger Rumination Scale (ARS), which measures “the tendency to focus on an-
gry moods, recall past anger episodes, and think over the causes and consequences
of anger episodes” [36].

o the Self-Harm Inventory (SHI), for identifying self-destructive behaviors [37].

the Ruminative Response Scale (RRS), which measures the depressive rumination
38].

Moreover, two additional scores, evaluated for BPD patients only, were considered in
this study:

e the Beck’s Depression Inventory (BDI), for measuring the severity of depression
[39].
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e the Work and Social Adjustment Scale (WSAS), to assess functional impairment
in the social context [40].

All these scales are defined so that the severity of the condition increases with the scores.
Tab. 4.1 summarizes the average demographic and clinical information of the subjects
of this study.

BPD HC
# Females/Males 21/6 22/6
Age (years) 241435  24.9+2.8
BIS 74.6£10.6  52.9£8.8
DERS 121.8+14.0 65.0£17.7
ARS 34.2+7.8 21.6£7.0
SHI 8.1+4.0 0.8+1.3
RRS 63.0£9.0 39.3£12.0
BDI 25.54+8.5 -
WSAS 20.6+9.7 -

Table 4.1: Summary table of the demographic information and clinical scores of BPD
patients and healthy controls.

4.2 MRI acquisition

The resting-state functional MR images were acquired with a 1.5 T GE Signa HDx 15
scanner equipped with an 8-channel head coil, following a standardized MR protocol:
all the subjects were instructed to lie still with their eyes closed without falling asleep,
trying not to think about anything specific, during a 9 min rs-fMRI acquisition. The
sequence used for the acquisition was a Gradient Echo EchoPlanar Imaging (GE-EPI),
which is a fast sequence commonly chosen for rs-fMRI to trade off with the long acqui-
sition times. The repetition time was set to TR = 3 s, so that a total of 180 volumes
were imaged, with spatial resolution equal to 1.875 mm x 1.875 mm X 4 mm. The Echo
time was TE = 40 ms and 34 pure axial slices were acquired for each repetition. For
two subjects, one patient and one control, an inferior number of volumes was acquired
(139 and 146 respectively), because of the excessive movement of the individuals during
some repetitions, which could not be corrected in the pre-processing steps, see section
4.3.1. Since the difference with the standard 180 volumes was acceptable, they were
nonetheless included in the subsequent analysis.

As a result, the rs-fMRI acquisition of one subject is composed by a stack of N whole-
brain volumes, where N is the total number of repetitions. Each voxel in each brain
volume is characterized by a value, which is the intensity of the BOLD signal at that
repetition and the sequence of values of a single voxel for each repetition constitutes
the time series vector, which is the temporal evolution of the BOLD signal during the
acquisition.

The MR protocol also included a 3D high-resolution volumetric T1-weighted structural
brain image (FSPGR, fast spoiled gradient-echo, pure axial slices, TR/TE = 12.3 ms/5.2
ms, FOV = 25.6 cm, nv = 256, 1 mm isotropic). An example of a raw fMR and T1-
weighted images is reported in Fig. 4.1.
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(a) Single slice of a single volume in a raw rs-fMR image.

(b) Single slice of a raw structural T1-weighted image.

Figure 4.1: Example of raw rs-fMR and T1-weighted images of an healthy subject.

4.3 Data pre-processing

The pre-processing of the raw data, both functional and structural, was performed prior
to the thesis work, but the main steps are briefly described here.

4.3.1 fMRI data

The functional MR images were pre-processed in order to remove elements of confusion,
with the instruments of FSL [41], a commonly used software which provides analysis
tools for brain fMRI, MRI and DTI data.

The pipeline of pre-processing started with a quality evaluation by naked eye of the
images, checking for visible artifacts or movements of the patients during the acquisition,
and was followed by six standardized steps, repeated separately for each subject:

o Motion correction: aligns all the volumes of an fMRI acquisition to a reference
volume, typically the central one, to correct for the possible movement of the
patient during the imaging procedure. Movement in resting state images that
exceeded 1 mm of displacement or 2° of rotation in any direction were excluded
from the data. Since all the volumes to be aligned belong to the same individual,
the registration could be linear and was performed with MCFLIRT [42].

e Brain extraction: this is fundamental to isolate the brain, brain stem and cerebel-
lum from the skull, which is useless to the purposes of fMRI (BET tool [43]).

e Spatial smoothing: a Gaussian spatial smoothing allows to make assumptions of
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normality. In this case, an amplitude of 5 mm was chosen, which makes a good
trade off, considering that the slices of the volumes are 4 mm thick.

e [ntensity normalization: brings the intensities to a common scale across subjects.

e Temporal high-pass filter: removes drift effects of the BOLD signal across volumes.
The filter, as it is common for fMRI, was set at 100 sec (0.01 Hz), which is the
longest scale time that we consider to observe meaningful variation.

The spatial smoothing, the intensity normalization and the high pass filtering were
carried out with the FEAT tool [44].

e Physiological noise correction: the respiratory and cardiac cycles can affect the
data, not only because they can likely cause body and head movement, but also
because the frequency of the cardiac cycle in particular is in the range of frequencies
where we expect to observe meaningful data. This operation was accomplished with
the MELODIC tool [45], which performs an ICA of the series of functional brain
volumes of the subject, in order to find an optimal decomposition into different
spatial and temporal components. These components were then manually labeled
by an expert as signal or noise, basing on their spatial, temporal and spectral
properties [46].

The components classified as signal at the end of the sixth pre-processing step consti-
tute the filtered and clean rs-fMR images, from which the mean time series of the brain
regions could be retrieved, as it is explained in subsection 4.4.1. An example of such
images can be seen in Fig. 4.2.

Figure 4.2: Example of a single slice of a single volume of the filtered and clean fMRI of
an healthy subject. With respect to Fig. /.1a, the results after skull and scalp removal
and the spatial smoothing are visible.

4.3.2 Structural MRI data

The raw structural images were pre-processed, segmented and parcellated with FreeSurfer
5.3 [15], in order to subdivide the brain volumes into a set of 82 anatomical cortical and
sub-cortical ROIs, separated between left and right hemisphere and belonging to six
main systems within the brain: the frontal, the parietal, the occipital, the temporal and
the limbic lobes, plus the basal ganglia. Additionally, also the cerebellum cortex and the
brain stem were identified, for a total of 85 anatomical ROIs (the brain stem does not
have a left and right component): each of these will represent a node in the networks.
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The subdivision just described, which can be visualized in Fig. 4.3, was chosen also
basing on the prior hypothesis that the limbic system is specially affected by the disease,
and a parcellation that separates the lobes of the brain would definitely help in verifying
this.

Figure 4.3: FExample of the segmentation and parcellation of the cortical and subcortical
regions performed by Freesurfer in an healthy control.

A complete list of the regions, the abbreviation of their names and the system they belong
to can be seen in Tab. A.1, in the Appendix. Note that the limbic system was actually
extended to include ROIs that, from a functional point of view, have a role in emotion
regulation, even though anatomically they belong to a different lobe. A representation
of the regions assigned to the limbic system can be seen in Fig. 4.4, overlaid on a T1
image. This choice was made in order to achieve a more comprehensive understanding
of the role of the limbic system in BPD, which is of particular interest, as mentioned
above.

Figure /./: Representation of the ROIs belonging to the extended limbic sys-
tem considered for this study.  Referring to the abbreviations in Tab.  A.1:
purple=AMY, white=HIP, green=cAC, blue=ENTH, yellow=insula, pink=iC, shiny
pink=PC, red=MoF, brown=rAC; ACC, LoF and PHG are not visible from this cut
of the brain.

The functional images were also linearly co-registered with the FLIRT tool [47], using
a Boundary Based Registration (BBR) approach, to the corresponding structural image
of the subjects’ brain, in order to obtain a transformation matrix between the EPI
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and the T1 spaces. Additionally, the structural images of each individual were non-
linearly registered to the standard Montreal Neurological Institute (MNI) brain, which
constitutes a common space for group comparisons, with the FNIRT tool [48]. This
last step also allowed to combine the two transformations just described into one that
directly connects the EPI and the standard space.

4.4 Networks construction

4.4.1 Functional networks

Starting from the segmentation and parcellation of the structural brain volumes, a set
of 85 binary masks, one for each ROI, was generated for every subject. The masks were
then transformed from the T1 space, where they were originally defined by FreeSurfer,
to the EPI space, exploiting the transformation matrix T1-EPI described in subsection
4.3.2. This procedure also changed the intensity values of the voxels in the ROI, since
the transformation is not a simple translation, so that the final masks were not binary
anymore. The new intensity value of a voxel in the EPI space was interpreted as the
probability of that voxel to be part of that ROI in the new space. A visual inspection
was also operated to check that the regions were correctly defined and transformed.
Since the ROIs, and not the voxels, correspond to the nodes of the network, a single time
series should be associated to each of them. To achieve this, the time series of each voxel
belonging to the transformed ROI within the functional filtered and clean images were
averaged, using the probabilities associated to the voxels in the EPI space as weights,
through the fslmeants utility of FSL. In this way, 55 180x85 matrices were obtained,
one per subject, where each columns correspond to the mean time series associated to a
specific ROL.

Starting from these matrices, the following analysis was conducted almost entirely on
MATLAB R2019a.

Full networks

For each subject, a "Functional Connectivity’ (FC) network was built: in such graphs, the
presence and the strength of a connection between two nodes is equal to the full Pearson’s
correlation coefficient between the time series associated to those nodes. This operation
was repeated for each possible pair of regions in which the brain was parcellated and, as a
result, 55 85x85 symmetric and weighted FC matrices were obtained. The value of each
element in the matrices, which ranges between -1 and +1, describes how strongly the
time series of the two regions are correlated: we assume that if the temporal evolution
of the BOLD signal of the two different regions is similar, then those two ROIs are
functionally connected to each other. The negative correlation values were set equal to
0, as their neuro-psychological interpretation is debated [49]. These graphs are referred
to as ’full’ in the following, to distinguish them from the other cases explored in this
work and described in this section.

To visualize the FC matrices, refer to Fig. 4.5, where those of BPD patients and HC
were averaged separately. In the image, the nodes are ordered as in Tab. A.1 and the
systems they belong to are indicated below the matrices.

A frequent approach to deal with FC matrices is to binarize them; nevertheless, accord-
ing to recent findings [20], maintaining a weighted network could actually improve the
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Figure 4.5: Average FC matrices, calculated as the Pearson’s correlation of the time se-
ries of each pair of ROlIs, in patients and controls. Fach column and each row correspond
to a node and each element of the matriz tells how correlated the time series of the two
corresponding nodes are.

stability and reliability of the results, since the network would retain more topological
information; therefore it was decided to keep the weighted networks for the analysis.
For each of the 55 FC matrices, a set of 100 more matrices was generated, one for each
density value from 1% to 100%, with a step of 1%. This procedure was conducted be-
cause, even in the case of weighted networks, there is not a unique density at which brain
networks should be evaluated [10], so that the standard strategy is to evaluate their prop-
erties on a full set of densities, and then establish a smaller range where the measures ap-
pear to be significant. The operation was completed with the ’threshold proportional’
function of the Brain Connectivity Toolbox (BCT) [50], which sets to 0 the links with
lowest weights in the network, until the latter reaches the preset density. The reason
to set to 0 the edges with the lowest weights is not only due to the fact that they are
less meaningful in the network, but also because low correlation values are more likely
to emerge by chance.

For each of the 55x100 FC matrices defined, a corresponding random network was also
created. This was achieved via the 'randmio und’ function of the BCT, which shuffles
every edge of the original network a preset number of times (100 in this case) while
preserving its degree distribution.

An overview of the process from the filtered and clean MR images to the networks is
sketched in Fig. 4.6.

Tikhonov-regularized partial correlation matrices

Recent papers, such as [19], suggest that Tikhonov-regularized partial correlation ma-
trices may provide more reliable results than the simple Pearson’s correlation ones, at
least if the nodes are data-driven through a group-ICA analysis of all the subjects. This
regularization approach was also attempted: firstly, the partial correlation matrices were
generated, so that the correlation between each pair of time series was adjusted by all
the remaining variables, i.e. the time series of the other regions; secondly, a single regu-
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Figure 4.6: Sketch of the process followed to build the FC networks from the fMRI images:
the time series of the ROIs are obtained through a weighted average of the time series of
the vozels belonging to the ROI; then the time series of each pair of ROIs are correlated
to construct the network.

larization coefficient « for all subjects was found by minimizing the root mean squared
distance between the regularized subject precision matrices and the group average of the
unregularized subject precision matrices, where the precision matrix €2 is defined as the
inverse of the covariance matrix ¥ and the regularized precision matrices are defined as

Q= (Z+al)!

I being the identity matrix. Nonetheless, this method was finally rejected because the
weights of the links were generally lowered and about half of the connections were asso-
ciated to negative values. Since we chose to set the latter to 0, the modular structure,
which is very typical of brain networks, would have been disrupted and the connections
within the network severely reduced, see Fig. 4.7: consequently all the properties that
should characterize brain graphs could not be observed under such conditions and the
option was therefore discarded. This issue was likely due to the small number of time
points in the time series (180), in particular with respect to the number of nodes (85),
which, combined with the low temporal resolution of the instrumentation used (3 s),
make the partial correlations less accurate. This method is indeed suggested for configu-
rations where the number of time points is considerably larger than the number of ROIs.
A 3 T scanner could definitely improve the quality of the data, ensuring the possibility
to use approaches of this kind for network construction.

28



Materials and methods 4.4. Networks construction

Average connectivity matrix of patients - regularized patial R Average connectivity matrix of controls - regularized patial R

70, 80 10 20 30 40 50 60 70, 80

. 10 20 30 40 50 60 . ! i X
T T T T T T T T
| frontal parljetal ’ temporal Iim‘bic basal | frontal parietal ' temporal limbic basal
Brain stem occipita ganglia Brain stem occipital ganglia

(a) Average comnectivity matriz of patients (b) Average connectivity matriz of controls
with regularized partial correlation. with regularized partial correlation.

Figure 4.7: Average FC matrices, calculated as the reqularized partial correlation of the
time series of each pair of ROIs, of patients and controls. The modular structure typical
of brain networks is disrupted.

Binarized networks

Following the network construction procedure just described, also the binarized networks
were generated, only for this case of FC graph, mainly in order to have an additional
check on the outcomes of the weighted graphs, as it will be clarified in chapters 5 and 6.
In this case, at each density, all the weights that had passed the thresholding process were
set equal to 1, regardless of the weight that they originally had: a binarized network, in
fact, states simply if there exist a connection between two nodes.

Limbic and occipital subnetworks

Moreover, two smaller weighted networks were also considered for this research: one
comprising only the nodes of the limbic system, since it is of particular interest for
the disease under study, as mentioned above, and one comprising only the regions of
the occipital lobe, which instead we expect not be affected by BPD, considering its
symptoms, and which would serve as a control network, opposed to the limbic one. An
image of these two system within the brain can be seen in Fig. 4.8

Figure 4.8: Superposition of the extended limbic (yellow) and occipital (light blue) sys-
tems, as classified in Tab. A.1, on a high-resolution structural image of the brain.
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Wavelet-decomposed networks

On an additional line of study, a wavelet decomposition was applied on all the nodal
time series of each subject, as previous evidences have shown that FC networks may have
different properties at different frequencies [51]; moreover, different alterations in disease-
related networks could emerge [52] and also noise reduction could be achieved [53]. To
perform the wavelet decomposition of the time series, the Wavelet Toolbox for MATLAB
was used. In particular, the Maximum Overlap Discrete Wavelet Transform (MODWT)
was adopted, which can be seen as a non-downsampled version of the Discrete Wavelet
Transform (DWT), achieved by adding redundancy to the DWT. It has been verified, in
fact, that this choice produces less variable estimates and more stable results than the
DWT method [54]. Basing on the same paper, it was decided to apply a Daubechies
filter of level 6 and to subdivide the original signal into four frequency ranges: scale 1
corresponds to 0.08-0.17 Hz, scale 2 to 0.04-0.08 Hz, scale 3 to 0.02-0.04 Hz and scale 4 to
0.01-0.02 Hz. After the time series decomposition, the procedure followed for the network
construction was the same as described above, repeated for each of the four frequency
ranges: the networks were built by calculating the Pearson’s correlation between the
time series each pair of ROIs, a set of matrices was generated over the density range
1-100% and, for each of those graphs, a corresponding random network with the same
degree distribution was created.

4.4.2 Structural covariance networks

Alongside the functional evaluations, also a study of structural properties with a net-
work approach was developed, in particular by adopting the Structural Covariance (SC)
networks. The basic idea to build such graphs is to determine the strength of the con-
nection between two nodes by finding the correlations between the values of the Volumes
Of Interest (VOIs, the volumes of the ROIs) across subjects, so that the sequence of the
VOIs of one group constitute a series to correlate with those of the other regions; this is
done for patients and controls separately.

In this case, the preparation of the data is not as straightforward as for functional net-
works, since the volume of a region likely has a dependence on the Total Intracranial
Volume (TIV) of the subject, i.e. the volume of his/her brain, which in turn can depend
on his/her age and sex: these effects must be corrected. Recent findings actually sug-
gest that the dependence on sex might not be significant, once the volumetric data are
corrected for the TIV [55]. Moreover, the age of the subjects in our cohort is expected
not to be very relevant, as they are all young adults.

Different approaches are available to perform the TIV correction: basing on [55], it was
decided to use the covariate regression method, which applies a multiple regression model
to decompose the Volume Of Interest (VOI) value, finding in this way the dependence
from each variable, that can finally be regressed out. Therefore, all the subjects were
inserted into a unique multiple regression, using as variables of interest the TIV, the age,
the sex, which are the nuisance regressors, and the BPD diagnosis, since we hypothesize
that it affects the volumes of the regions. Therefore, the model adopted to correct the
data was:

VOI =by+ bgppBPD + brpyTIV 4 bgepSex + bAgeAge +€

where € describes a noise, from which the TIV, the sex and the age components were
regressed out, obtaining in this way a 55x85 matrix of VOI,q values. Note that, even
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though it was decided to regress out all the possible nuisance variables, it was indeed
verified that removing only the TIV contribution would return compatible results.

To verify the efficacy of the procedure described above, the correction was repeated with
another independent and validated correction method, the residuals adjustment one. In
this case, we have: VOlI,4j,es = VOI — b(TIV — W), where b is the slope of the
VOI-TIV regression line and T IV is the average TIV value of the healthy controls. Also
in this case, results compatible with the ones of the covariate regression method were
obtained.

Full networks

Once the adjusted values of the volumes were retrieved, it was possible to build two
unique SC networks, one for the BPDs and the other for the HCs, as described at the
beginning of this subsection, using as series the adjusted volumes in patients and controls
separately. Analogously to the FC networks, also the structural ones were built with the
Pearson’s correlations. The resulting weighted and symmetric matrices are shown in Fig.

4.9.
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Figure 4.9: Structural covariance matrices, calculated as the Pearson’s correlation of the
adjusted volumetric series of each pair or ROIs, of patients and controls.

Limbic and occipital subnetworks

Analogously to what was made within the FC networks, also the SC ones were analyzed
in their reduced versions of the limbic and the occipital subnetworks, again seeking for
significant variations in the first, which is of particular interest for this disease, with
respect to the second.

Female subjects only

The same process was adopted to build networks of female subjects only, since the number
of individuals of such sex clearly outnumbered males in our cohort, and, as mentioned
above, sex differences may be relevant in structural evaluations. Note that, in this case,
the term related to sex in the covariate regression method was not included, since it is
useless.
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4.5 Network properties

The properties of both the FC and the SC networks of patients and controls separately
were evaluated at global and local level at every density, mostly using the functions of the
Brain Connectivity Toolbox [50], except for those cases where the contrary is explicitly
said.

4.5.1 Global properties

The following global properties were evaluated for each network, except for the modular-
ity coefficient in the limbic and occipital subnetworks, as those already represent physical
existing modules which should not be subdivided further:

e Mean Connectivity: it is the average connectivity value of a matrix and it is ob-
tained by calculating the mean of all the Pearson’s correlations coefficients inside
it. It gives an hint on how strong the connections between nodes are, thus it is
particularly useful for weighted networks.

e Degree and strength distribution: typical degree and strength (in case of weighted
networks) distributions of brain graphs are broad-scale or fat-tailed, indicating the
presence of hubs (highly connected nodes) among nodes.

e Characteristic path length (CPL): the average shortest path length between any
pair of nodes; it quantifies the integration ability of a network. The classical def-
inition can generate problems in disconnected networks (as brain graphs typically
are at low densities), therefore a modified measure was used: the harmonic mean
version of the original definition,

CPL = nin—1) (4.1)
) d;!
ij
i#jea

where G is the set of all nodes, n is the total number of nodes in the network
and d is the weighted shortest path length between nodes ¢ and 7, which is infinite
between disconnected nodes and is calculated as

dij= Y (ww)™

Aup EGI—]

where a,, indicate the presence of a link between nodes v and v and gi +— j
is the shortest weighted path between ¢ and j. With this definition, disconnected
nodes do not contribute to the sum in the denominator.

The code written to implement this measure can be found in the Appendix.

o Global efficiency (Eq0b): the average inverse shortest path length between any pair
of nodes in the network; it measures the efficiency of distant information transfer,
similarly to the characteristic path length.

1 3 > ipica(dig) ™! (42)
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e Average local efficiency (Ej,.): nodal version of the global efficiency, indicates how
efficiently the information is integrated among the neighbours of the node. See the
formula for nodal local efficiency in the next subsection: to obtain an estimate at
global level, the average of the values associated to each node is calculated.

e Average clustering coefficient (CC'): another measure of local efficiency in infor-
mation transfer, in this case proportional to the number of triangles that a node
may form with its neighbours. See the formula for nodal clustering coefficient in
the next subsection: to obtain an estimate at global level, the average of the values
associated to each node is calculated.

e Small-worldness (SW): the property to exhibit simultaneously high local and
global information transfer efficiency between nodes, i.e. high clustering coefficient
and short characteristic path length. Quantitatively it is defined as the average
clustering coefficient (normalized by the one of a corresponding random network)
divided by the characteristic path length of a network (also normalized):

ay . _Ce/eq,

- CPL/CPL, (4:3)

where C'C' is the clustering coefficient and C'PL the characteristic path length.
Note that to verify this property, it is not only needed that SW > 1 but also
CC/CC,. > 1and CPL/CPL, ~ 1. Brain networks tend to exhibit this property,
typically up to a density of 50%.

e Largest Connected Component Size (LCC'): checks the dimension of the largest
connected component as a function of the density.

e Modularity coefficient (Q): a scalar which quantifies the likeliness of the network
to be partitioned into modules that maximize the ratio of intramodular to inter-
modular edges:

Q= % > [wis = 2] i, (4.4)

1,]€G

where | is the sum of all weights in the network, m; is the module containing node
i, and O, ;m; = 1 if m; = m; and 0 otherwise. The modularity was computed with
the Community Louvain algorithm.

All the measures of the subjects’ networks described above were compared and normal-
ized by the results obtained with the corresponding random networks, except for the
mean connectivity, the LCC size and the modularity. This is a standard procedure to
retrieve outcomes which highlight differences among groups, BPD patients and healthy
controls in this case, and to avoid to include properties that could emerge from a certain
degree of randomness in the network configuration.

4.5.2 Local properties

At nodal level, the following measures were evaluated for all the networks, except for the
module-related properties in the limbic and occipital subnetworks, for the same reason
illustrated in subsection 4.5.1:
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e Composition of modules: it was qualitatively evaluated which nodes compose the
modules identified by the community algorithm in the networks, to state if it would
reflect the anatomical subdivision into systems of the brain.

e Degree and strength (Deg, Str): the degree and strength were studied also at a
local level, looking for central nodes in the networks. Respectively:

where a;j is equal to 1 if a link exist between nodes ¢ and j.
si= ) wy (4.6)
jeG
where W; is the weight of the link between nodes ¢ and j

e Betweenness centrality (BC'): another measure of centrality of a node in the net-
work, based on the number of shortest paths that pass through that node to connect
any other pair of nodes in the graph.

_ ! Pig (1)
b = (n—1)(n—2) Z ; (4.7)

hieChtjhtigri Phi

where py,; is the number of shortest path between h and j and pj;(¢) is the number
of shortest path between h and j that pass through ¢

e Local efficiency and clustering coefficient: the measures of local efficiency of infor-
mation transfer among neighbors were not only averaged to obtain an estimate at
a global levels, but they were also studied per node, to find out which are the most
relevant on this side.

1 x= D heG i (wigwin s (No)~1) -1/
R a9
2 pove ki(ki — 1)
1 S heG(w,-jwihwih)l/?’
CC == EE 4.9

e Participation coefficient (PC'): it assesses the ratio of intramodular connectivity to
intermodular connectivity. Nodes with high participation coefficient are essential
in linking different modules in the network. A ROI is called ’integrating’ hub if its
participation coefficient is at least 1 standard deviation larger than the average of
PC for all nodes. Determining hubs basing on the simple degree or strength of the
node, in fact, may be misleading, as this procedure may let emerge regions simply
because they are part of the largest subnetwork(s) [56]. Identifying integrating
hubs as those with the highest participation coefficient solves this issue.

PC;i=1-) (M)Q (4.10)

S;
meM

where M is the set of all modules in the network and s;(m) is the sum of the weight
of links between ¢ and all nodes in module m.
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o Within-module strength (modStr): measures the strength of a node, considering
only the connections with the nodes within the same module. This is used to eval-
uate the relevance of a node inside the module where it is found, and in particular
the regions whose modStr is greater than 1 standard deviation of the average of
all nodes are called 'segregating’ hubs. This measure is not present in the BCT,
therefore it was implemented specifically for this purpose and the code is reported
in the Appendix.

modStr; = Z Wij (4.11)

JEM;
where M — i is the set of nodes within the module node 7 is assigned to.

The visualization of specific brain networks and of nodal properties was performed with
the BrainNet Viewer software [57] for MATLAB, which is specifically designed for this
purpose and therefore allows to set many visualization options within a ball-and-stick-
model.

4.6 Comparison between patients and controls

As mentioned earlier, there is not a specific density at which functional or structural
brain network should be studied: for this reason, we performed the measures of the
networks properties over a full range of densities (1-100%). Following the same logic,
also the results of the measurements should be evaluated on a set of densities, rather
than a single one: to solve this issue, we integrated the results of the measures over
a range of densities where they were significant, obtaining the Area Under the Curve
(AUC) of the measures. The ranges varied basing on the type of networks studied and
the chosen ones are reported in Tab. 4.2 for each case.

Density range (%)
Full 5-50
Functional Limbic 15-50
Occipital 30-50
Wavelet decomposition 5-50
Full 5-30
Limbic 15-50
Structural Occipital 33-55
Females-only 5-30

Table 4.2: The range of densities over which the measures were integrated, for each
network studied.

Two main measures were considered to set the upper density boundaries of assessment:
the small-worldness and the LCC size. In particular, the small-worldness should have
been greater than 1 and clearly different between patients and controls below the thresh-
old; at the same time the LCC size should have been equal for BPDs and HCs and
maximum (i.e. including all the nodes in the network) or very close to it at the upper
boundary. As expected, in most cases this is verified up to a density of ~50%. The lower
boundary, instead, was selected as low as possible, yet trying to avoid the abrupt dis-
continuities in the trends of the measures that often emerge at very low densities. Such
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undesired behaviors emerge especially from small networks: this is the reason why the
subnetworks of the limbic system, which includes 24 nodes, and of the occipital system,
which contains 10 regions, present lower bounds that continuously increase. The plots
of the small-worldness and the largest connected component size as a function of density
for the full FC network are shown in Fig. 4.10 to visualize an example of how the choice
of ranges was taken.
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(a) Small-worldness of the full FC network as (b) LCC size of the full FC network as a func-

a function of density. tion of density.

Figure 4.10: Small-worldness and LCC size of the full FC' network as a function of
density. The SW is greater than 1 and visibly different between patients and controls up
to a density of 50%; the LCC size is almost mazximum at that density, thus the choice of
the upper boundary. The choice of the lower boundary was mostly based on the normalized
CPL which is significantly greater than 1 at densities lower than 5%, see Fig. 5.7.

4.6.1 Permutation tests

FC networks

In order to verify whether the differences found between the AUCs of patients and con-
trols were statistically significant or not, a permutation test was applied for each measure,
using the Randomise tool from FSL [58]. For functional networks, the integrals from the
55 patients were merged into a unique vector, and the values were labelled as belonging
to healthy controls or BPD patients. Randomise is based on a General Linear Model
(GLM), where it is possible to specify the contrast, i.e. the comparisons that should
be made (patients vs controls in this case) and a design matrix where one can add the
nuisance variables to be regressed out of the model, age and sex for our data. The AUCs
were then permuted 10000 times separately for each measure and, at each repetition,
they were randomly subdivided into two groups, which are thus composed of patients
and controls indiscriminately because of the permutation. Finally, they were averaged
and subtracted one from the other, to return a difference between the two random groups.
The tool counts the number of times that the difference between the averaged measures
of patients and controls is lower (if positive) or higher (if negative) than the ones of
the random groups. The outcome, normalized by the number of permutations is the
p-Value which states if the AUC difference between patients and controls is statistically
significant. A p-Value inferior to 0.05 was considered significant.

In the case of local measures, this procedure is also repeated for each node.
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SC networks

Also for structural networks the significance of differences in AUC between patients and
controls was estimated through permutation tests, nevertheless the implementation was
complicated by the fact that there is not one network per patient, but one per group,
obviously implying that there are not 55 measures which can be permuted, but only
two independent ones that must be compared. Therefore, the permutation needed to be
done on the original data, i.e. the adjusted VOIs, which were mixed among patients and
controls for 10000 times. For each repetition, the entire procedure, from the network
construction to the integral calculation was carried out and finally the difference of the
measures between the randomized networks and those between patients and controls
were compared and the result was stored. Once the 10000 permutations were completed,
the p-Value related to each measure was calculated as described for the FC networks.
Note that in this case it is not necessary to deal with the sex and the age of the subjects,
since those nuisance variables were already regressed out at the beginning of the analysis.

In case of local measures, for both FC and SC networks, the 85 p-Values related to
the ROIs were also corrected for multiple comparisons, with the Benjamini-Hochberg
method for False Discovery Rate (FDR) [59], using the fdr_bh function for MATLAB
[60].

4.6.2 Analysis of altered connectivity

FC networks

In FC networks, the analysis of altered connectivity was carried out with the Network-
Based Statistic (NBS) [61].

NBS is a nonparametric cluster-based method that performs statistical analysis on large
networks to deal with the multiple comparisons problem. In particular, it controls the
Family-Wise Error Rate (FWER) while performing a mass univariate hypothesis testing
at each connection of the graph, which constitute the family.

The implementation of this technique was achieved with the NBS Connectome toolbox
for MATLAB, used to verify the presence of statistically significant altered functional
connections in patients with respect to controls. This analysis was carried out only at
the maximum density of the full FC networks, since they include all the links that may
present variations. The software takes as input the FC matrices of all the subjects,
properly labelled as patients or controls, and the GLM to be fitted to each edge: in
particular, this includes the contrast between patients and controls and the nuisance
variables of sex and age, to be regressed out. NBS Connectome at first performs a t-test
at every connection in the network (mass univariate test) to identify a set of potential
edges that could be significantly varied, as those that overcome a certain threshold with
their t-scores. The threshold must be defined by the user and there is not a unique rule
to choose it: a common procedure is to repeat the technique at various thresholds and
finally select the one that would return the most statistically significant results from
the application of NBS, as it is explained later in this subsection. Once the potential
candidates are defined, the software performs the topological clustering of the supra-
threshold edges, as it is assumed that the configuration of a non-chance structure of
altered connectivity is more relevant and critical than a set of isolated connections.
The final step of the method is to perform the FWER correction for each connected
component found from the clustering, which is based on a permutation test including
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10000 recombinations of patients and controls, and the size of the largest component
is stored to build up a null distribution. Thus a corrected p-Value is assigned as the
proportion of permutations for which the largest component was of the same size or
greater. The threshold of significance for the p-Value was set at 0.05.

SC networks

The same NBS analysis could not be operated on the SC networks, again because in
that case there is only one matrix per group instead of one per subject, which makes the
application of a GLM impossible.

Therefore, to check the presence of altered connections between patients and controls,
the correlation coefficients of the FC matrices of the two groups were transformed with a
Fisher’s z transformation and they were then compared element by element to calculate
the z-score of the difference between each connection (i.e. the matrix element of patients
with respect to the corresponding matrix element of controls):

(lln 1+p1,ij> B (1111 1+szl’j>
2 1—piy 2 1—payy

1 n 1
7’L1—3 n2—3

where py ;; and po;; are the correlation coefficients between nodes ¢ and j in patients and
controls respectively and n; and ns are the numbers of subjects belonging to the BPD
and healthy groups respectively.

Z — score;; =

4.7 Correlations with the clinical scores

An exploratory analysis, searching for a linear relationship between the topological mea-
sures and the clinical scales, was carried out. In particular, the AUCs of the global
measures of the FC networks that resulted significantly varied (p-Value<0.05) between
patients and controls were correlated with all the neuro-psychological scores described
in section 4.1. The same was done also at nodal level, but in this case only the combi-
nations of measures and nodes that passed the FDR were examined. The correlations
were evaluated after having partialed out the nuisance variables of sex and age.

Since the scores of BIS, DERS, ARS, SHI and RRS were available for both patients and
controls, the correlations were calculated for two different cases: by considering all the
subjects together, and also separating the BPDs from the HCs. The correlations with
BDI and WSAS, instead, were obviously estimated for patients only. This choice was
taken to verify that the correlations observed across all subjects were actually supported
also by intra-group correlations and were not artifacts emerging from the fact that the
clinical scores significantly differ between BPDs and HCs.

Also in this case, the relationship between the network properties and the clinical scores
could be investigated only for functional networks, since the SC ones do not present a
measure for each subject by construction. Among the FC graphs three cases were exam-
ined: the full, the limbic, and the decomposed one at scale 4, which, as it will be shown
in section 5, returned the most statistically significant results among the four wavelet
decompositions. The occipital lobe was not investigated in this sense because it did not
show significant variations between groups, as it is shown in chapter 5.
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Chapter 5

Results

5.1 Comparison with the random networks

The results emerging from the comparison of the properties of the subjects’ networks
with respect to the random ones are reported in this section, for both patients and
controls, and for each type of FC (full, limbic, occipital, wavelet-decomposed) and SC
(full, limbic, occipital, females only) graphs.

For simplicity, in the following only the images retrieved from the full FC networks are
reported, but the results can be perfectly extended also to the other types; in case of
exceptions, it is explicitly said. Note that the following figures related to the FC networks
were obtained after having averaged the results of the measures across the two groups of
patients and controls separately, in order to have a single mean value at every density
and for each measure. The same was done also for the corresponding random networks.

Degree and strength distributions

The degree distribution, which is equal for brain and random networks by construction,
presents a skewed shape towards larger values at higher densities, whereas it assumes a
decaying shape with a strong tail at lower densities, as expected since this indicates the
likely presence of hubs in the network [10, 11].

Also the strength distributions of brain networks behave similarly over the entire range of
densities; analogously, the ones retrieved from random networks present an almost equal
shape, as a direct consequence of the fact that the strength distribution is preserved.
An example of strength distributions in patients and controls, compared to the distribu-
tions of the corresponding random networks, can be visualized in Fig. 5.1.

Characteristic path length

As one can see from Fig. 5.2, the characteristic path length decreases very quickly with
the density, as expected since adding links on average will reduce the distance among
nodes. The absolute values of the characteristic path length in subjects and randoms are
almost equal over the range of densities, and differ visibly only at densities below 20%.
Therefore, the ratio of the characteristic path length of brain networks with the one of
random networks is actually ~1, as needed by the small-worldness requirements.

In the SC network, the characteristic path lengths in subjects, and in particular in
patients, tend to be slightly greater than in the corresponding random networks, as
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Figure 5.1: Histogram of the strength distribution for a single patient and a single control,
compared with the results of the corresponding random network at two relevant densities:
50% and 10%. The distributions present shapes coherent with the presence of hubs.

it will be better described in the next section. Nevertheless the results confirm that
the normalized values are close to 1 in both BPDs and HCs, making the definition of

small-worldness viable.
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Figure 5.2: Characteristic path length as a function of density, averaged across patients
and controls and compared to the results of the corresponding random networks. The
quantity in subjects and randoms is almost equal over the entire range.

Global efficiency

The global efficiency, instead, is found higher in random networks, implying that the
latter perform better in distant information transfer. The global efficiency continuously
increases with the density, because adding links improves the connectivity among nodes
in the network, but this occurs with different slopes along the density range: at low
densities, adding links corresponds to a huge improvement, since the network is not fully
connected yet, but as the edges between nodes start to increase, the advantage related to
them decreases, up to a point where it is meaningless. This is characteristic of weighted
networks, with respect to the binarized ones, shown later in this chapter, as the links
that are progressively added with the increment of density have lower and lower weights,
which implies that they contribute less to the network efficiency, as it can be deduced
by Eq. 4.2. See Fig. 5.3 as an example.

Average local efficiency

Regarding the average local efficiency, one can clearly see that this quantity is signifi-
cantly greater in brain networks, up to a density of about 50%, which can vary slightly
basing on the type of network analysed. Note also that local efficiency has a maximum in
the case of weighted networks: this is explained because the links that are progressively
added with density have lower weights by construction, so that they tend not to benefit
the nodal information transfer, since the latter is already mediated through more solid
links. This can be deduced also by looking at Eq. 4.8. The results are shown in Fig. 5.4.

Average clustering coefficient

Qualitatively the results of the average clustering coefficient are close to those of the local
efficiency, as one can see in Fig. 5.5, since they measure similar properties. Nevertheless
quantitatively it is possible to observe that the difference between brain and random net-
works is even amplified. We can conclude that the efficiency of local information transfer
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Figure 5.3: Global efficiency as a function of density, averaged across patients and con-

trols and compared to the results of the corresponding random networks. The quantity is

greater in randoms over the entire range.
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Figure 5.4: Local efficiency as a function of density, averaged across patients and controls
and compared to the results of the corresponding random networks.

in brain networks is considerably higher than that of random networks, as expected and

required by the small-worldness hypothesis.
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Figure 5.5: Clustering coefficient as a function of density, averaged across patients and
controls and compared to the results of the corresponding random networks. The quantity
15 greater in subjects over the entire range, showing a greater difference with random
networks, with respect to local efficiency.

5.2 Comparison between patients and controls

In this section, the differences found between patients and controls are reported, through
the use of plots of the topological measures in subjects as a function of density, such as
the ones in the previous section, with the inclusion of the graphs of the same quantities
normalized by the ones obtained from random networks. In addition, summary tables
are used, where the properties that were found to be significantly varied between the
two groups are highlighted and collected with their corresponding p-Value. In case of
local measures, besides the tables, also graphical representations of the brain, where
the significant nodes or links are emphasized, are proposed in some cases to help the
visualization.

For simplicity, all the plots are reported only for the full FC and SC networks, and they
are shown in additional cases only when behaviors that meaningfully deviate from the
represented situations need to be pointed out.

5.2.1 Functional Connectivity networks

Full network
Global properties

Mean Functional Connectivity As one could deduce by looking at the average
connectivity matrices shown in Fig. 4.5, the mean connectivity in the full FC matrices
of patients and controls differs. This was verified by building a boxplot of the mean
connectivity of the matrices of patients and controls separately, which is reported in Fig.
5.6. The quantity results greater in patients.
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Figure 5.6: Boxplot of the mean connectivity of the full FC' matrices in patients and
controls. The quantity results higher in BPD subjects.

Characteristic path length The difference in characteristic path length between
patients and controls, in absolute values and normalized by the corresponding random
results, does not appear to be significant, as shown in Fig. 5.7. Nevertheless, the
meaningful result is that the normalized value is close to 1 for both groups in a very
wide range, excluding only really low densities. The small-worldness requirements are
therefore satisfied beyond a density of ~5%, where the normalized CPL is ~1.5.
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Figure 5.7: Characteristic path length as a function of density in patients and controls,
i absolute values and normalized by the result of the corresponding random networks,
i the full FC network. The quantity in BPDs and HCs is almost equal over the entire
range and the normalized values are close to 1.
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Global efficiency BPDs show higher global efficiency than HCs, in absolute values,
beyond a density of ~50%; nevertheless this distinction is canceled when passing to the
normalized case. This is actually consistent with the results of the characteristic path
length, since they measure the same property, i.e. the efficiency in distant information
transfer, where patients and controls were found to be compatible.

Note that the normalized values are always inferior to 1, as it was shown in Fig. 5.3 that
random networks dominate on this side.
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Figure 5.8: Global efficiency as a function of density in patients and controls, in absolute
values and normalized by the result of the corresponding random networks, in the full FC
network. The quantity is higher in BPDs, in absolute values, beyond a density of 50%,
but it is comparable with HCs over the entire range when normalized.

Average local efficiency Also in local efficiency, BPDs appear to be dominating
in absolute values, at least at densities higher than ~20%. Nevertheless, this trend is
inverted when the measures are normalized in a range of 5-40%, where controls show
higher values, while above ~50% the ratio is basically 1.

This inversion in trend between absolute and normalized values was actually seen in
various averaged local measures across networks, as it will be shown further in the next
paragraphs, and it is characteristic of the graphs in this study: this is interpreted as the
fact that BPDs’ networks have configurations more similar to a random graph than HCs’
ones. This aspect is deepened in the discussion in chapter 6.

Average clustering coefficient The comments related to the average local efficiency
are extendable to the average clustering coefficient, as the results are very similar, see
Fig. 5.10. Nonetheless, it is meaningful to underline that the differences in average C'C’
are amplified with respect to the ones found with average local efficiency.

Small-worldness As the difference of clustering coefficient between brain and random
networks is much more significant than that of the characteristic path length, which is

almost equal to 1, it is verified that the small-worldness is greater than 1 over the entire

45



5.2. Comparison between patients and controls Results

Local efficiency in full FCN

Absolute values Normalized
0.55 T T T T 7 - . - .
O O patient
0.5 *  control
6 L
0.45 ,
0.4 g 51
& &
0.35
8 S 8,1
w & w .
0.3 - O patient
*  control
0.25 |0
0.2
]
0.15
0.1¢ : : : : -
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 .6
Density

Density

Figure 5.9: Awverage local efficiency as a function of density in patients and controls,
i absolute values and normalized by the result of the corresponding random networks,
i the full FC network. The quantity is higher in BPDs, in absolute values, beyond a
density of 20%; when normalized, instead, controls dominate in a range of 5-40%.
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Figure 5.10: Average clustering coefficient as a function of density in patients and con-
trols, in absolute values and normalized by the result of the corresponding random net-
works, in the full FC network. The quantity is higher in BPDs, in absolute values, beyond
a density of 20%; when normalized, controls dominate in a range of 5-50%.

range of densities for both BPDs and HCs. This characteristic property, therefore, is
verified in a range of about 5-50% in terms of density, where both the patients ad the
controls have values greater than 1 and their characteristic path length is close to 1.
Note, moreover, that a difference between the groups is visible up to a density of ~60%,
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as it can be seen from Fig. 5.11.
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Figure 5.11: Small-worldness as a function of density in patients and controls, in the
full FC network. The quantity is greater than 1 for both patients and controls up to a
density of 50% and a difference between groups is visible up to 60%.

Largest Connected Component size The trend of the size of the largest connected
component as a function of density shows that the 10% of the strongest weights constitute
on average a connected component of about 70 elements out of 85, thus including a
considerable part of the network. After this level, the increase is slower and the full
connection is reached at about 70%, even if at 50% the nodes on average linked are ~84
already. See Fig. 5.12.

Modularity coefficient The modularity coefficient appears to be significantly greater
for controls with respect to patients over the entire range of densities, in particular at
intermediate levels, between 20% and 70%. This suggests that a modular structure is
present in the HCs in a more definite way. The plot is reported in Fig. 5.13.

Statistical significance The 10000 permutations test operated on the AUCs in the
density range 5-50% of the topological measures listed above, after the regression-out of
the nuisance variables of sex and age in each subject, returned the p-Values reported in
Tab. 5.1.

The only global property that is increased in BPDs is the global efficiency, but not
significantly from a statistical point of view, as well as the characteristic path length.
On the other hand, the local efficiency, the clustering coefficient, the small-worldness, the
LCC size and the modularity coefficient present p-Values inferior to 0.05. In particular,
the modularity has an exceptionally low p-Value, as it could be expected because of the
considerable difference shown in Fig. 5.13.
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Figure 5.12: Largest connected component size as a function of density in patients and
controls, in the full FC network. Full connectivity is reached at 70% of density, but, on
average, at 50% 84 out of 85 nodes are already included.

Modularity coefficient in full FNC
0.8 9 T T T T T T T

patient
*  control

o]

0.7 £

0.6

0.5

04

0.3

0.2

0.1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Density

Figure 5.13: Modularity coefficient as a function of density in patients and controls, in
the full FC network. The quantity is clearly greater in controls over the entire range of
densities, espectally in the central ones.

Local properties

In this paragraph, the nodes whose AUC of a measure was found significantly varied
between patients and controls are reported. The p-Values and the corresponding nodes
names that maintained the statistical significance (adjusted p-Value<0.05) also after the
FDR correction are written in bold characters. The arrows indicate whether the quantity
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AUC in BPD | AUC in HC | p-Value

CPL | 0.5175 0.5230 0.1217
Egiop T 0.3944 0.3912 0.1467
Epe l 0.5699 0.6089 0.0263
ccl 0.6842 0.7603 0.0139
SW | 0.5841 0.6430 0.0225
LCCsize | 34.5480 35.3339 0.0313
Q1 0.1209 0.1387 0.0060

Table 5.1: p-Values of the differences of the AUCSs of the global measures between patients
and controls. All except for the CPL and the Egq are found lower in patients with p-
Value inferior to 0.05.

is lower or higher in BPD patients and the number in brackets tells which system the
node belongs to, referring to Tab. A.1: (1) frontal pole, (2) parietal lobe, (3) occipital
lobe, (4) temporal lobe, (5) limbic lobe, (6) basal ganglia, (7) cerebellum cortex.

Degree The nodes of the full FC network whose degree is significantly varied are
reported in Tab. 5.2. The number of increments is lower than the one of decrements.
The system which counts the most variations is the limbic one, which also presents some
of the lowest p-Values in the bilateral amygdala and entorhinal cortex, followed by the
frontal and the temporal lobes. Nonetheless, none of the p-Values passed the FDR. Note
also that there is a certain symmetry between the two hemispheres in terms of nodes
significantly varied.

Strength Most of the nodes with statistically varied degree between patients and con-
trols, were found to have different outcomes also in strength, as one may expect, and
those that were detected in both measures also show the same characteristic of increment
or decrement, as one can see from Tab 5.3 and Fig. 5.14. Nonetheless, there are some di-
vergences between the two cases: firstly, a larger number of nodes are varied in strength;
secondly, considerably more nodes have increased AUC rather than decreased. This is
explained by the fact that the mean functional connectivity of the patients’ networks is
on average higher in patients, see Fig. 5.6.

Again, the system which presents the biggest number of varied nodes is the limbic one,
which also includes some of the lowest p-Values, in bilateral amygdala and caudal ante-
rior cingulate cortex (differently from the degree). Nevertheless, also in this case none
passed the FDR.

Betweenness centrality The outcomes retrieved from betweenness centrality, re-
ported in Tab. 5.4, show a quite different situation from the one depicted by the other
centrality measures. First of all, there is not a symmetry between the left and the right
hemisphere, as instead could be seen in degree and strength. Secondly, none of the nodes
belong to the limbic system, which was instead important in relation to the other cen-
trality measures. Moreover, all the p-Values are quite high, in particular if compared to
the ones reported in Tab. 5.2 and 5.3, except for the left superior parietal lobule, which
even passed the FDR.
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Degree

AUC in BPD | AUC in HC | p-Value
BS 1 (0) 2.5302 1.3420 0.0206
L.FP | (1) 3.9043 5.5555 0.0436
L.paraC 1 (1) 15.6891 14.0691 0.0306
L.parsOR | (1) 4.4741 6.0964 0.0128
R.paraC 1 (1) 15.8396 13.4107 0.0034
R.parsOP 1 (1) 9.7696 8.3504 0.0384
R.parsOR | (1) 4.2711 5.6048 0.0283
L.LING 1 (3) 14.9798 13.0623 0.0350
LIT | (4) 11.6928 14.1380 0.0226
LMT | (4) 11.4713 13.6730 0.0156
L.TP | (4) 1.4993 3.3430 0.0086
R.IT | (4) 12.3507 14.9495 0.0162
R.MT | (4) 12.5606 14.4086 0.0321
L.AMY | (5) 2.4009 5.1614 0.0023
L.cAC 1 (5) 12.3915 10.4007 0.0157
L.ENTH | (5) 1.3291 2.9616 0.0059
L.PC 1 (5) 17.1104 15.8296 0.0427
R.AMY | (5) 2.5396 5.8114 0.0012
R.HIP | (5) 7.8694 9.8239 0.0233
R.cAC 1 (5) 12.6691 10.4555 0.0184
R.ENTH | (5) 0.8993 2.6339 0.0093
R.CAU 1 (6) 12.1698 9.4720 0.0452

Table 5.2: Nodes whose degree presents significant variations (p-Value<0.05) between
patients and controls in the full FC network. The numbers within brackets indicate which
system the ROI belongs to.
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Strength

AUC in BPD | AUC in HC | p-Value
BS 1 (0) 1.3928 0.6190 0.0066
L.cMF 1 (1) 6.7645 5.8699 0.0245
L.FP | (1) 2.2973 3.2173 0.0462
L.paraC 1 (1) 10.4199 8.9752 0.0269
L.parsOR | (1) 2.7472 3.4891 0.0382
R.paraC 1 (1) 10.6310 8.6979 0.0058
R.parsOP 1 (1) 6.4392 5.1486 0.0167
R.MF 1 (1) 7.6824 6.5744 0.0434
L.CUN 7 (3) 9.6438 8.2731 0.0407
L.LING 1 (3) 10.2928 8.5400 0.0175
L.PERIC 1 (3) 8.0429 6.5012 0.0281
R.LING 1 (3) 10.3938 8.7179 0.0294
R.PERIC 1 (3) 8.1884 6.3101 0.0238
L.TP | (4) 0.9021 1.6884 0.0387
R.TT 1 (4) 12.2008 10.7483 0.0358
L.ACC | (5) 1.8195 2.5161 0.0480
L.AMY | (5) 1.4025 2.8421 0.0088
L.cAC 1 (5) 7.9917 6.2734 0.0071
L.ENTH | (5) 0.7011 1.4717 0.0135
L.PC 1 (5) 11.5092 9.8298 0.0133
R.AMY | (5) 1.5136 3.1690 0.0045
R.cAC 1 (5) 8.3024 6.2697 0.0083
R.ENTH | (5) 0.5142 1.2813 0.0227
L.THA 1 (6) 10.0791 7.9934 0.0136
R.CAU 1 (6) 7.6166 5.3116 0.0161
R.THA 1 (6) 10.4618 8.1057 0.0165

Table 5.3: Nodes whose strength presents significant variations (p-Value<0.05) between
patients and controls in the full FC network.
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Figure 5.14: Nodes whose strength was found significantly varied between patients and
controls in the full FC network. The dimension indicates the statistical significance of the
difference and the color tells in which group the quantity was increased. Blue: increased
i patients; yellow: increased in controls.
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Betweenness centrality
AUC in BPD | AUC in HC | p-Value
L.parsOP 1 (1) 28.8889 17.9914 0.0445
R.FP | (1) 9.9411 27.9807 0.0366
R.paraC 1 (1) 46.5859 20.8254 0.0424
L.SP | (2) 26.3178 63.0211 0.0003
L.FG | (3) 51.2752 78.9754 0.0454
R.LOC 1 (3) 13.4467 4.2889 0.0230
R.MT | (4) 37.6741 61.1396 0.0195
R.THA 1 (6) 74.4815 39.6550 0.0238
L.CER | (7) 20.0004 38.9254 0.0396

Table 5.4: Nodes whose betweenness centrality presents significant variations (p-
Value<0.05) between patients and controls in the full FC network. The left superior
parietal lobule passed the FDR.

Participation coefficient The participation coefficient, in Tab. 5.5 and Fig. 5.15,
shows asymmetric variations: in the right hemisphere there are more than twice the
significant variations found in the left one. Among these variations, few more than the
half of the AUC report a decrease in patients. Moreover in the right hemisphere, two
regions, the amygdala and the rostral middle frontal gyrus are associated with partic-
ularly low p-Values which ensure their significance also after the FDR correction. This
information, combined with the results for the right amygdala given by the degree and
the strength, suggests that the role of this ROI is significantly reduced in patients in
terms of centrality, and in particular in the integration of modules within the network.
Other regions, especially in the frontal lobe, display very low p-Values. The same system
also includes most of the nodes that were actually found varied, followed by the limbic
one.
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Figure 5.15: Nodes whose participation coefficient was found significantly varied between
patients and controls in the full FC' network. The dimension indicates the statistical
significance of the difference and the color tells in which group the quantity was increased.
Blue: increased in patients; yellow: increased in controls.
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Participation coefficient

AUC in BPD | AUC in HC | p-Value

L.paraC 1 (1) 0.2285 0.1918 0.0230
L.parsOR | (1) 0.0979 0.1525 0.0024
L.rMF 1 (1) 0.2379 0.2077 0.0362
R.paraC 1 (1) 0.2262 0.1803 0.0045
R.parsOP 1 (1) 0.1697 0.1327 0.0254
R.parsOR | (1) 0.0955 0.1400 0.0098
R.r-MF 7 (1) 0.2275 0.1807 0.0008
R.IP | (2) 0.2179 0.2437 0.0379
L.TP | (4) 0.0344 0.0781 0.0048
R.IT | (4) 0.2287 0.2532 0.0172
R.MT | (4) 0.2094 0.2388 0.0284
L.AMY | (5) 0.0723 0.1100 0.0466
R.AMY | (5) 0.0708 0.1314 0.0008
R.HIP | (5) 0.1403 0.1648 0.0441
R.cAC 1 (5) 0.1980 0.1606 0.0391
R.ENTH | (5) 0.0201 0.0648 0.0038
R.CAU 1 (6) 0.2105 0.1600 0.0346

Table 5.5: Nodes whose participation coefficient presents significant variations (p-
Value<0.05) between patients and controls in the full FC network. Two regions, the
right amygdala and the right rostral middle frontal gyrus passed the FDR.

Within-module strength On the other hand, for the within-module strength, in the
left hemisphere twice the significant variations with respect to the right hemisphere were
found, balancing the outcomes of the participation coefficient. In this case, a few more
than the half of AUCs were demonstrated to be increased in patients, as it can be seen
from Tab. 5.6. It is relevant to observe that more than half of the nodes significantly
varied belong to the limbic system and some of them even have relatively low p-Values
(even if none passed the FDR correction): this, combined with the other findings, is one
of the main aspects that legitimates a deepened study of this system.

Local efficiency Also the local efficiency shows a quite asymmetric outcome, where
most of the significant variations are in the left hemisphere, as it can be seen from
Tab 5.7. This is actually explained by the fact that also the within-module strength
displays this type of configuration: the modules are formed by nodes which are strictly
interconnected to each other, and therefore it is likely that they are neighbors sharing
many links, which translates in efficient local information transfer. The largest part of the
variations is constituted by increments in patients, and the nodes are quite distributed
among the limbic (the most numerous), the frontal, the parietal and the temporal lobes.
The latter includes the nodes with the lowest p-Values, among which the left temporal
pole passed the FDR.

Clustering coefficient As expected, the clustering coefficient returns results similar
to those of the local efficiency, see Tab. 5.8 and Fig. 5.16. Nevertheless, in this case, there
is not an asymmetry towards the left hemisphere, but the two parts are balanced. The
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Within-module strength
AUC in BPD | AUC in HC | p-Value

BS 1 (0) 0.9268 0.3982 0.0062
L.FP | (1) 1.7008 2.3879 0.0347
L.PCUN 1 (2) 5.7071 5.0584 0.0220
R.PCUN 1 (2) 5.4627 4.9073 0.0341
L.CUN 1 (3) 5.7764 5.0023 0.0422
L.TP | (4) 0.5598 1.1028 0.0216
R.TT 1 (4) 3.5179 2.5117 0.0282
L.ACC | (5) 1.2842 2.0196 0.0084
L. AMY | (5) 0.9064 1.6712 0.0083
L.cAC 1 (5) 4.8588 3.9628 0.0132
L.ENTH | (5) 0.4718 1.0939 0.0053
L.INS 1 (5) 6.1882 5.4625 0.0432
LiC 1 (5) 5.4013 4.7695 0.0385
L.MoF | (5) 3.1791 3.7937 0.0364
R.AMY | (5) 1.0474 1.8790 0.0154
R.INS 1 (5) 6.1369 5.3397 0.0192
R.iC 1 (5) 5.5464 4.7542 0.0097
R.LoF | (5) 2.7497 3.3267 0.0423
R.MoF | (5) 3.0478 3.7029 0.0332

Table 5.6: Nodes whose within-module strength presents significant variations (p-
Value<0.05) between patients and controls in the full FC network.

largest number of significant variations occur, again, in the limbic system, even if with
relatively high p-Values: the most significant variations in local efficiency of information
transfer evidently arise from the temporal lobe, where three nodes even passed the FDR.
This is also supported by the outcomes in terms of local efficiency shown in Tab. 5.7.
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Figure 5.16: Nodes whose clustering coefficient was found significantly varied between
patients and controls in the full FC' network. The dimension indicates the statistical
significance of the difference and the color tells in which group the quantity was increased.
Blue: increased in patients; yellow: increased in controls.
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Local efficiency
AUC in BPD | AUC in HC | p-Value

BS 1 (0) 0.1074 0.0709 0.0372
L.MF 1 (1) 0.2316 0.2177 0.0377
L.SF 1 (1) 0.2369 0.2192 0.0384
R.cMF 1 (1) 0.2569 0.2368 0.0146
R.SF 1 (1) 0.2360 0.2199 0.0259
L.IP 1 (2) 0.2546 0.2328 0.0071
L.PCUN 1 (2) 0.2705 0.2495 0.0189
L.SM 1 (2) 0.2557 0.2352 0.0280
R.IP 1 (2) 0.2558 0.2333 0.0102
R.PCUN 1 (2) 0.2741 0.2483 0.0072
R.SM 1 (2) 0.2710 0.2501 0.0194
L.TP | (4) 0.0501 0.1189 0.0003
L.TT 1 (4) 0.2469 0.1749 0.0022
R.TT 1 (4) 0.2411 0.1748 0.0020
L.ACC | (5) 0.1544 0.1952 0.0299
L.cAC 1 (5) 0.2596 0.2289 0.0052
L.ENTH | (5) 0.0553 0.1086 0.0038
L.INS 1 (5) 0.2475 0.2277 0.0238
LrAC | (5) 0.2046 0.2431 0.0413
R.PC 1 (5) 0.2527 0.2341 0.0274
R.rAC | (5) 0.1926 0.2373 0.0415

Table 5.7: Nodes whose local efficiency presents significant variations (p-Value<0.05)
between patients and controls in the full FC network. The left temporal pole passed the
FDR.
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Clustering coefficient
AUC in BPD | AUC in HC | p-Value
BS 1 (0) 0.1005 0.0660 0.0374
L.rMF 1 (1) 0.1814 0.1679 0.0337
L.SF 1 (1) 0.1786 0.1593 0.0214
R.cMF 1 (1) 0.2181 0.1979 0.0315
R.SF 1 (1) 0.1740 0.1588 0.0254
L.IP 1 (2) 0.2023 0.1794 0.0078
L.PCUN 1 (2) 0.2263 0.2018 0.0188
L.SM 1 (2) 0.2086 0.1849 0.0248
R.IP 1 (2) 0.2046 0.1799 0.0080
R.PCUN 7 (2) 0.2329 0.2004 0.0049
R.SM 1 (2) 0.2357 0.2094 0.0087
L.TP | (4) 0.0444 0.1056 0.0003
L.TT 1 (4) 0.2271 0.1558 0.0008
R.MT 1 (4) 0.1966 0.1789 0.0418
R.TT 1 (4) 0.2235 0.1597 0.0017
L.ACC | (5) 0.1390 0.1755 0.0316
L.cAC 1 (5) 0.2252 0.1965 0.0128
L.ENTH | (5) 0.0505 0.0964 0.0046
L.INS 1 (5) 0.1974 0.1744 0.0176
R.ACC | (5) 0.1429 0.1742 0.0481
R.PC 1 (5) 0.2024 0.1826 0.0261
RIAC | (5) 0.1776 0.2232 0.0294
R.CER 1 (7) 0.1869 0.1706 0.0483

Table 5.8: Nodes whose clustering coefficient presents significant variations (p-
Value<0.05) between patients and controls in the full FC network. The left temporal
pole and the bilateral transverse temporal gyrus passed the FDR.

Hubs

The hubs, separated into integrating and segregating basing on the participation coeffi-
cient and the within-module strength, as explained in Section 4.5.2, are reported in Tab.
5.9 and Fig. 5.17. Recall that nodes which favour intermodular connectivity are called
'integrating’, whereas ’segregating’ are those that cover a central role within the module
where they are assigned.

The hub nodes are quite symmetric between the left and the right hemisphere, even
if their role may change in few cases. Regarding the difference between patients and
controls, there is not a specific system where they mostly occur, but they are rather
distributed among all the lobes. Note, moreover, that there is consistency between the
differences in terms of hubs between BPDs and HCs and those in terms of participation
coefficient and within-module strength: nodes with an integrating role in one group but
not in the other also show a significantly increased participation coefficient, and the
analogous happens for the segregating ones.

Composition of modules
The composition of modules is clearly important in interpreting the results of the mea-
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Left hemisphere Right hemisphere
BPD HC BPD HC
paraC (1) Both Segregating | Segregating | Segregating
PreCG (1) | Segregating | Segregating | Segregating | Segregating
rMF (1) Integrating - Integrating -
SF (1) Integrating | Integrating | Integrating Both
IP (2) - Integrating - Integrating

PostCG (2) | Segregating | Segregating | Segregating | Segregating
PCUN (2) | Segregating - - -

SP (2) Integrating Both Segregating | Segregating
CUN (3) | Segregating - Segregating -

FG (3) - Both - Segregating
LING (3) | Segregating | Segregating | Segregating | Segregating

IT (4) Integrating | Integrating - Integrating
MT (4) - - - Integrating
ST (4) - Integrating - -

INS (5) Segregating | Segregating | Segregating -

LoF (5) - Integrating - -

PC (5) Integrating | Integrating | Integrating | Integrating
THA (6) - - Integrating -
CER (7) - - - Integrating

Table 5.9: Comparison of hub nodes in patients and controls in the full FC network:
integrating are those nodes that have strong intermodular connections, segregating are
those that have a central role within their module.

sures related to the modularity and the hubs. The configuration of communities obviously
changes basing on the density of evaluation: at high values, in this case, about three
subnetworks were found by the algorithm; this number increases at low densities, es-
pecially because of the removal of weak links and the rise of disconnected components,
so that at k~10%, even eight modules can be found. Moreover, it must be considered
that there can be (and actually are) differences also between BPDs and HCs at a fixed
density, which can complicate the interpretation.

Clarified this, there were some regular aspects that repeated across the range of densities,
except for very low values: the occipital and the limbic systems were often organized
almost completely into two different modules, even if shared with few nodes from other
lobes. This is another aspect that supports a separate comparison of the limbic and the
occipital networks.

The composition of the modules at a density of 32% (chosen because it is in the middle
of the density range studied and it is around the maximum of the local efficiency in
absolute values for both patients and controls) in a BPD and a HC subjects is reported
in the Appendix, in Tab. A.2 and A.3, as an example.

NBS analysis

Through the NBS analysis, significant and structured changes emerged only when looking
for increased functional connectivity in patients with respect to controls, and not vice
versa, which is consistent with the fact that the mean FC is greater for the firsts (Fig.
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Figure 5.17: Hub nodes in patients and controls in the full FC network, where the color
defines the role of the hub. Blue: integrating; yellow: segregating; green: both.

5.6).

The method was applied over a set of primary thresholds for the mass univariate test,
from 2.05 to 4.5. Some of the outcomes of these tests are collected in Tab. 5.10, where
the number of connected links and nodes is reported, along with the final p-Value of
the analysis. It is possible to see that there is a local minimum in final p-Value using a
threshold of 2.9 and a global minimum by thresholding at 4.0.

primary threshold | # nodes \ # links \ p-Value

2.05 no significant results

2.5 63 115 0.0395
2.75 46 7 0.0307
2.9 36 52 0.0299
3.0 28 35 0.0304
3.25 6 10 0.0364
3.5 6 8 0.0209
4.0 5 6 0.0062
4.5 no significant results

Table 5.10: Set of tests of the NBS analysis with different primary thresholds and the
corresponding final p-Value, with the subnetwork characteristics.
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The composition of the subnetwork at 2.9 consists of regions from all the different sys-
tems, not symmetric between the left and right hemisphere: Fig. 5.18, where the subnet-
work and the corresponding boxplot of mean connectivity are reported, also show that
the altered edges mainly connect regions belonging to different systems.

The one at 4.0, on the other hand, shows a quite symmetric structure, including the
bilateral caudal anterior cingulate cortex, as it can be seen in Fig. 5.19, where it is
particularly interesting to see the big difference in the mean connectivity given in the
boxplot and the presence of two nodes of the limbic system. Nevertheless, note that this
subnetwork is only composed by 5 nodes and 6 links, thus it is very selective with respect
to the full FC network.
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Figure 5.18: Subnetwork of significantly altered functional connectivity in the full FC
network, as identified through NBS at primary threshold 2.9, with the corresponding
boxplot of mean connectivity.
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Figure 5.19: Subnetwork of significantly altered functional connectivity in the full FC
network, as identified through NBS at primary threshold 4.0, with the corresponding
boxplot of mean connectivity.
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Binarized networks

As mentioned in section 4.4.1, the main purpose of the binarized networks was to ver-
ify the trends observed in the weighted ones and to check if relevant differences would
emerge between the two; therefore they were evaluated only at a global level.

The normalized results indeed provided similar outcomes to those reported in the pre-
vious subsection: the same topological properties as the ones collected in Tab. 5.1 were
significantly increased in controls also within the binarized graphs. On the other hand,
the absolute values were not as distinct between patients and controls as it was observed
in the weighted case and, in particular, the trend inversion was not that much clearly
visible, if even existing. This means that such behavior must be related to weights of
the links among the nodes, rather than their presence. This aspect will be deepened in
the discussion in chapter 6.

Specifically, in Fig. 5.20, 5.21 and 5.22, the global efficiency, the clustering coefficient
and the small-worldness of the binarized networks, taken as an example of the results, are
plotted against the density. From the image of global efficiency, it is interesting to note
that the quantity continuously increase with the density, oppositely to what happened
in the weighted case: this is because the links that are added have all the same weights
as the ones already present at lower densities, so that it is very likely that they provide a
significant contribution in the increment of the efficiency in distant information transfer.
In terms of comparison between patients and controls, the global efficiency appears to be
greater in the latter both in absolute and normalized values, in contrast to what emerged
from the weighted case, but the difference is still not significant.
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Figure 5.20: Global efficiency as a function of density in patients and controls, in absolute
values and normalized by the result of the corresponding random networks, in the full
binarized FC network. The quantity is slightly greater in controls in both cases, but the
difference is not significant.

Regarding the clustering coefficient, a similar comment can be made on its behavior as
a function of density: its constant increment is again due to the fact that all the newly
added links have the same weight.
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In this case, the absolute values in patients and controls intersect, so that it is not
clear of the trend inversion observed in weighted networks is supported; nonetheless, the
normalized values confirm that the difference is in favor of HCs.

Also the small-worldness supports the increment in controls that was identified within
the weighted full FC network, ensuring that the properties that emerged under that
condition are verified also in binarized networks, at least when they are normalized.
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Figure 5.21: Average clustering coefficient as a function of density in patients and con-
trols, in absolute values and normalized by the result of the corresponding random net-
works, in the full binarized FC network. The normalized quantity is greater in controls
up to a density of ~50%.
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Figure 5.22: Small-worldness as a function of density in patients and controls, in the
full binarized FC network. The quantity is greater in controls up to a density of ~50%.
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Limbic and occipital subnetworks

Global properties

At global level, in the limbic and the occipital subnetworks, the only (slightly) statisti-
cally significant variation found regarded the global efficiency in the occipital lobe, as it
can be seen from Tab. 5.11 and 5.12, where the p-Values of the differences of each mea-
sure between patients and controls is reported. Besides the configuration of the network
themselves, the absence of global variations might be related to the small dimensions of
the subnetworks, which affect the emerging of such outcomes. Even if the results are not
significant, it is interesting to observe that increments or decrements of the properties
reported in the tables reflect what was obtained with full network (Tab. 5.1), except for
the LCC size in the occipital system.

AUC in BPD | AUC in HC | p-Value
CPL | 0.3313 0.3338 0.2502
Egop T 0.2724 0.2707 0.2854
Epe l 0.3850 0.3998 0.1725
ccl 0.4621 0.4889 0.1495
SW | 0.4171 0.4377 0.1922
LCCsize | 6.7311 6.8329 0.0877

Table 5.11: p-Values of the differences of the AUCs of the global measures between pa-
tients and controls within the limbic FC subnetworks. None of the differences is statisti-
cally significant.

AUC in BPD | AUC in HC | p-Value
CPL | 0.2087 0.2138 0.0503
Egob T 0.1928 0.1889 0.0425
Eie | 0.2313 0.2467 0.2349
col 0.2479 0.2761 0.1781
SW | 0.2367 0.2572 0.2988
LCCsize | 1.9435 1.9350 0.2916

Table 5.12: p-Values of the differences of the AUCs of the global measures between pa-
tients and controls within the occipital FC subnetworks. The global efficiency, increased
in BPDs is the only statistically significant result.

Moreover, it is relevant to note that the mean functional connectivity of the occipital
lobe is higher than the one of the limbic system, as it is possible to see from Fig. 5.23
and looking back at the average FC matrices in Fig. 4.5. Nonetheless the difference in
these terms between BPDs and HCs does not deviate much from what was observed in
the full FC network.

Local properties

Regarding local measures, an evident difference between the occipital and the limbic
subnetworks emerged. In particular, while the first showed only one significant difference
between BPDs and HCs in clustering coefficient, see Tab. 5.13, the second presented
many variations, especially within centrality measures, associated with very low p-Values.

63



5.2. Comparison between patients and controls Results

Limbic subnetwork Occipital subnetwork

|
%

=)

=)
=}
@

=}
o
o}
[=}
)
@

e

o
e
~

1
Y
o

o
o
@

o

IS
=]
@

Mean connectivity
Mean connectivity

=}
13
@

=}
w
&

o

[
e
o

o
'S
@

. + 1
0.25

BPD Control BPD Control

(a) Boxplot of the mean connectivity in (b) Boxplot of the mean connectivity in the
the limbic FC subnetwork, compared between occipital FC' subnetwork, compared between

BPDs and HCs. BPDs and HCs.

Figure 5.23: Bozplot of the mean connectivity in the limbic and in the occipital FC
subnetworks, compared between patients and controls.

Clustering coefficient - occipital FCN
AUC in BPD | AUC in HC | p-Value
R.LING | 0.0764 0.0926 0.0361

Table 5.13: Nodes within the occipital FC subnetwork whose clustering coefficient presents
significant variations (p-Value<0.05) between patients and controls.

In particular, the results of degree and strength are reported in Tab. 5.14 and Tab.
5.15. The results are quite symmetric between the two measures (only the right isthmus
of cingulate gyrus is added in the strength variations) and, within each quantity, also
between the left and right hemispheres and the increment or decrement of the property.
The most relevant result is that the p-Values associated to the same six regions for
both the measures passed the FDR: the right amygdala (which often emerged also from
the outcomes of the full FC network), the bilateral caudal anterior cingulate, the left
entorhinal and the bilateral posterior cingulate cortices. Moreover, some nodes that
did not exhibit significant variations in centrality measures within the full network were
found to be modified in the limbic one: the bilateral medial orbitofrontal cortex, the right
isthmus of cingulate gyrus and the right posterior cingulate cortex. This information
suggests that such regions present differences only in connections within the subnetwork.
The last centrality measure of betweenness centrality reported only the right amygdala
as significantly varied, again showing quite different results with respect to degree and
strength.

Regarding the measures of local efficiency and clustering coefficient, collected in Tab. 5.17
and Tab. 5.18, also in this case the significant variations found in the limbic subnetwork
quantitatively overcame those of the occipital. Nevertheless, note that none of the regions
passed the FDR. Moreover, the symmetry between measures and hemispheres that was
found in centrality is not as respected in the two efficiency measures, where only the
left insular and the rostral anterior cingulate cortices are repeated in both, the local
efficiency and the clustering coefficient.

An interesting outcome is the presence of the bilateral hippocampus, which together
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Degree - limbic FCN

AUC in BPD | AUC in HC | p-Value

L.AMY | 1.3952 1.9863 0.0160
L.cAC 7t 2.4370 2.0441 0.0073
L.ENTH | 0.6102 1.1936 0.0035

L.MoF | 3.1152 3.4014 0.0441
L.PC*t 3.4343 2.9559 0.0039
R.AMY | 1.3896 2.1334 0.0030
R.cAC 7 2.5737 2.1368 0.0078
R.MoF | 2.9663 3.3370 0.0190
R.PC 7t 3.2370 2.7684 0.0022

Table 5.14: Nodes within the limbic FC subnetwork whose degree presents significant
variations (p-Value<0.05) between patients and controls. A total of six nodes also passed

the FDR.

Strength - limbic FCN

AUC in BPD | AUC in HC | p-Value
L.AMY | 0.7978 1.1245 0.0356
L.cAC?T 1.6247 1.3350 0.0074
L.ENTH | 0.3295 0.6098 0.0086
L.MoF | 2.0001 2.2080 0.0286
L.PC7?T 2.2830 1.9028 0.0042
R.AMY | 0.7973 1.1890 0.0082
R.cAC T 1.7117 1.3841 0.0069
R.iC 1 1.9904 1.7890 0.0482
R.MoF | 1.9218 2.1706 0.0167
R.PC 1 2.1415 1.7939 0.0041

Table 5.15: Nodes within the limbic FC subnetwork whose strength presents significant
variations (p-Value<0.05) between patients and controls. A total of siz nodes also passed

the FDR.

Betweenness centrality - limbic FCN

AUC in BPD

AUC in HC

p-Value

R.AMY |

2.2304

5.4204

0.0175

Table 5.16: Nodes within the limbic FC subnetwork whose betweenness centrality presents
significant variations (p-Value<0.05) between patients and controls.

with the left rostral anterior cingulate and the right insular cortices did not appear in

the full network.

Considering all the outcomes described in this paragraph, it is possible to state that, at
least at local level, the limbic system is significantly more varied in BPD patients with
respect to healthy controls than the occipital one.
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Local efficiency - limbic FCN
AUC in BPD | AUC in HC | p-Value
L.cAC 7t 0.1879 0.1739 0.0440
L.ENTH | 0.0635 0.0872 0.0448
L.INS 1 0.1765 0.1575 0.0064
LrAC | 0.1481 0.1720 0.0286
R.INS 1 0.1763 0.1619 0.0365
R.PC 7t 0.1693 0.1556 0.0414
R.rAC | 0.1421 0.1701 0.0409

Table 5.17: Nodes within the limbic FC' subnetwork whose local efficiency presents sig-
nificant variations (p-Value<0.05) between patients and controls.

Clustering coefficient - limbic FCN

AUC in BPD | AUC in HC | p-Value
L.HIP 1 0.1200 0.1047 0.0405
L.INS 1 0.1582 0.1374 0.0065
L.rAC | 0.1303 0.1540 0.0380
R.HIP 1 0.1209 0.1053 0.0301
R.rAC | 0.1321 0.1610 0.0334

Table 5.18: Nodes within the limbic FC' subnetwork whose clustering coefficient presents
significant variations (p-Value<0.05) between patients and controls.

Wavelet decomposition

Global properties

The networks obtained from the wavelet decomposition provided different outcomes bas-
ing on the frequency range of the subdivisions. The most evident deviation is between
the network related to scale 1 (0.08-0.17 Hz) and the other three graphs: the first, in
fact, returns opposite outcomes in the comparison between patients and controls with
respect to scales 2 (0.04-0.08 Hz), 3 (0.02-0.04 Hz) and 4 (0.01-0.02 Hz). This can be
deduced already from the boxplots of the mean connectivity in Fig. 5.24, where it is
possible to observe that the highest frequency range is the only one where the MC of
BPDs is inferior, on average, to that of HCs. From the boxplots, note also that the
the mean connectivity increases as the frequency decreases and the difference between
patients and controls is more evident in scales 3 (where it is maximum) and 4.

These characteristics were also revealed in all the other global measures carried out: as
an example, the evolution of small-worldness with the density is shown in Fig. 5.25 for all
the four scales. It can be observed that only in scale 1 the quantity is greater in patients
with respect to controls, inverting the trend that was detected in the full FC network (Fig,.
5.11) and also in the other three scales in which the signal was decomposed. Moreover,
it is interesting to note that the difference between patients and controls increases as
the frequency range decreases, so that the largest one is found always in scale 4. Thus,
in general, scale 1 presents inverted trends with respect to the results of the full FCN,
which are instead verified at lower frequency ranges in the decomposed networks, and
scale 4 always tend to show the biggest difference between BPDs and HCs. The only
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exceptions are the global efficiency and the characteristic path length, where largest
difference is observed at scale 3. Nevertheless, the comparisons for these two measures
were found to be statistically significant only at scale 1, as an additional demonstration
of the inversion that occurs in this frequency range. These outcomes and the ones related
to the other scales and measures can be seen in Tab. 5.19, which includes the p-Values of
the differences of the global measures for all the decomposed networks. It is evident that
the scale 4 shows the most significant variations, among the ones with p-Value<0.05 (i.e.
local efficiency, clustering coefficient, small-worldness, largest connected component size
and modularity): therefore it was selected for the further analysis of local properties.
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Figure 5.24: Boxplots of the mean connectivity in all ranges of the wavelet-decomposed
networks, compared between patients and controls.
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Results

Scale 1
AUC in BPD | AUC in HC | p-Value
CPL 1 0.5187 0.5092 0.0204
Egop | 0.3931 0.3999 0.0215
Ee 1 0.5327 0.5245 0.3593
ccr 0.6246 0.6059 0.3048
SW | 0.5341 0.5397 0.4693
LCCsize T 34.0152 33.2761 0.1839
Q7T 0.1115 0.1036 0.1932
Scale 2
AUC in BPD | AUC in HC | p-Value
CPL | 0.5154 0.5173 0.3592
Egop T 0.3958 0.3945 0.3559
Ee | 0.5579 0.5963 0.0155
ccl 0.6664 0.7383 0.0091
SW | 0.5732 0.6342 0.0093
LCCszie | 34.7783 35.3084 0.0962
Q1 0.1201 0.1349 0.0099
Scale 3
AUC in BPD | AUC in HC | p-Value
CPL | 0.5142 0.5247 0.0623
Egop T 0.3962 0.3898 0.0748
Ee | 0.5853 0.6236 0.0236
ccl 0.7129 0.7868 0.0122
SW | 0.6147 0.6677 0.0344
LCCsize | 35.4585 36.2054 0.0195
QJ 0.1279 0.1452 0.0077
Scale 4
AUC in BPD | AUC in HC | p-Value
CPL | 0.5230 0.5297 0.1695
Egop T 0.3912 0.3869 0.1753
Ee | 0.5850 0.6588 0.0019
cC 0.7119 0.8537 0.0006
SW | 0.6042 0.7111 0.0010
LCCsize | 35.4376 36.6105 0.0022
QJ 0.1272 0.1555 0.0002

Table 5.19: p-Values of the differences of the global measures between patients and con-
trols in the wavelet-decomposed networks. Scale 4 is the most significantly varied and
scale 1 presents inverted outcomes with respect to the other scales and the full FC net-

work.
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Small-worldness in wavelet-decomposed FCN
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Figure 5.25: Small-worldness as a function of density in patients and controls of the
wavelet-decomposed FCN. Scale 1 is the only where the quantity is lower in controls with
respect to patients; the difference between BPDs and HCs is highest in scale 4.

Local properties - scale 4 network

Degree and strength Tab. 5.20 and 5.21 collect the information on nodes whose
degree and strength, respectively, were found to be significantly varied between patients
and controls in the scale 4 network among the wavelet decomposition.

Interestingly, in comparison with the outcomes of the full FCN, many nodes were found
to be significantly varied with respect to these two properties, and especially many of
those also passed the FDR: 17 in degree and 11 in strength. Despite this difference in
the outcomes of the FDR correction between the two properties, the total number of
regions involved is slightly higher in strength.

Nonetheless, the two measures are quite similar in terms of the nodes exhibited, and
both show symmetric results between the hemispheres, except for the basal ganglia,
which predominantly diverge in the right one. The variations particularly affect the
limbic system, where also the majority of the nodes that passed the FDR are found.
Note again the presence of the amygdala, also on the left in the scale 4 network, and the
insular cortex, which did not emerge under the previous conditions. Note also that, while
in the limbic and in the frontal lobes the variations are balanced between those higher
patients and those higher in controls, among the basal ganglia there is a prevalence of
the first case and in the temporal lobe of the second.
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Degree
AUC in BPD | AUC in HC | p-Value
BS 1 (0) 6.9917 4.6246 0.0137
L.FP | (1) 3.7420 6.2813 0.0078
L.parsOR | (1) 5.4265 7.7586 0.0181
R.FP | (1) 4.7357 7.8980 0.0086
R.parsOP 1 (1) 9.8672 8.2030 0.0352
R.parsOR | (1) 4.2619 7.9429 0.0003
L.LING 1 (3) 14.1941 11.1793 0.0046
R.LING 7 (3) 14.6607 11.7407 0.0053
LIT | (4) 10.1881 13.6791 0.0050
LMT | (4) 9.4193 12.1762 0.0051
L.TP | (4) 3.4815 8.0830 0.0001
R.MT | (4) 10.9063 13.0818 0.0157
L.AMY | (5) 5.7519 9.4246 0.0024
L.HIP | (5) 8.7513 11.1577 0.0191
L.cAC 1 (5) 12.3946 10.2677 0.0236
L.ENTH | (5) 4.1250 7.0391 0.0049
L.MoF | (5) 6.4980 8.8964 0.0070
L.PC 1 (5) 16.4993 13.9618 0.0074
R.AMY | (5) 5.1341 9.8141 0.0004
R.cAC 1 (5) 13.6274 10.0648 0.0012
R.ENTH | (5) 3.4294 6.5198 0.0084
R.INS 1 (5) 14.7352 12.7675 0.0099
R.MoF | (5) 6.6200 8.8836 0.0180
L. THA 1 (6) 15.4054 12.8218 0.0345
R.CAU 1 (6) 12.6913 10.0238 0.0310
R.THA 1 (6) 15.4530 12.2214 0.0092
R.VEN | (6) 9.9644 12.3632 0.0156

Table 5.20: Nodes whose degree presents significant variations (p-Value<0.05) between
patients and controls in scale 4 wavelet-decomposed network. 17 of these, especially in
the limbic system, passed the FDR.
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Strength
AUC in BPD | AUC in HC | p-Value
BS 1 (0) 4.9626 3.0595 0.0098
L.cMF 1 (1) 7.5122 6.2496 0.0270
L.FP | (1) 2.6494 4.2805 0.0125
L.parsOR | (1) 3.8736 5.1978 0.0432
R.FP | (1) 3.4980 5.5700 0.0176
R.paraC 1 (1) 10.7819 9.2058 0.0478
R.parsOP 1 (1) 7.5907 5.9231 0.0164
R.parsOR | (1) 3.0530 5.3029 0.0013
L.CUN 7 (3) 9.7830 7.9314 0.0264
L.LING 1 (3) 11.2097 8.2656 0.0023
R.LING 7 (3) 11.5828 8.6815 0.0024
R.PERIC 1 (3) 8.3485 6.2876 0.0292
LIT | (4) 7.5307 9.8631 0.0181
L.MT | (4) 7.0511 8.7242 0.0243
L.TP | (4) 2.5196 5.4927 0.0003
L.AMY | (5) 4.0583 6.4622 0.0060
L.cAC 1 (5) 9.4805 7.4112 0.0151
L.ENTH | (5) 2.9163 4.6406 0.0184
L.INS 71 (5) 12.0639 10.4099 0.0427
L.MoF | (5) 4.7253 6.5175 0.0045
L.PC 1 (5) 12.9971 10.1779 0.004
R.AMY | (5) 3.7515 6.8426 0.0026
R.cAC 1 (5) 10.5379 7.1646 0.0005
R.ENTH | (5) 2.3029 4.2168 0.0130
R.INS 1 (5) 11.5897 9.4484 0.0043
R.MoF | (5) 4.8549 6.4919 0.0159
R.PC 1 (5) 11.4648 9.2886 0.0195
L. THA 7 (6) 11.8697 9.0640 0.0126
R.CAU 1 (6) 9.6479 7.0215 0.0139
R.PUT 1 (6) 9.6859 7.5276 0.0450
R.THA 7 (6) 11.9051 8.7656 0.0054
R.VEN | (6) 7.1884 8.6678 0.0466

Table 5.21: Nodes whose strength presents significant variations (p-Value<0.05) between
patients and controls in scale j wavelet-decomposed network. 11 of these, especially in
the limbic system, passed the FDR.
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Betweenness centrality As observed also in the previous cases, betweenness central-
ity provides divergent results with respect to the other centrality measures. In particular,
there is not a symmetry between the two hemispheres, both in terms of the quality and
the quantity of the nodes involved, whose BC' is mostly decreased in patients with re-
spect to controls.

Note also that the limbic system is not found to be particularly varied, as instead it was
seen for degree and strength, but it is rather replaced by the frontal and the temporal
lobes; within the latter it was also found the only node whose p-Value passed the FDR
correction, the left inferior temporal gyrus.

Tab. 5.22 summarizes these results.

Betweenness centrality

AUC in BPD | AUC in HC | p-Value

L.cMF 1 (1) 34.4615 23.1093 0.0432
L.parsTR 1 (1) 16.8030 9.8479 0.0396
R.FP | (1) 10.2052 40.4261 0.0089
R.paraC 1 (1) 43.8230 19.8800 0.0108
R.parsOR | (1) 5.6219 13.8564 0.0051
L.SP | (2) 27.3648 46.6636 0.0338
R.LOC 1 (3) 30.0059 8.5882 0.0228
LIT | (4) 27.1970 72.5721 0.0002
L.TP | (4) 12.0052 41.0589 0.0211
R.IT | (4) 32.7793 76.8393 0.0191
R.MT | (4) 33.5533 58.7218 0.0063
R.ENTH | (5) 8.3737 25.6264 0.0166
R.rAC 1 (5) 20.6385 7.1821 0.0141

Table 5.22: Nodes whose betweenness centrality presents significant variations (p-
Value<0.05) between patients and controls in scale 4 wavelet-decomposed network. The
left inferior temporal gyrus is the only node whose p-Value passed the FDR.

Participation coefficient The outcomes for the participation coefficient, reported in
Tab. 5.23, show a considerable presence of the frontal lobe, with respect to the other
systems. Even if the variations of some nodes, particularly within this lobe, are associated
to very low p-Values, none of them passed the FDR.

Nonetheless it is meaningful to note the presence of the insular cortex and the basal
ganglia, as well as other regions found also in degree and strength, which suggest that
their variation in connectivity are related to their integration with the modules of the
network.
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Participation coefficient

AUC in BPD | AUC in HC | p-Value
BS 1 (0) 0.1531 0.1032 0.0064
L.FP | (1) 0.0691 0.1068 0.0488
L.paraC 1 (1) 0.2203 0.1853 0.0464
L.PreCG 1 (1) 0.1984 0.1637 0.0448
L.rMF 1 (1) 0.2113 0.1650 0.0236
R.FP | (1) 0.0733 0.1283 0.0062
R.paraC 1 (1) 0.2178 0.1726 0.0181
R.parsOP 1 (1) 0.1604 0.0973 0.0026
R.parsOR | (1) 0.0025 0.1541 0.0007
R.PreCG 1 (1) 0.1884 0.1341 0.0028
R.rMF 1 (1) 0.2033 0.1472 0.0056
L.LING 1 (3) 0.2061 0.1654 0.0189
R.LOC 1 (3) 0.1698 0.1217 0.0368
LIT | (4) 0.1950 0.2354 0.0086
LMT | (4) 0.1719 0.2031 0.0367
L.TP | (4) 0.0817 0.1373 0.0084
L.cAC 1 (5) 0.2030 0.1557 0.0200
L.ENTH | (5) 0.0894 0.1457 0.0086
L.INS 71 (5) 0.2229 0.1905 0.0473
R.cAC 1 (5) 0.2208 0.1545 0.0044
R.ENTH | (5) 0.0875 0.1362 0.0418
R.INS 1 (5) 0.2217 0.1729 0.0088
R.CAU 7 (6) 0.2274 0.1608 0.0031
R.PUT 1 (6) 0.2229 0.1732 0.0138
R.THA 1 (6) 0.2421 0.1838 0.0079
L.CER 1 (7) 0.2164 0.1813 0.0494

Table 5.23: Nodes whose participation coefficient presents significant variations (p-
Value<0.05) between patients and controls in scale 4 wavelet-decomposed network.

Within-module strength On the other hand, concerning the within-module strength,
whose outcomes are collected in Tab. 5.24, two aspects clearly emerge: firstly, the quan-
tities are mostly decreased in patients within all lobes, except for the occipital, where the
trend is opposite; secondly, the limbic system includes the greatest number of variation
(as in the full network), among which the right amygdala also passed the FDR. Note
that, within the full network, this ROI was significantly varied in both the participation
coefficient (where it also passed the FDR) and the within-module strength, whereas is
the scale 4 network it is present only in the latter. Also the left temporal pole, detected
also in other centrality measures within the scale 4 network, passed the FDR.
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Within-module strength

AUC in BPD | AUC in HC | p-Value

L.FP | (1) 2.3521 3.4872 0.0230
R.parsOR | (1) 2.7942 3.8086 0.0215
L.CUN 7 (3) 6.7696 5.6809 0.0339
L.LING 1 (3) 7.3145 6.2108 0.0252
R.LING 1 (3) 7.4221 6.2450 0.0112
LIT | (4) 4.6136 6.0039 0.0220
LMT | (4) 4.7693 5.9380 0.0211
L.TP | (4) 1.8266 3.9904 0.0001
R.TP | (4) 1.5766 2.6896 0.0285
R.TT 1 (4) 5.1830 4.0072 0.0489
L.ACC | (5) 3.1544 4.3753 0.0364
L.AMY | (5) 2.7554 4.4094 0.0018
L.ENTH | (5) 2.1610 3.3425 0.0149
L.MoF | (5) 4.0165 5.4831 0.0044
L.PC 1 (5) 6.9994 6.0996 0.0418
R.AMY | (5) 2.5742 4.9203 0.0003
R.ENTH | (5) 1.6207 2.9328 0.0036
R.MoF | (5) 4.0483 5.4228 0.0108
L.PAL | (6) 3.4727 4.6420 0.0437
R.VEN | (6) 4.5189 5.8800 0.0103

Table 5.24: Nodes whose within-module strength presents significant variations (p-
Value<0.05) between patients and controls in scale 4 wavelet-decomposed network. The
left temporal pole and the right amygdala passed the FDR

Local efficiency and clustering coefficient The results for the local efficiency and
the clustering coefficient, very similar to each other, are reported in Tab. 5.25 and 5.26.
The properties of the regions involved are mostly increased in patients, confirming what
was observed in the full network, even though in this case, no p-Values passed the FDR
correction. Nonetheless note that there is a correspondence between the sign of the
variations in local efficiency and clustering coefficient with those of the within-module
strength.

The most varied system is the limbic one, where also the lowest p-Values are found,
followed by the temporal one: similar results were observed also in the full network,
where the left temporal pole and the transverse temporal gyrus even passed the FDR.
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Local efficiency
AUC in BPD | AUC in HC | p-Value

BS 1 (0) 0.2144 0.1710 0.0382
R.cMF 71 (1) 0.2818 0.2605 0.0184
R.SF 1 (1) 0.2731 0.2547 0.0381
L.SP 1 (2) 0.2938 0.2703 0.0172
L.SM 1 (2) 0.2904 0.2688 0.0325
R.PCUN 1 (2) 0.3071 0.2898 0.0338
R.SP 1 (2) 0.2932 0.2764 0.0480
R.SM 1 (2) 0.3060 0.2871 0.0373
L.CUN 1 (3) 0.3053 0.2848 0.0333
L.FG 1 (3) 0.2959 0.2739 0.0275
L.ST 1 (4) 0.2837 0.2564 0.0278
L.TP | (4) 0.1446 0.2179 0.0022
L.TT 71 (4) 0.2905 0.2287 0.0026
R.TP | (4) 0.1270 0.1799 0.0374
R.TT 1 (4) 0.2819 0.2228 0.0030
L.AMY | (5) 0.1876 0.2437 0.0045
L.cAC 1 (5) 0.2962 0.2571 0.0021
L.ENTH | (5) 0.1528 0.2095 0.0071
L.INS 1 (5) 0.2866 0.2650 0.0300
L.PC 1 (5) 0.2881 0.2589 0.0081
R.AMY | (5) 0.1802 0.2359 0.0056
R.cAC 1 (5) 0.2938 0.2642 0.0123
R.iC 1 (5) 0.3027 0.2844 0.0211
R.PC 1 (5) 0.2936 0.2612 0.0039
R.CER 1 (7) 0.2745 0.2441 0.0101

Table 5.25: Nodes whose local efficiency presents significant variations (p-Value<0.05)
between patients and controls in scale 4 wavelet-decomposed network.
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Clustering coefficient
AUC in BPD | AUC in HC | p-Value

R.cMF 1 (1) 0.2310 0.2148 0.0455
R.SF 1 (1) 0.2098 0.1902 0.0203
L.SP 1 (2) 0.2415 0.2170 0.0187
L.SM 1 (2) 0.2397 0.2125 0.0200
R.PCUN 1 (2) 0.2608 0.2418 0.0428
R.SM 1 (2) 0.2634 0.2413 0.0360
L.FG 1 (3) 0.2407 0.2147 0.0286
L.ST 1 (4) 0.2281 0.2042 0.0434
L.TP | (4) 0.1288 0.1824 0.0098
L.TT 71 (4) 0.2569 0.1959 0.0023
R.IT 1 (4) 0.2266 0.2044 0.0492
R.TP | (4) 0.1106 0.1584 0.0339
R.TT 1 (4) 0.2447 0.1932 0.0053
L. AMY | (5) 0.1596 0.2007 0.0213
L.cAC 1 (5) 0.2532 0.2134 0.0039
L.ENTH | (5) 0.1346 0.1753 0.0184
L.INS 1 (5) 0.2257 0.2056 0.0448
L.PC 1 (5) 0.2247 0.1978 0.0154
R.AMY | (5) 0.1535 0.1929 0.0155
R.cAC 1 (5) 0.2426 0.2191 0.0405
R.iC 1 (5) 0.2527 0.2322 0.0179
R.PC 1 (5) 0.2367 0.2046 0.0068
R.CER 1 (7) 0.2322 0.1966 0.0026

Table 5.26: Nodes whose clustering coefficient presents significant wvariations (p-
Value<0.05) between patients and controls in scale 4 wavelet-decomposed network.

5.2.2 Structural covariance networks

In the following, the plots as a function of density are reported up to 85% of the latter.
The reason is that, after having set the negative weights to 0, the maximum density in
patients was 79% and in controls 85%.

Full network
Global properties

Characteristic path length As mentioned in section 5.1, the characteristic path
length of the SC networks of subjects slightly differ from that of random networks: this
deviation is especially marked in patients, so that a discrepancy between the normalized
values of BPDs and HCs is clearly visible over the full range of densities, as it can be
seen from Fig. 5.26. Nevertheless, the normalized quantity is close enough to 1 to ensure
the verification of the small-worldness requirements. Note also that the characteristic
path length is greater in patients also in absolute values.

Another aspect to underline is that the continuous decrease as a function of the density
seen in the full FC networks is not so smoothly repeated in this case, especially when
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the measures are normalized. This is due in particular to the fact that the plots are not
retrieved from an average value over the quantities of a set of networks, as it was in the
FC case, but are described only by one value per group. Therefore, on a global level,
this is particularly evident at low densities, where the graph starts to be considerably
disconnected and the links, over which the properties are calculated, decrease in number.
Additionally, it must be considered that the SC matrices are less accurate than the FC
ones in finding true correlations, since the series over which the Pearson’s coefficients
were calculated, are quite short (27 for patients’ matrix, 28 for controls’, against the 180
of the FC graphs). As a consequence, this kind of behavior is present also in other global
measures, as it is shown in the next paragraphs.

Characteristic Path Length in full SCN

Absolute values Normalized
90 O patient | | 19 P O patient
% control T *  control
80 1 1.8 b
70 1 17+
60 1 16t
g 50 g 15[°
O O <
40 1 1410
20 | 13 7@
) X
20 1 12t
1.1 e

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
Density Density

Figure 5.26: Characteristic path length as a function of density in patients and controls,
in absolute values and normalized by the result of the corresponding random networks, in
the full SC network. The normalized quantity appears to differ between BPDs and HCs,
but it is close to 1 over almost the entire range.

Global efficiency As shown in Fig. 5.27, the global efficiency returns outcomes that
are perfectly consistent with the results found through the characteristic path length:
the first is increased in controls, both in absolute and normalized values, starting from
a density of 10-15%, as well as the second is shorter in HCs.

Nevertheless, it is important to underline this trend is inverted with respect to what was
found in the FC networks, where the global efficiency was incremented in patients. This
is another characteristic aspect of the SC networks: the absolute values of the measures,
which were often found to be increased in patients in the FC graphs, tend instead to be
decreased in this case, as it is shown further in the following paragraphs of this section.

Note also that in the SC networks the decrease of the slope of the increment in global
efficiency as a function of the density is even more evident than in the FC network: the
quantity remains unchanged after a density of ~30%, where, as it is shown later in this
subsection, the network is fully connected. The fact that the constant behavior is not
seen in the FC networks is because, in that case, the values of global efficiency in the plots
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Global efficiency in full SCN
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Figure 5.27: Global efficiency as a function of density in patients and controls, in absolute
values and normalized by the result of the corresponding random networks, in the full SC
network. The absolute values are increased in controls, as well as the normalized ones.

are calculated as the average of the quantity for each subject: since they become fully
connected at different densities, the global efficiency continuously increase in a group
until the networks of all the subjects within that group are indeed fully connected. It
is clear, though, that once a weighted network is fully connected through the strongest
links, the global efficiency is unlikely to increase, even if the density does, because the
new links added have lower weights and therefore they tend not to contribute significantly
to the connectivity among nodes.

Average local efficiency and clustering coefficient Also the absolute values of the
average local efficiency are increased in controls, starting from a density of about 15-20%,
see Fig. 5.28. Nonetheless, this deviation is canceled when passing to the normalized
values, so that they are perfectly compatible with each other.

For this measure, it is particularly evident also in the absolute values that the smooth
behavior seen in the FC case ceases to be verified, for the reasons described in the
paragraph on characteristic path length.

Very similar is the trend of the average clustering coefficient, reported in Fig. 5.29, which
is increased in patients in absolute terms, but is perfectly comparable between patients
and controls when normalized.

Small-worldness As expected by recalling the considerations described above on the
characteristic path length and the average clustering coefficient of the full SC network, it
can be seen from Fig. 5.30 that the small-worldness in patients and controls is comparable
over the entire range of densities. The requirements of SW > 1 are verified up to a
density of about 50%, which allows to state that this property is present in that range,
but small discrepancies between BPDs and HCs are visible only up to 30%. Moreover
these variations appear to be quite random and do not show a clear tendency in favour
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Local efficiency in full SCN
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Figure 5.28: Local efficiency as a function of density in patients and controls, in absolute
values and normalized by the result of the corresponding random networks, in the full SC
network. The absolute values are increased in controls, whereas the normalized ones are
basically equal to those of patients over the entire range.
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Figure 5.29: Clustering coefficient as a function of density in patients and controls, in
absolute values and normalized by the result of the corresponding random networks, in the
full SC network. The absolute values are increased in controls, whereas the normalized
ones are basically equal to those of patients over the entire range.

of one of the two groups.

Largest connected component size As it is possible to see from Fig. 5.31, the
largest connected component reaches the full connectivity at a density of ~30% in both
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Figure 5.30: Small-worldness as a function of density in patients and controls, in the
full SC network. The quantity is greater than 1 for both patients and controls up to a
density of 50%, but an inconsistent difference between groups is visible only up to 30%.

patients and controls, as anticipated by the comments on the global efficiency of the SC
networks. This, combined with the outcomes of small-worldness, was the criterion to set
30% as the maximum density value for the investigation of the local properties.

It is also interesting to note that the LCC size in HCs is greater up to a density of 7%,
after which the one of patients abruptly increases, overcoming the one of controls up to
~20%, after which they are basically equal. This means that between 7% and 8% the set
of links added connect a sub-module to the largest connected component of the network.
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Figure 5.31: Largest connected component size as a function of density in patients and
controls, in the full SC network. Full connectivity is reached at ~30% of density.
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Modularity coefficient Even the modularity coefficient, which was the most sig-
nificantly varied property in FC networks, is basically the same between patients and
controls in the SC networks. The central part of the curve, reported in Fig. 5.32, is again
the one where there is the biggest deviation between BPDs and HCs, but it is evident
that it is not significant enough to distinguish the two groups.
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Figure 5.32: Modularity as a function of density in patients and controls, in the full SC

network. The quantity is basically equal between patients and controls over the entire

range of densities.

Statistical significance The 10000 permutations of the assignments of subjects to
patients or control groups and the calculation of the properties described above at each
repetition, returned the p-Value reported in Tab. 5.27. The properties are found to
be mostly decreased in patients, but this is not a meaningful result, since, as it was
expected by looking at all the plots related to the SC networks, none of the variations
are statistically significant.

AUC in BPD | AUC in HC | p-Value

CPL 7 0.2833 0.2734 0.1910
Egop | 0.2213 0.2288 0.2056
Epe | 0.3499 0.3578 0.8853
ccr 0.4256 0.4205 0.9415
SW | 0.3721 0.3821 0.8805
LCCsize | 20.2000 20.2550 0.9395
QJ 0.0776 0.0796 0.8390

Table 5.27: p-Values of the differences of the AUCs of the global measures between pa-
tients and controls in the full SC network. None of the variations are statistically signif-
wcant.
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Local properties

Consistently with the findings obtained from the global properties, also at a local level
the full SC networks did not show many significant variations, so that none of them even
passed the FDR correction.

Centrality measures Tab. 5.28 and 5.3 collect the significant variations between
patients and controls at a local level in the full SC networks in terms of degree and
strength respectively.

It is immediately evident that the number of nodes involved is way inferior to that found
in all the types of the FC networks. Nonetheless it is interesting to observe some results.
Firstly, the most influenced system seems to be still the limbic one, among which the
right amygdala is found varied again, together with the right hippocampus and the left
entorhinal cortex. Secondly, it must be specified that the degree/strength of the nodes
just mentioned were found significantly lower in patients in the full FC networks, whereas
in this case they are all increased. The same inversion in the trend is detected for the
right rostral middle frontal gyrus, whereas the right lateral occipital was not found within
the full FC networks.

Degree
AUC in BPD | AUC in HC | p-Value
R.rMF | (1) 1.2650 7.2300 0.0121
L.ENTH 1 (5) 3.8750 0.4250 0.0350
R.AMY 1 (5) 7.2500 1.6400 0.0486
R.HIP 1 (5) 8.1200 1.9450 0.0046

Table 5.28: Nodes whose degree presents significant variations (p-Value<0.05) between
patients and controls in the full SC network.

Strength
AUC in BPD | AUC in HC | p-Value
R.rMF | (1) 0.5074 3.7220 0.0085
R.LOC | (3) 0.8004 3.5135 0.0440
L.ENTH 1 (5) 1.8311 0.2273 0.0351
R.HIP 1 (5) 4.4024 0.9851 0.0065

Table 5.29: Nodes whose strength presents significant variations (p-Value<0.05) between
patients and controls in the full SC network.

Regarding the betweenness centrality, it provides quite different outcomes with respect
to the other centrality measures, as it was already seen for the other networks, even if
there are also some confirmations. In particular, the right rostral middle frontal gyrus
and hippocampus are significantly varied also in this case and in the same verse as for
the other centrality measures. Nonetheless the betweenness centrality of these regions
was not significantly varied in the full FC network. The results are reported in Tab.
5.30.

Module-related measures As for the other local measures, also the participation
coefficient and the within-module strength did not provide many significant outcomes,
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Betweenness centrality
AUC in BPD | AUC in HC | p-Value
R.eMF | (1) 0.7900 67.8300 0.0321
R.PostCG 1 (2) 105.0200 11.2500 0.0114
R.ST 1 (4) 219.3200 63.2600 0.0384
L.PC | (5) 0 39.8100 0.0255
R.HIP 1 (5) 123.38 4.8500 0.0064
L.VEN | (6) 7.8900 91.3000 0.0345

Table 5.30: Nodes whose betweenness centrality presents significant variations (p-
Value<0.05) between patients and controls in the full SC network.

which are collected in Tab. 5.31 and 5.32. Still, from the results we can retrieve informa-
tion on the previous findings about the centrality measures: in particular, the variation
in degree and strength of the left entorhinal cortex are related to variations in its inte-
gration with the other modules in the network, whereas those of the left lateral occipital
sulcus and right hippocampus to variations in their centrality role within the community
where they are located (through the community optimization of the Louvain algorithm,
whose characterization is described in the next paragraphs).

Participation coefficient
AUC in BPD | AUC in HC | p-Value
R.paraC 1 (1) 0.1694 0 0.0066
L.CUN | (3) 0.0062 0.1225 0.0380
L.ENTH 1 (5) 0.1530 0.0247 0.0319

Table 5.31: Nodes whose participation coefficient presents significant variations (p-
Value<0.05) between patients and controls in the full SC network.

Within-module strength
AUC in BPD | AUC in HC | p-Value
L.LOC | (3) 0.4062 1.5861 0.0342
R.HIP 1 (5) 2.2868 0.5622 0.0165

Table 5.32: Nodes whose within-module strength presents significant variations (p-
Value< 0.05) between patients and controls in the full SC network.

Local efficiency measures

The outcomes of local efficiency and clustering coefficient,

quite consistent with each other as it can be seen from Tab. 5.33 and 5.34, mostly
present variations in the limbic system, among which it is possible to see once more the
left entorhinal cortex, even if only in the first of the two properties.

Among the other nodes significantly varied, the only one that was present also in FC
networks is the right rostral anterior cingulate cortex, for which there is an inversion in
the verse of the difference, too.
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Local efficiency
AUC in BPD | AUC in HC | p-Value

L.PostCG | (2) 0.0511 0.0984 0.0473
L.FG | (3) 0.0295 0.1114 0.0070
L.ENTH 1 (5) 0.0818 0.0023 0.0348
LiC | (5) 0.0297 0.1186 0.0095
R.PC 1 (5) 0.0852 0.0088 0.0329
R.rAC 1 (5) 0.1136 0.0083 0.0099

Table 5.33: Nodes whose local efficiency presents significant variations (p-Value<0.05)
between patients and controls in the full SC network.

Clustering coefficient
AUC in BPD | AUC in HC | p-Value
L.FG | (3) 0.0167 0.0921 0.0029
LiC | (5) 0.0236 0.1059 0.0074
R.rAC 1 (5) 0.0979 0.0083 0.0132

Table 5.34: Nodes whose clustering coefficient presents significant variations (p-
Value<0.05) between patients and controls in the full SC network.

Hubs

The integrating and segregating hub nodes are collected in Tab. 5.35 and Fig. 5.33:
they are more than the ones of the FC networks, even if many nodes are repeated also in
this case. Nevertheless, most of those nodes have changed their role in the SC network,
which is actually consistent with the fact that the participation coefficient and the within-
module strength of some nodes differ between patients and controls with opposite signs
in the full FC and in the SC networks. Beside this, it should also be noted that there
is not much symmetry neither between the left and right hemisphere within the same
group of subjects, nor within patients and controls. Also in this case, the hubs are quite
distributed among all the systems of the brain, making it difficult to infer on specific
and meaningful variations.

Composition of modules

In the full SC network, the composition of modules did not reflect the subdivision in
anatomical systems, which instead was considerably more supported in the full FC graph.
Also in this case, obviously, the assignment of nodes changed with the density and also
between patients and controls. The most evident aspect was that the subdivisions were
often asymmetric between the left and the right hemisphere, so that it occurred that some
small modules were formed only by nodes belonging to a single hemisphere. Nevertheless,
it was verified that, across densities, the occipital lobe was generally mostly unified into a
single community; the limbic system, instead, was always divided into different modules,
moreover shared with many other regions. The separate study of the limbic system,
therefore, would not be supported by the underlying structure of the networks, but it
was still carried out, as it is shown in the next paragraphs, both for comprehensiveness
and because it was found that it was the most affected by significant variations also in
full FC networks.

In general, it is evident that in the case of the full SC network the subdivision in modules
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Left hemisphere Right hemisphere
BPD HC BPD HC
paraC (1) | Segregating - Integrating -
Both Segregating - Segregating
Integrating - - Integrating
- Segregating - -
Integrating | Integrating - -
PostCG (2) - - Integrating -
- Segregating - Segregating
- - - Integrating
- - - Integrating
- - - Integrating
Integrating - Integrating -
Segregating | Integrating - Integrating
- Segregating Both Segregating
- - Integrating | Integrating
( Both - Segregating -
(5) Segregating - Segregating -
INS (5) Integrating - - -
iC (5) - - - Integrating
LoF (5) Segregating | Segregating | Segregating -
PHG (5) | Integrating - - -
CAU (6) | Integrating - - -
PUT (6) - - - Integrating
THA (6) | Segregating | Segregating | Segregating Both
VEN (6) | Segregating | Segregating | Segregating -
CER (7) - Integrating - Integrating

Table 5.35: Comparison of hub nodes in patients and controls in the full SC' network:
integrating are those nodes that have strong intermodular connections, segregating are
those that have a central role within their module.

does not provide supporting results, but rather delegitimizes the properties found under
this frame. As an example, the modules found at a density of 32%, chosen for comparison
with the results derived from the FC networks, are reported in Tab A.4 and A.5. Even
though the density is outside of the range selected for the integration, it was verified
that the results are extendable also to lower densities.

Analysis of altered connectivity

As described in Section 4.6.2, the analysis of the altered connectivity could not be carried
with the NBS method, as for the FC networks, but it was achieved through the calculation
of the z-score of the element-wise difference between the Pearson’s correlation matrices
of patients and controls (shown in Fig. 4.9), which is reported in Fig. 5.34.

After the conversion of the z-scores to the corresponding p-Values, 73 differences higher in
patients and 134 higher in controls were found to be statistically significant. Nevertheless,
the FDR correction returned one variation only among these, higher in patients, between
the left and the right caudate nucleus.

85



5.2. Comparison between patients and controls Results

Figure 5.33: Hub nodes in patients and controls in the full SC network, where the color
defines the role of the hub. Blue: integrating; yellow: segregating; green: both.

Therefore, also from this point of view, it appears that there are no consistent variations
between patients and controls in the SC networks.

z-score in full SC network

o

S

-

o

Figure 5.34: Matrix of the z-scores of the difference of the correlation values between
patients and controls in the full SC network. Positive values indicate that the correlation
coefficient is higher in patients, negative that it is higher in controls.
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Limbic and occipital subnetworks

Global properties

As it could be expected by the outcomes obtained from the full SC network, also the
limbic and occipital SC subnetworks did not provide any significant result at global level
for any measure. For simplicity, the table of p-Values is not reported here.

Local properties
Even at local level, the occipital subnetwork alone did not present any significant varia-
tion for any measure, which is actually consistent with the expectations.

On the other hand, the limbic system showed some significant variations in the centrality
measures, which are reported in Tab. 5.36, 5.37 and 5.38. The nodes involved, i.e. the
right parahippocampal gyrus in degree and strength and the right insular cortex in
betweenness centrality, were not previously detected, neither in the limbic and occipital
FC subnetworks, nor in the full SC network. Moreover, the p-Value of the differences
are quite high, so that none of the results passed the FDR correction, making these
outcomes not very relevant for further interpretation.

Degree - limbic SCN
AUC in BPD | AUC in HC | p-Value
R.PHG | 0.3500 2.9550 0.0381

Table 5.36: Nodes within the limbic SC subnetwork whose degree presents significant
variations (p-Value<0.05) between patients and controls.

Strength - limbic SCN
AUC in BPD | AUC in HC | p-Value
R.PHG | 0.1705 1.2534 0.0380

Table 5.37: Nodes within the limbic SC subnetwork whose strength presents significant
variations (p-Value<0.05) between patients and controls.

Betweenness centrality - limbic SCN
AUC in BPD | AUC in HC | p-Value
R.INS 1 19.6600 0.3600 0.0322

Table 5.38: Nodes within the limbic SC subnetwork whose betweenness centrality presents
significant variations (p-Value<0.05) between patients and controls.

Finally, from the point of view of efficiency in local information transfer, no significant
deviations were detected neither in the limbic system.

Combining these findings, we can state that the separate study of the two lobes did not
provide new observations within the SC frame. Moreover, between the two systems, a
clear difference in terms of statistically significant results did not emerge.

Females-only network
Global properties

The global results obtained by the comparison of female patients and controls are very
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similar to those retrieved from the full set of subjects. The main difference regards the
efficiency in distant information transfer, represented by the measures of characteristic
path length and global efficiency: if the full networks showed a difference between BPDs
and HCs, even though it was not statistically significant, within the subset of females
only such difference is even reduced, as it can be seen from Fig. 5.35. This could
suggest that healthy male subjects may show higher global efficiency in SC networks
with respect to BPD ones; nevertheless the numbers involved in this study are too low
to make inferential statistic in this sense.

SC network, females only
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Figure 5.35: Normalized characteristic path length and global efficiency as a function of
density in patients and controls, in the SC networks of females only.

As one can deduce from the considerations described above, it is evident that also for
the subset of females only there is not a statistically significant difference between the
global properties of the SC networks of patients and controls.

Local properties

Since the differences between patients and controls were found reduced at a global level, it
should be expected that also from the local perspective the outcomes would not provide
many statistically significant variations. This was actually verified, as it is shown in
this paragraph, and none of the deviations between BPDs and HCs could pass the FDR
correction.

Centrality measures The degree and strength were significantly varied only in the
left caudate nucleus, as it is reported in Tab. 5.39 and 5.40, which previously appeared
only in the analysis of altered connections, as the weight of its link with the right caudate
nucleus was found to be significantly increased in patients. The sign of the variation is
in accord with this observation.

The betweenness centrality returned again deviating results with respect to degree and
strength, which are collected in Tab. 5.41. It is possible to note the presence of the right
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Degree - females SCN
AUC in BPD | AUC in HC | p-Value
L.CAU 1 6.4700 1.8400 0.0259

Table 5.39: Nodes within the SC subnetwork of females subjects, whose degree presents
significant variations (p-Value<0.05) between patients and controls.

Degree - females SCN
AUC in BPD | AUC in HC | p-Value
L.CAU 7t 3.4357 0.9760 0.0382

Table 5.40: Nodes within the SC subnetwork of females subjects, whose strength presents
significant variations (p-Value<0.05) between patients and controls.

amygdala, which was often found to be varied in this study, and the right hippocampus,
which emerged also from the analysis of all subjects.

Betweenness centrality - females SCN

AUC in BPD | AUC in HC | p-Value
R.AMY 1 (5) 57.4700 0.2300 0.0257
R.HIP 1 (5) 126.1400 7.0800 0.0434

Table 5.41: Nodes within the SC subnetwork of females subjects, whose betweenness
centrality presents significant variations (p-Value<0.05) between patients and controls.

Module-related measures The participation coefficient, in Fig. 5.42, is the measure
which presents the highest number of variations and also the most significant ones, even
if none passing the FDR. The quantity is mostly increased in patients and the limbic
system is mainly involved. Within the latter, the left entorhinal cortex is the only region
which was found modified also in the participation coefficient of the all-subjects network,
but it is meaningful also to underline the presence of the amygdala and the right isthmus
of cingulate gyrus, whose p-Values are particularly low.

Participation coefficient - females SCN
AUC in BPD | AUC in HC | p-Value

R.PostCG 1 (2) 0.1652 0.0744 0.0185
L.AMY 1 (5) 0.1658 0.0069 0.0044
L.ENTH 1 (5) 0.1372 0.0179 0.0350
R.AMY 1 (5) 0.1719 0.0168 0.0085
R.iC | (5) 0.0259 0.1655 0.0033
L.PUT 1 (6) 0.1398 0.0241 0.0342

Table 5.42: Nodes within the SC subnetwork of females subjects, whose participation
coefficient presents significant variations (p-Value<0.05) between patients and controls.

The within-module strength, in Tab. 5.43 does not provide as numerous results, yet note
that left lateral occipital sulcus was present also among the significant variations of the
same measures in the full SC network.
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Within-module strength - females SCN
AUC in BPD | AUC in HC | p-Value
L.LOC | (3) 0.3449 1.9388 0.0284
R.MoF | (5) 0.2106 1.4982 0.0406

Table 5.43: Nodes within the SC subnetwork of females subjects, whose within-module
strength presents significant variations (p-Value<0.05) between patients and controls.

Local efficiency measures From the local efficiency and the clustering coefficient,
reported respectively in Tab. 5.44 and 5.45, only one ROI per measure emerged: the left
lateral occipital sulcus for the first and the right amygdala for the second. Also in this
case, these regions were not found to be varied in the full SC network.

Local efficiency - females SCN
AUC in BPD | AUC in HC | p-Value
L.LOC | (3) 0.0476 0.1155 0.0431

Table 5.44: Nodes within the SC subnetwork of females subjects, local efficiency presents
significant variations (p-Value<0.05) between patients and controls.

Clustering coefficient - females SCN
AUC in BPD | AUC in HC | p-Value
R.AMY | (5) 0.0543 0.1149 0.0408

Table 5.45: Nodes within the SC subnetwork of females subjects, clustering coefficient
presents significant variations (p-Value<0.05) between patients and controls.

To summarize the results for the SC networks retrieved from female subjects only, we
can observe that, also in this case, there is not a strong significance in the difference
between patients and controls. Moreover, there is not a strong accord with the results
found in the full FC network, even if some results are repeated. Nevertheless, there is a
certain degree of consistency among the outcomes of the females-only network alone, in
particular regarding some nodes, such as the right amygdala.

5.3 Correlation with the clinical scores

As described in section 4.7, an exploratory analysis of the correlation of the clinical
scores with the AUCs of the topological measures was performed global. In particular,
the properties selected for this investigation were the global measures that resulted sig-
nificantly varied and the local ones which also passed the FDR correction.

In this section, the reported results consist of the partial correlation coefficients (p) and
their p-Values, under two different conditions. The first was to look for a single correla-
tion through the data of all subjects, recalling that only the scores of BIS, DERS, ARS,
SHI and RRS could be investigated in this sense, since those are available for both BPDs
and HCs. The second condition was to explore correlations separately for patients and
controls: in this case, also the BDI and WSAS scores of patients were included. This
was repeated for all the types of the FC networks, except for the occipital one, which
was previously proven not to be significant.
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In the tables of correlations and p-Values, to help the visualization, the combinations
that were found to be statistically significant are written in bold characters, and those
that passed the FDR are also written in italic. For simplicity, the plots of the linear
regressions between the clinical scores and the AUC of the measures are shown only for
those combinations that were found to be statistically significant in both the cases of all
subjects merged into a single group and of patients or controls separately. The reason
behind this choice is that the correlations across all subjects were, in several cases, clearly
biased, even if they passed the FDR correction, because of the net separation of patients
and controls due especially to the deviation in their clinical scores: the verification of
the existence of a correlation in the two types of evaluations, therefore, is considered as
a consolidation of the results, so that such outcomes are considered the most reliable.
To show this issue, only the plots related to the global properties across all subjects are
reported for the full FC network, as an exception to the rule described above.
Additionally, note that the correlations with the SHI scale were considered reliable only
when present in patients, because among controls there was an evident bias, due to the
fact that most of them scored 0, the minimum value, in this clinical evaluation. As it
will be more clear by looking at the images related to this scale, reported in this section,
this made the correlations involving SHI in HCs evidently artificial.

This extended analysis has allowed to characterize the relationship between the networks
measures and the clinical scores in both the groups of subjects. Results suggest possible
future directions in the correlation analysis.

5.3.1 All subjects
Full FC network

Global measures

The partial correlation coefficients of the global measures in the full FC network with the
clinical scores across all subjects are reported in Tab. 5.46, along with the corresponding
p-Values.

The DERS correlates significantly and negatively with the normalized average correlation
coefficient and the modularity coefficient, and also RRS does with the latter. From the
corresponding plots in Fig. 5.36 and Fig. 5.37, it is quite evident that the correlation
is actually due to the considerable difference of the clinical score between patients and
controls, as it can be deduced from the fact that the line separates almost perfectly BPDs
from HCs. This issue, which invalidates the reliability of the correlations, was observed
frequently throughout the analysis across all subjects, as mentioned above.

Local measures

Concerning the local measures, the ones that presented p-Values that passed the FDR
correction in the full FC networks were the betweenness centrality, the participation
coefficient, the local efficiency and the clustering coefficient.

Betweenness centrality The results in terms of correlation of the betweenness cen-
trality are reported in Tab. 5.47. As it can be seen, the betweenness centrality of the
only node that passed the FDR for that property, not only significantly correlates with
all the clinical scores across all subjects with negative slope, but also all the correlations
passed the FDR correction.
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Partial correlation

BIS DERS | ARS SHI RRS
Ei. -0.0383 | -0.2478 | -0.1027 | -0.1134 | -0.2217
ccC -0.0875 | -0.2864 | -0.1318 | -0.1586 | -0.2678
SW -0.0608 | -0.2156 | -0.1085 | -0.1150 | -0.2069
LCCsize | 0.0023 | -0.2032 | -0.0849 | -0.0727 | -0.1672
Q -0.1876 | -0.3208 | -0.1581 | -0.2067 | -0.3143
p-Value

BIS DERS | ARS SHI RRS
Eie 0.7856 | 0.0737 | 0.4642 | 0.4186 | 0.1105
ccC 0.5334 | 0.0376 | 0.3470 | 0.2567 | 0.0525
SW 0.6656 | 0.1210 | 0.4391 | 0.4121 | 0.1371
LCCsize | 09869 | 0.1446 | 0.5456 | 0.6051 | 0.2315
Q 0.1786 | 0.0192 | 0.2580 | 0.1375 | 0.0219

Table 5.46: Partial correlation coefficients and corresponding p-Values of the AUCs of
the global measures in the full FC network with the clinical scores, across all subjects. The
combinations that were found to be statistically significant are written in bold characters.
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Figure 5.36: Correlation of the DERS with the average normalized clustering coefficient
in the full FC network, across all subjects.

Referring to Fig. 5.38, the correlation appear to be quite consistent; nevertheless, it is
clear that the coefficient would have very different values when considering patients and
controls separately.

Participation coefficient For the participation coefficient, two ROIs passed the FDR:
the right amygdala and the right rostral middle frontal gyrus.

The correlation coefficients and the p-Values, reported in Tab. 5.48, show that all the
clinical scores negatively correlates with the participation coefficient of the amygdala
with a significant p-Value; on the other hand, only the BIS and the DERS do with the
rostral middle frontal gyrus, but those positive correlations are also statistically verified
after the FDR correction. In this case, no correspondence was found in patients or
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Figure 5.37: Correlation of BIS and DERS with the modularity coefficient in the full FC
network, across all subjects.

BC - Full FCN
Partial correlation
BIS DERS ARS SHI RRS
L.SP (2) | -0.4337 | -0.4757 | -0.3443 | -0.3602 | -0.3906
p-Value
BIS DERS ARS SHI RRS
L.SP (2) | 0.0012 0.0003 | 0.0116 | 0.0081 | 0.0038

Table 5.47: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the betweenness centrality in the full FC network with the clinical scores, across all
subjects. The combinations that were found to be statistically significant are written in
bold characters, and those that passed the FDR are also written in italic.
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Figure 5.38: Correlation of RRS with the betweenness centrality of the left superior
parietal lobule in the full FC network, across all subjects.

controls separately
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PC - Full FCN
Partial correlation

BIS DERS ARS SHI RRS
R.rMF (1) 0.4299 | 0.4032 0.2645 0.2629 0.2641
R.AMY (5) | -0.3044 | -0.3422 | -0.3196 | -0.3264 | -0.2873

p-Value

BIS DERS ARS SHI RRS
R.erMF (1) | 0.0013 | 0.0028 0.0556 0.0572 0.0560
R.AMY (5) | 0.0267 0.0121 | 0.0197 | 0.0171 | 0.0370

Table 5.48: Partial correlation coefficients and corresponding p-Values of the nodal AUC's
of the participation coefficient in the full FC network with the clinical scores, across all
subjects.

Local efficiency The left temporal pole is the only region that passed the FDR cor-
rection in local efficiency. The correlations in Tab. 5.49 show that DERS, SHI and RRS
negatively correlate with the AUCs of the local efficiency of the region, and the first two
also passed the FDR.

Also in this case there was no correspondence with the separate evaluations.

B - Full FCN
Partial correlation
BIS DERS ARS SHI RRS
L. TP (4) | -0.1869 | -0.4147 | -0.2247 | -0.3395 | -0.3078
p-Value
BIS DERS ARS SHI RRS
L. TP (4) | 0.1803 | 0.0020 | 0.1057 | 0.0129 0.0250

Table 5.49: Partial correlation coefficients and corresponding p-Values of the nodal AUC's
of the local efficiency in the full FC network with the clinical scores, across all subjects.

Clustering coefficient Finally, the clustering coefficient had three nodes that satisfied
the criterion of FDR: the left temporal pole and the bilateral transverse temporal gyrus.
Consistently with the results obtained for the local efficiency, the correlations are found
only with DERS, SHI and RRS, as it is reported in Tab. 5.50. In particular, they are
negative for the temporal pole, and positive for the transverse temporal gyrus.

Among these, the only combination that passed the FDR is the clustering coefficient
of the left temporal pole with the DERS, similarly to the outcomes obtained for local
efficiency: the same comments can be extended to this case.

Finally, it is meaningful to underline that the sign of the correlations is consistent with
the sign of the variations between patients and controls: since the clinical scales are
built so that the scores increase with the severity of the conditions, positive correlations
correspond to the increment of the topological measure in BPDs, whereas the opposite
occurs for the negative ones.
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CC - Full FCN
Partial correlation

BIS DERS ARS SHI RRS
L.TP (4) | -0.2003 | -0.4154 | -0.2268 | -0.3389 | -0.3153
L.TT (4) | 0.2323 | 0.3713 | 0.2312 | 0.3513 | 0.2838
R.TT (4) | 0.2410 | 0.3564 | 0.2570 | 0.3013 0.2921

p-Value

BIS DERS ARS SHI RRS
L. TP (4) | 0.1504 | 0.0020 | 0.1024 | 0.0131 | 0.0215
L.TT (4) | 0.0942 | 0.0062 | 0.0957 | 0.0099 | 0.0394
R.TT (4) | 0.0822 | 0.0088 | 0.0632 | 0.0283 | 0.0338

Table 5.50: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the clustering coefficient in the full FC' network with the clinical scores, across all
subjects.

Limbic subnetwork

In the limbic subnetwork, the only significant variations that passed the FDR were
within the local measures of degree and strength. In particular, the regions of interest in
this sense were the same for both the properties: the bilateral caudal anterior cingulate
cortex, the bilateral amygdala and the left entorhinal cortex.

All the correlations with the clinical scores and their p-Values are collected in Tab. 5.51
and 5.52 for degree and strength respectively. All the nodes show significant correlations
with various clinical scores, in particular the left caudal anterior cingulate cortex and the
right amygdala and posterior cingulate cortex. The latter is the only one which presents
a correlation that passed the FDR correction, i.e. the one with DERS, which is plotted
in Fig. 5.39, as it is verified also for patients and controls separately. In this case, even
if the line separates quite well patients and controls, it appears that the positive trend
persists in patients and controls separately.

Finally, from the point of view of the clinical scores the DERS is definitely the one that
correlates the most with these centrality measures.
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Deg - Limbic FCN
Partial correlation

BIS DERS ARS SHI RRS

L.cAC (5) 0.2906 | 0.3285 | 0.3617 | 0.3093 | 0.2080
L.ENTH (5) | -0.2639 | -0.3033 | -0.1939 | -0.2236 | -0.1269

L.PC (5) 0.2302 | 0.3434 | 0.1826 | 0.2302 | 0.2347
R.AMY (5) | -0.3816 | -0.3542 | -0.3292 | -0.2119 | -0.3033
R.cAC (5) 0.3264 | 0.2935 | 0.3253 | 0.2013 | 0.2464
R.PC (5) 0.1656 | 0.4453 | 0.2954 | 0.3107 | 0.3743

p-Value
BIS DERS ARS SHI RRS
L.cAC (5) | 0.0348 | 0.0163 | 0.0078 | 0.0242 | 0.1351
L.ENTH (5) | 0.0562 | 0.0273 | 0.1643 | 0.1074 | 0.3652
L.PC (5) 0.0973 | 0.0118 | 0.1907 | 0.0972 | 0.0907
R.AMY (5) | 0.0048 | 0.0093 | 0.0161 | 0.1277 | 0.0273
R.cAC (5) | 0.0171 | 0.0329 | 0.0175 | 0.1484 | 0.0753
R.PC (5) 0.2360 | 0.0008 | 0.0318 | 0.0236 | 0.0058

Table 5.51: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the degree within the limbic FC network with the clinical scores, across all subjects.

Str - Limbic FCN
Partial correlation

BIS DERS ARS SHI RRS

L.cAC (5) 0.2226 | 0.3126 | 0.2903 | 0.3391 | 0.1948
L.ENTH (5) | -0.2794 | -0.2968 | -0.1903 | -0.2063 | -0.1137

L.PC (5) 0.1628 | 0.3306 | 0.1693 0.2753 | 0.2422
R.AMY (5) |-0.3920 | -0.3344 | -0.3191 | -0.1535 | -0.2820
R.cAC (5) 0.2327 | 0.2883 | 0.2433 0.2678 0.2317
R.PC (5) 0.0971 | 0.3746 | 0.2292 | 0.3209 | 0.3038
p-Value
BIS DERS ARS SHI RRS

L.cAC (5) 0.1091 0.0227 | 0.0350 | 0.0130 | 0.1621
L.ENTH (5) | 0.0427 | 0.0309 | 0.1724 0.1383 0.4187

L.PC (5) 0.2443 0.0156 | 0.2257 | 0.0460 | 0.0806
R.AMY (5) | 0.0037 | 0.0144 | 0.0198 | 0.2724 | 0.0408
R.cAC (5) 0.0935 | 0.0363 | 0.0792 0.0525 0.0951
R.PC (5) 0.4892 | 0.0057 | 0.0988 | 0.0191 | 0.0270

Table 5.52: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the strength within the limbic FC' network with the clinical score, across all subjectss.

Scale 4 network

Global measures

At a global level, in the scale 4 of the wavelet-decomposed networks, significant dif-
ferences were detected for all measures, except for the characteristic path length and
the global efficiency. The properties of the correlations of the global quantities with
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Figure 5.39: Correlation of DERS with the degree of the right posterior cingulate cortex
in the limbic FC network, across all subjects.

the clinical scores are reported in Tab. 5.53. All the correlations are negative, since
the normalized global quantities were increased in controls in each case, and the largest

connected component size is the topological measure that correlates the most with the
clinical scores.

Partial correlation

BIS DERS ARS SHI RRS

E. -0.1641 | -0.2671 | -0.2051 | -0.2665 | -0.1845
ccC -0.2466 | -0.3220 | -0.2300 | -0.3176 | -0.2366
SW -0.2041 | -0.2522 | -0.2024 | -0.2809 | -0.1816
LCCsize | -0.1352 | -0.3144 | -0.1741 | -0.2940 | -0.3035
Q -0.3623 | -0.3799 | -0.2210 | -0.3706 | -0.3046

p-Value

BIS DERS ARS SHI RRS

E. 0.2402 0.0532 0.1406 0.0537 0.1861
cc 0.0751 0.0187 | 0.0976 | 0.0205 0.0880

SW 0.1428 0.0685 0.1462 | 0.0416 0.1931
LCCsize | 0.3345 0.0219 | 0.2126 | 0.0326 | 0.0271
Q 0.0077 0.0050 | 0.1118 | 0.0063 | 0.0266

Table 5.53: Partial correlation coefficients and corresponding p-Values of the AUCs of
the global measures in the scale 4 network with the clinical scores, across all subjects.

For several of the relationships investigated here, the same considerations illustrated in
the previous paragraphs could be repeated here: it is unclear whether the correlations
that emerged are reliable, because of a certain degree of separation between patients and
controls.

97



5.3. Correlation with the clinical scores Results

Local measures

At local level, the scale 4 networks presented the most numerous and significant variations
in degree and strength, but also in betweenness centrality and within-module strength
some regions passing the FDR were detected.

Degree Tab. 5.54 collects the correlation coefficients between the degree and the
clinical scores, with their p-Values. Note that in this case the statistically significant
outcomes are more than half of the total combinations, and a considerable number of
the latter also passed the FDR correction.

The left and right frontal poles are the only regions that do not show correlations with
the clinical scores. On the other hand, the bilateral amygdala and the right pars or-
bitalis present correlations with all the neuro-psychological scales, and among the most
significant ones, even if the lowest p-Value is associated to the correlation of the degree
of the left inferior temporal gyrus with the SHI.

Also in this case, the DERS is the score that appears to correlate the most with the
degree and provides also some of the lowest p-Values in this sense. On the opposite side,
the ARS is the scale that correlates less with the topological measures, and none of the
statistically significant results passed the FDR.

Among all the statistically significant correlations, only two found their correspondence
in patients or controls separately: the one with the left inferior temporal gyrus, in Fig.
5.40, and the one with the right thalamus in Fig. 5.41.
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Figure 5.40: Correlation of SHI with the  Figure 5.41: Correlation of DERS with the
degree of the left inferior temporal gyrus  degree of the right thalamus in the scale 4
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Table 5.54: Partial correlation coefficients and corresponding p-Values of the nodal AUC's

Deg - Scale 4 FCN

Partial correlation

BIS DERS ARS SHI RRS

L.FP (1) -0.2489 -0.2167 -0.1300 -0.1439 -0.2309
R.FP (1) -0.2172 -0.1988 -0.1892 -0.1630 -0.2087
R.parsOR (1) | -0.4532 | -0.4417 | -0.3331 | -0.4567 | -0.3948
L.LING (3) 0.3166 0.2452 0.1232 0.3563 | 0.3323
R.LING (3) 0.3382 0.2961 0.2151 0.2485 0.3805
L.IT (4) -0.3840 | -0.3408 | -0.2047 | -0.5214 | -0.1110
L.MT (4) -0.4396 | -0.3866 | -0.1954 -0.2686 | -0.3389
L.TP (4) -0.2908 | -0.4029 | -0.2433 | -0.2999 | -0.3223
L. AMY (5) | -0.2846 | -0.3579 | -0.3317 | -0.2772 | -0.4107
L.cAC (5) 0.2182 0.2465 0.3024 0.1861 0.1970
L.MoF (5) -0.2446 | -0.3103 | -0.2773 | -0.2800 | -0.2814
L.PC (5) 0.2400 0.3606 0.1288 0.3093 | 0.3601
R.AMY (5) | -0.4224 | -0.4196 | -0.3454 | -0.3192 | -0.3787
R.cAC (5) 0.4468 | 0.3567 | 0.3156 0.2647 0.3222
R.ENTH (5) | -0.2233 | -0.2901 | -0.1732 -0.2209 -0.2668
R.INS (5) 0.2669 0.3707 | 0.3338 | 0.3194 | 0.3266
R.THA (6) 0.3382 | 0.4266 0.2508 0.3227 | 0.3084

p-Value

BIS DERS ARS SHI RRS

L.FP (1) 0.0723 0.1192 0.3535 0.3040 0.0963
R.FP (1) 0.1183 0.1537 0.1749 0.2435 0.1336
R.parsOR (1) | 0.0007 | 0.0009 | 0.0148 | 0.0006 | 0.0034
L.LING (3) 0.0209 0.0768 0.3794 0.0088 | 0.0150
R.LING (3) 0.0133 0.0314 0.1219 0.0728 0.0049
L.IT (4) 0.0045 | 0.0125 0.1414 0.0001 0.4286
L.MT (4) 0.0010 | 0.0042 0.1608 0.0518 0.0130
L. TP (4) 0.0347 | 0.0028 0.0791 0.0291 0.0186
L.AMY (5) 0.0389 | 0.0085 0.0152 | 0.0445 | 0.0023
L.cAC (5) 0.1166 0.0751 0.0278 0.1821 0.1575
L.MoF (5) | 0.0775 | 0.0237 | 0.0444 | 0.0423 | 0.0412
L.PC (5) 0.0834 0.0080 0.3578 0.0242 | 0.0081
R.AMY (5) 0.0016 | 0.0018 | 0.0113 | 0.0198 | 0.0052
R.cAC (5) 0.0008 | 0.0088 | 0.0213 0.0554 0.0186
R.ENTH (5) 0.1080 0.0351 0.2149 0.1119 0.0534
R.INS (5) 0.0534 0.0063 | 0.0146 | 0.0198 | 0.0170
R.THA (6) 0.0133 | 0.0014 0.0701 0.0184 | 0.0247

of the degree in the scale 4 network with the clinical scores, across all subjects.
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Strength The correlations of the clinical scores with the strengths reflect what was
found for the degree, as it can be seen from Tab. 5.55: the right amygdala and, in
particular, the right pars orbitalis are the two regions which correlate most significantly
with the neuro-psychological scales, even though in this case even more combinations
have a p-Value inferior to 0.05, also after the FDR correction. It is meaningful to observe
that, beside the DERS, which was already found to be strongly related to the degree,
also the RRS shows significant correlations with the strengths of every node involved.

Str - Scale 4 FCN
Partial correlation
BIS DERS ARS SHI RRS
R.parsOR (1) | -0.4410 | -0.4099 | -0.3197 | -0.4346 | -0.3704
L.LING (3) 0.3093 0.2737 0.1195 0.3879 | 0.3514
R.LING (3) 0.3213 0.3241 0.1918 0.2874 | 0.4020
L. TP (4) -0.2672 | -0.3738 | -0.2253 -0.2506 | -0.2886
L.AMY (5) -0.2754 | -0.3324 | -0.3214 | -0.2142 | -0.3792
L.MoF (5) -0.2933 | -0.3315 | -0.3099 | -0.2823 | -0.2830
L.PC (5) 0.2345 0.3718 0.1249 0.3497 | 0.3525
R.AMY (5) -0.3959 | -0.3849 | -0.3255 | -0.2617 | -0.3435
R.cAC (5) 0.3941 0.3725 0.2603 0.3106 0.3178
R.INS (5) 0.2562 0.4014 | 0.2999 | 0.3664 | 0.3365
R.THA (6) 0.3271 0.4245 0.2154 0.3425 | 0.3009
p-Value
BIS DERS ARS SHI RRS

R.parsOR (1) | 0.0009 | 0.0023 0.0196 | 0.0011 | 0.0063
L.LING (3) 0.0242 0.0473 0.3940 0.0041 | 0.0099
R.LING (3) 0.0190 0.0179 0.1688 0.0369 | 0.0029
L. TP (4) 0.0531 0.0058 0.1049 0.0704 0.0361
L.AMY (5) 0.0459 0.0150 | 0.0189 0.1235 0.0051
L.MoF (5) 0.0331 0.0153 | 0.0239 0.0406 0.0401
L.PC (5) 0.0910 0.0061 0.3729 0.0103 | 0.0096
R.AMY (5) 0.0033 | 0.0044 | 0.0174 0.0583 0.0118
R.cAC (5) 0.0035 | 0.0060 0.0597 0.0236 0.0204
R.INS (5) 0.0640 0.0029 | 0.0291 | 0.0070 | 0.0137
R.THA (6) 0.0168 0.0015 0.1213 0.0121 | 0.0286

Table 5.55: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the strength in the scale 4 network with the clinical scores, across all subjects.

In this case, only one interpolation was significant also for patients or controls separately,
i.e. the one of the strength of the right lingual gyrus with RRS, reported in Fig. 5.42.

Betweenness centrality The only node to present significant variations in between-
ness centrality is the right inferior temporal gyrus, whose correlations with the clinical
scores can be found in Tab. 5.56. The quantity negatively correlates with BIS, DERS
and RRS; among these, the first and the third also passed the FDR correction. Also in
this case no correspondence with the results of patients and controls were identified.
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partial R = 0.4020, pValue = 0.0029
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Figure 5.42: Correlation of RRS with the strength of the right lingual gyrus in the scale
4 network, across all subjects.

BC' - Scale 4 FCN
Partial correlation
BIS DERS | ARS SHI RRS
RIT (4) | -0.3993 | -0.3028 | -0.2565 | -0.1999 | -0.3723
p-Value
BIS DERS | ARS SHI RRS
RIT (4) | 0.0031 0.0275 | 0.0638 | 0.1512 | 0.0060

Table 5.56: Partial correlation coefficients and corresponding p-Values of the AUC of the
betweenness centrality of the right inferior temporal gyrus in the scale 4 network with the
clinical scores, across all subjects.

Within-module strength Regarding the within-module strength, the nodes involved
were the left temporal pole and the right amygdala. For the first region, the quantity
correlates with all the clinical scores, whereas for the second it does not correlate with
SHI. Nonetheless, in the latter case, the p-Values tend to be considerably lower, as it is
reported in Tab. 5.57. Note that the lowest p-Values correspond again to the correlations
with DERS and RRS.

Even for this measure, no correspondence were detected with the case of the separate
evaluation of patients and controls.

As a final comment on these results, the partial correlations between the topological
measures and the clinical scores, even if statistically significant, are not particularly
strong: their absolute values overcome 0.5 only in one case (the degree of the left inferior
temporal gyrus in the scale 4 network with the SHI) and rarely pass 0.4.
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modStr - Scale / FCN
Partial correlation

BIS DERS ARS SHI RRS

L.TP (4) -0.3333 | -0.4359 | -0.2982 | -0.3296 | -0.4039
R.AMY (5) | -0.4464 | -0.4823 | -0.4032 | -0.2580 | -0.4119
p-Value
BIS DERS ARS SHI RRS

L. TP (4) 0.0148 0.0011 0.0301 | 0.0159 | 0.0027
R.AMY (5) | 0.0008 0.0003 0.0028 | 0.0622 | 0.0022

Table 5.57: Partial correlation coefficients and corresponding p-Values of the nodal AUC's
of the within-module strength in the scale 4 network with the clinical scores, across all
subjects.

5.3.2 Patients and controls separately

Full FC network

Global measures

The correlation tables related to the global measures are presented separately for pa-
tients and controls in Tab. 5.58.

The first aspect that emerge is that the correlations behave differently with respect to
the evaluation for all the subjects as one group: in this case, in fact, the results exhibit
considerably more relationships between the global measures and the clinical scores. In
particular, the statistically significant relationships found involve mainly BIS, ARS and
SHI, whereas the DERS, which was clearly the most meaningful scale in the previous
case, here appears to be not as important.

Moreover, there is also an evident difference between patients and controls: their global
measures, in fact, correlate with different clinical scores. The ones of BPDs tend to cor-
relate with BIS and ARS, whereas those of control with SHI. Nevertheless, the latter are
clearly artificial and emerge only because of the fact that many healthy controls scored
0 in the SHI scale.

It is worth to underline that such correlations in patients are all positive, while in con-
trols, even if not statistically significant, they are ~0 for BIS and negative for ARS, thus
the same trend is not reproduced within the two groups. The only exception is given by
the modularity coefficient, for which also BIS correlates negatively in controls.

Local measures

Betweenness centrality Recalling that the betweenness centrality showed only one
significant variation after FDR among nodes, i.e. the left superior parietal lobule, the
correlation tables for patients and controls are reported in Tab. 5.59 for patients and
controls separately.

The only significant correlation is negative, with RRS, and the plot is reported in Fig.
5.43, since it was present also across all subjects, Nevertheless, note that there is a
crucial difference with that case: here, the negative correlation in ensured only in BPDs,
whereas HCs actually present a slightly positive, non-significant one.
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BPDs

Partial correlation

BIS DERS | ARS SHI RRS BDI | WSAS
E. 0.4594 | -0.2336 | 0.4596 | 0.0720 | -0.1621 | -0.1680 | -0.0312
cc 0.4504 | -0.2308 | 0.4464 | 0.0496 | -0.1780 | -0.1275 | 0.0084
SW 0.5046 | -0.1019 | 0.4641 | 0.0934 | -0.1282 | -0.1145 | -0.0485
LCCSize | 0.5626 | -0.0076 | 0.3937 | 0.1996 | 0.0484 | -0.1826 | -0.2013
Q 0.4155 | -0.1786 | 0.3477 | 0.0597 | -0.2412 | -0.0801 | -0.0110
p- Value
BIS DERS | ARS SHI RRS BDI | WSAS
B 0.0209 | 0.2610 | 0.0208 | 0.7323 | 0.4387 | 0.4326 | 0.8825
cc 0.0239 | 0.2670 | 0.0253 | 0.8139 | 0.3947 | 0.5526 | 0.9680
SW 0.0101 | 0.6280 | 0.0194 | 0.6571 | 0.5415 | 0.5942 | 0.8178
LCCsize | 0.0034 | 0.9711 | 0.0515 | 0.3387 | 0.8184 | 0.3932 | 0.3346
Q 0.0389 | 0.3930 | 0.0886 | 0.7768 | 0.2454 | 0.7100 | 0.9583

HCs
Partial correlation

BIS | DERS | ARS SHI RRS
E. 0.0412 | 0.0964 | -0.2541 | 0.4573 | 0.0439
ccC -0.0359 | 0.0738 | -0.2860 | 0.4081 | 0.0124
SW -0.0287 | 0.1473 | -0.2517 | 0.4490 | 0.0805
LCCSize | 0.0513 | 0.1392 | -0.1234 | 0.4075 | 0.0694
Q -0.2514 | 0.0616 | -0.2129 | 0.3034 | 0.0369

p-Value
BIS | DERS | ARS SHI RRS
Ejoe 0.8416 | 0.6394 | 0.2104 | 0.0188 | 0.8314
cc 0.8618 | 0.7200 | 0.1567 | 0.0385 | 0.9522
SW 0.8893 | 0.4728 | 0.2148 | 0.0214 | 0.6958
LCCSize | 0.8033 | 0.4977 | 0.5482 | 0.0388 | 0.7361
Q 0.2155 | 0.7649 | 0.2963 | 0.1319 | 0.8579

Table 5.58: Partial correlation coefficients and corresponding p-Values of the AUCs of
the global measures in the full FC network with the clinical scores, across patients and
controls separately.

This is a clear example of what was mentioned in the previous section: the correlations
across all subjects are biased by the difference in clinical scores of patients and controls,
but the two groups tend to show different behaviors in this sense.

Participation coefficient Among the correlations within patients and controls sepa-
rately, it was quite rare to observe significant ones with respect to the rate at which they
were seen across all subjects. This could already be verified when looking for correlations
of the AUCs of the participation coefficient, as it reported in Tab. 5.60: no significant
correlations emerged in any combination in both BPDs and HCs.

Local efficiency Also in local efficiency there is only one region involved, the left
temporal pole, see Tab. 5.61.
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BPDs - BC - Full FCN
Partial correlation
BIS | DERS | ARS SHI RRS BDI | WSAS
L.SP (2) | 0.1882 | -0.2124 | -0.0237 | -0.2311 | -0.4175 | -0.1424 | -0.2072
p-Value
BIS | DERS | ARS SHI RRS BDI | WSAS
L.SP (2) | 0.3677 | 0.3080 | 0.9106 | 0.2663 | 0.0378 | 0.5069 | 0.3202
HCs - BC - Full FCN
Partial correlation
BIS | DERS | ARS SHI | RRS
L.SP (2) | -0.3340 | -0.1773 | -0.1028 | 0.2580 | 0.0244
p-Value
BIS | DERS | ARS SHI | RRS
L.SP (2) | 0.0954 | 0.3862 | 0.6174 | 0.2032 | 0.9059

Table 5.59: Partial correlation coefficients and corresponding p-Values of the nodal AUC's
of the betweenness centrality in the full FC network with the clinical scores, across patients
and controls separately.
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Figure 5.43: Correlation of RRS with the betweenness centrality of the left superior
parietal lobule in the full FC network, across patients and controls separately.

In this case, no significant correlations were found in patients, while in controls there
was only one with BIS, which also passed the FDR. In this latter case, the correlation
in patients, even if not statistically significant, reflects the same trend that is observed
in HCs. Nevertheless, the same correlation was not detected across all subjects.

Clustering coefficient Very similarly to local efficiency, as it can be seen from Tab.
5.62, also for the clustering coefficient the only significant correlation found was between
the C'C of the left temporal pole and the BIS of controls. None of the other combina-
tions, in fact, revealed the presence of relationships between the clinical scores and the
AUC of the topological measure, neither in patients nor in controls. Moreover, the only
correlation detected did not pass the FDR correction.
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BPDs - PC - Full FCN
Partial correlation
BIS | DERS | ARS SHI RRS BDI | WSAS
R.AMY (5) | 0.1228 | -0.0808 | -0.1693 | -0.0196 | 0.1084 | -0.3939 | -0.2302
R.PC (5) | 0.1984 | 0.1852 | 0.2031 | -0.1408 | 0.0019 | 0.0184 | 0.0610
p-Value
BIS | DERS | ARS SHI RRS BDI | WSAS
R.AMY (5) | 0.5587 | 0.7011 | 0.4185 | 0.9260 | 0.6060 | 0.0568 | 0.2682
R.PC (5) | 0.3417 | 0.3753 | 0.3302 | 0.5019 | 0.9930 | 0.9320 | 0.7722
HCs - PC - Full FCN
Partial correlation
BIS | DERS | ARS SHI RRS
R.AMY (5) | -0.0584 | 0.1784 | 0.0195 | 0.1156 | 0.0789
R.PC (5) 0.2335 | 0.0680 | -0.2188 | 0.0098 | -0.1341
p-Value
BIS | DERS | ARS SHI RRS
R.AMY (5) | 0.7768 | 0.3832 | 0.9246 | 0.5739 | 0.7015
R.PC (5) 0.2509 | 0.7413 | 0.2828 | 0.9623 | 0.5138

Table 5.60: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the participation coefficient in the full FC network with the clinical scores, across

patients and controls separately.

BPDs - E;,. - Full FCN
Partial correlation
BIS | DERS | ARS SHI RRS BDI | WSAS
L. TP (4) | 0.0507 | -0.2491 | 0.1575 | -0.0073 | 0.0640 | -0.0634 | 0.0540
p-Value
BIS | DERS | ARS SHI RRS BDI | WSAS
L. TP (4) | 0.8098 | 0.2298 | 0.4520 | 0.9725 | 0.7612 | 0.7684 | 0.7975
HCs - E;,. - Full FCN
Partial correlation
BIS DERS | ARS | SHI | RRS
L. TP (4) | 0.5645 | 0.2359 | 0.1218 | 0.2625 | 0.1430
p-Value
BIS DERS | ARS | SHI | RRS
L. TP (4) | 0.0027 | 0.2460 | 0.5535 | 0.1951 | 0.4859

Table 5.61: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the local efficiency in the full FC' network with the clinical scores, across patients and

controls separately.
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BPDs - CC - Full FCN
Partial correlation
BIS | DERS | ARS SHI RRS BDI | WSAS
L.TP (4) | 0.0452 | -0.2169 | 0.1768 | 0.0196 | 0.0574 | -0.0449 | 0.0367
L.TT (4) | -0.2210 | 0.1776 | -0.2549 | 0.1659 | -0.0760 | -0.1731 | -0.1585
R.TT (4) | -0.1689 | 0.1984 |-0.2226 | 0.0904 | -0.0967 | 0.1516 | 0.1094

p-Value
BIS | DERS | ARS SHI RRS BDI | WSAS
L. TP (4) | 0.8301 | 0.2976 | 0.3978 | 0.9258 | 0.7852 | 0.8348 | 0.8617
L.TT (4) | 0.2884 | 0.3957 | 0.2188 | 0.4280 | 0.7182 | 0.4187 | 0.4491
R.TT (4) | 0.4197 | 0.3417 | 0.2849 | 0.6675 | 0.6455 | 0.4795 | 0.6026
HCs - CC - Full FCN
Partial correlation
BIS | DERS | ARS SHI RRS
L. TP (4) | 0.5396 | 0.2192 | 0.0976 | 0.2185 | 0.1359
L.TT (4) | -0.0824 | -0.1095 | 0.0752 | -0.2530 | -0.0487
R.TT (4) | -0.0358 | -0.1107 | 0.0790 | -0.2181 | -0.0089
p-Value
BIS | DERS | ARS SHI RRS
L.TP (4) | 0.0044 | 0.2821 | 0.6354 | 0.2835 | 0.5081
L.TT (4) | 0.6891 | 0.5944 | 0.7150 | 0.2124 | 0.8132
R.TT (4) | 0.8621 | 0.5903 | 0.7014 | 0.2844 | 0.9655

Table 5.62: Partial correlation coefficients and corresponding p-Values of the nodal AUC's
of the clustering coefficient in the full FC network with the clinical scores, across patients
and controls separately.

Limbic subnetwork

Degree and strength The degree revealed only one significant correlation in patients,
in the right posterior cingulate cortex with DERS, as it was already hypothesized by
looking at Fig. 5.39. In Fig. 5.44, it is in fact shown the existence of a positive correlation,
which is statistically significant only in patients (p=0.5152, p-Value=0.0084), but is also
present in controls.

Among HCs three significant relationships were revealed, two of which with SHI within
left entorhinal and left posterior cingulate cortices (which again were clearly biased by
the fact that most of the controls score 0, the minimum value for that scale) and the last,
positive, with RRS within the left entorhinal cortex; the latter, nonetheless, is associated
to a p-Value of 0.0433, which is not low enough to pass the FDR correction. The results
summarizing the degree are collected in Tab.5.63.

Also the strength shows similar outcomes, as it can be seen from Tab. 5.64, where the
only significant correlation in patients is again within the right anterior cingulate cortex
with DERS, but in this case it is not as significant (p-Value=0.0395), and in controls it
is within the left entorhinal cortex, again with the SHI.
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Table 5.63: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the degree in the limbic FC network with the clinical scores, across patients and controls

separately.
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BPDs - Deg - Limbic FCN
Partial correlation
BIS | DERS | ARS SHI RRS BDI | WSAS
L.cAC | 0.1947 | 0.0488 | 0.2956 | 0.2051 | -0.2871 | -0.1146 | 0.0488
L.ENTH | -0.1517 | -0.3601 | -0.0324 | -0.0025 | -0.0088 | -0.2465 | -0.1920
L.PC 0.0694 | 0.3680 | -0.1371 | 0.0640 | 0.2679 | 0.1791 | -0.1626
R.AMY | -0.1968 | 0.0072 | -0.1701 | 0.2016 | -0.1964 | -0.1323 | -0.2180
R.cAC | 0.1978 | -0.1235 | 0.1764 | -0.0959 | -0.1299 | -0.2068 | 0.2076
R.PC |-0.1306 | 0.5152 | -0.1313 | 0.1835 | 0.3136 | 0.2229 | -0.0333
p- Value
BIS | DERS | ARS SHI RRS BDI | WSAS
L.cAC | 0.3511 | 0.8169 | 0.1514 | 0.3254 | 0.1641 | 0.5938 | 0.8168
L.ENTH | 0.4690 | 0.0770 | 0.8777 | 0.9905 | 0.9666 | 0.2455 | 0.3578
L.PC 0.7416 | 0.0703 | 0.5135 | 0.7611 | 0.1954 | 0.4024 | 0.4375
R.AMY | 0.3456 | 0.9729 | 0.4163 | 0.3338 | 0.3467 | 0.5378 | 0.2951
R.cAC | 0.3433 | 0.5565 | 0.3990 | 0.6485 | 0.5361 | 0.3322 | 0.3194
R.PC 0.5339 | 0.0084 | 0.5315 | 0.3799 | 0.1269 | 0.2951 | 0.8744
HCs - Deg - Limbic FCN
Partial correlation
BIS | DERS | ARS SHI RRS
L.cAC |-0.0320 | 0.0584 | 0.0732 | -0.1897 | 0.0504
L.ENTH | 0.0776 | 0.2733 | 0.1760 | 0.4136 | 0.3993
L.PC -0.1324 | -0.0676 | -0.0375 | -0.4081 | -0.1816
R.AMY | -0.1638 | -0.0677 | -0.0766 | 0.1319 | 0.0670
R.cAC | 0.0716 | 0.0525 | 0.0810 | -0.1796 | 0.0746
R.PC |-0.2193 | 0.1066 | 0.1888 | -0.2587 | 0.0895
p-Value
BIS | DERS | ARS SHI RRS
L.cAC | 0.8766 | 0.7769 | 0.7222 | 0.3532 | 0.8070
L.ENTH | 0.7064 | 0.1767 | 0.3898 | 0.0357 | 0.0433
L.PC 0.5192 | 0.7426 | 0.8557 | 0.0385 | 0.3745
R.AMY | 0.4238 | 0.7425 | 0.7100 | 0.5206 | 0.7451
R.cAC | 0.7281 | 0.7989 | 0.6942 | 0.3800 | 0.7171
R.PC 0.2819 | 0.6044 | 0.3556 | 0.2019 | 0.6637
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BPDs - Str - Limbic FCN
Partial correlation
BIS | DERS | ARS SHI RRS BDI | WSAS
L.cAC | 0.0125 | 0.0943 | 0.0718 | 0.3018 | -0.2343 | 0.0125 | 0.0943
L.ENTH | -0.2054 | -0.3502 | -0.1109 | -0.0416 | 0.0147 | -0.2054 | -0.3502
L.PC -0.1565 | 0.3368 | -0.2769 | 0.1543 | 0.2550 | -0.1565 | 0.3368
R.AMY | -0.3039 | 0.0187 | -0.2875 | 0.2605 | -0.1367 | -0.3039 | 0.0187
R.cAC |-0.0297 | -0.0790 | -0.0565 | 0.0676 | -0.0869 | -0.0297 | -0.0790
R.PC |-0.3110 | 0.4142 | -0.3143 | 0.2680 | 0.2307 | -0.3110 | 0.4142
p-Value
BIS | DERS | ARS SHI RRS BDI | WSAS
L.cAC | 0.9528 | 0.6538 | 0.7330 | 0.1425 | 0.2597 | 0.1976 | 0.6869
L.ENTH | 0.3246 | 0.0861 | 0.5978 | 0.8436 | 0.9444 | 0.1808 | 0.4378
L.PC 0.4550 | 0.0997 | 0.1802 | 0.4614 | 0.2186 | 0.7012 | 0.5834
R.AMY | 0.1396 | 0.9295 | 0.1635 | 0.2085 | 0.5145 | 0.4521 | 0.3638
R.cAC | 0.8881 | 0.7073 | 0.7884 | 0.7481 | 0.6795 | 0.0832 | 0.8790
R.PC 0.1303 | 0.0395 | 0.1260 | 0.1953 | 0.2672 | 0.8052 | 0.6841
HCs - Str - Limbic FCN
Partial correlation

BIS | DERS | ARS SHI RRS

L.cAC | -0.0694 | -0.0281 | 0.0892 | -0.2060 | -0.0193

L.ENTH | -0.0138 | 0.1870 | 0.1686 | 0.3938 | 0.3662

L.PC -0.1657 | -0.1499 | 0.0381 | -0.3783 | -0.1925

R.AMY | -0.2041 | -0.1800 | -0.0441 | 0.0880 | -0.0032

R.cAC | -0.0105 | -0.0286 | 0.0850 | -0.2092 | -0.0150

R.PC |-0.2215 | -0.0459 | 0.2045 | -0.2856 | -0.0141

p-Value

BIS | DERS | ARS SHI RRS

L.cAC 0.7364 | 0.8917 | 0.6646 | 0.3126 | 0.9253

L.ENTH | 0.9468 | 0.3603 | 0.4103 | 0.0465 | 0.0658

L.PC 0.4185 | 0.4648 | 0.8533 | 0.0567 | 0.3461

R.AMY | 0.3174 | 0.3789 | 0.8307 | 0.6690 | 0.9876

R.cAC | 0.9595 | 0.8897 | 0.6796 | 0.3052 | 0.9421

R.PC 0.2768 | 0.8239 | 0.3163 | 0.1573 | 0.9455

Table 5.64: Partial correlation coefficients and corresponding p-Values of the nodal AUCs
of the strength in the limbic FC network with the clinical scores, across patients and
controls separately.
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patients: partial R = 0.5152, pValue = 0.0084
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Figure 5.44: Correlation of DERS with the degree of the right posterior cingulate cortex
in the limbic subnetwork, across patients and controls separately.

Scale 4 network

Global measures The scale 4 network, at global level, does not reflect the quite
numerous results obtained within the full network: the only correlations found were in
controls and mostly involving the SHI. The only exception, as it can be seen from Tab.
5.65, is between the small-worldness and the DERS, which did not emerge across all
subjects. Even if the slopes are clearly not comparable, the correlation is positive also
in patients.

Local measures

Degree The degree in the scale 4 network provided very few significant outcomes, es-
pecially if compared to the results obtained when performing the correlations across all
subjects, as it can be seen fom Tab. 5.66. Note that in this case the right amygdala
and pars orbitalis do not emerge above the other regions, and the same occurs for DERS
which does not exhibit the significant outcomes that characterized it in the previous
section.

Among the eight total significant correlations in patients and controls, the most interest-
ing are those of the left inferior temporal gyrus with SHI in Fig. 5.45, which also passed
the FDR and the right thalamus with DERS in Fig. 5.46, because they were found also
across all subjects and they are both observed in patients. The other correlation found
also in the previous case, i.e. the one in controls between the left temporal pole and SHI,
suffers the same issue that affects all the other correlations involving such scale.

The correlation of the left temporal pole with SHI confirms, only for patients, the same
negative trend that was observed across all subjects, whereas for controls the slope re-
mains close to 0.

On the other hand, the same positive correlation seen in the previous section between the
degree of the right thalamus and DERS is confirmed here for both patients and controls,
even though it is statistically significant only for the firsts.
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BPDs

Partial correlation

BIS | DERS | ARS SHI RRS BDI | WSAS
Eioe 0.1569 | 0.0016 | 0.2395 | -0.0730 | 0.0517 | -0.1208 | -0.0175

ccC 0.1181 | -0.0518 | 0.2481 | -0.0819 | -0.0015 | -0.1179 | 0.0125

SW 0.1125 | 0.0912 | 0.1849 | -0.0703 | 0.0025 | -0.1058 | -0.1014

LCCsize | 0.3427 | 0.0340 | 0.2995 | -0.0747 | -0.1344 | -0.1647 | -0.1422
Q 0.0339 | -0.1143 | 0.2470 | -0.0763 | -0.1292 | -0.0948 | 0.0322

p-Value
BIS | DERS | ARS SHI RRS BDI | WSAS
E. 0.4540 | 0.9941 | 0.2489 | 0.7288 | 0.8061 | 0.5739 | 0.9337

cc 0.5740 | 0.8057 | 0.2318 | 0.6971 | 0.9942 | 0.5831 | 0.9529

SW 0.5924 | 0.6646 | 0.3763 | 0.7383 | 0.9905 | 0.6228 | 0.6296

LCCsize | 0.0935 | 0.8718 | 0.1459 | 0.7226 | 0.5217 | 0.4418 | 0.4978
Q 0.8724 | 0.5864 | 0.2339 | 0.7170 | 0.5382 | 0.6595 | 0.8787

HCs
Partial correlation

BIS | DERS | ARS SHI RRS
Eioe 0.2722 | 0.3307 | -0.0171 | 0.4568 | 0.3046

ccC 0.1623 | 0.3235 | -0.0157 | 0.4016 | 0.3051

SW 0.2231 | 0.4078 | 0.0622 | 0.4711 | 0.3773

LCCsize | 0.1221 | 0.1931 | -0.0658 | 0.4418 | 0.1051
Q -0.0480 | 0.3309 | 0.0601 | 0.3283 | 0.3245

p-Value
BIS | DERS | ARS SHI RRS
Eioe 0.1785 | 0.0989 | 0.9341 | 0.0190 | 0.1303

ccC 0.4284 | 0.1069 | 0.9393 | 0.0420 | 0.1296

SW 0.2733 | 0.0386 | 0.7628 | 0.0151 | 0.0574

LCCsize | 0.5524 | 0.3445 | 0.7494 | 0.0238 | 0.6094
Q 0.8157 | 0.0987 | 0.7706 | 0.1016 | 0.1058

Table 5.65: Partial correlation coefficients and corresponding p-Values of the AUCs of
the global measures in the scale 4 network with the clinical scores, across patients and
controls separately.
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BPDs - Deg - Scale 4 FCN
Partial correlation
BIS DERS | ARS SHI RRS BDI WSAS

L.FP (1) 0.2583 | 0.1437 | 0.3356 | 0.2056 |-0.0607 | 0.0989 | -0.1029
R.FP (1) 0.1652 | -0.0615 | 0.1042 | 0.1522 | -0.0202 | 0.0331 | -0.2751
R.parsOR (1) | -0.1437 | -0.1039 | 0.0276 | -0.3422 | -0.0171 | -0.1156 | 0.1906
L.LING (3) 0.1169 | 0.0934 | -0.2281 | 0.2271 0.2430 | -0.1418 | -0.1870
R.LING (3) 0.1528 | 0.0901 | -0.2253 | -0.0689 | 0.3674 | -0.1820 | -0.2050

L.IT (4) -0.3274 | -0.3373 | -0.1834 | -0.5747 | 0.1153 | -0.0936 | 0.0862
) -0.3467 | -0.1648 | 0.1106 | 0.0781 | -0.2236 | -0.1494 | -0.1603
L.TP (4) -0.0006 | -0.3365 | 0.1741 | -0.0122 |-0.1957 | -0.2157 | -0.1137
L.AMY (5) 0.1461 | 0.0827 | 0.0064 | -0.0439 | -0.2255 | -0.0355 | -0.1421

) 0.0187 | -0.1620 | 0.2390 | -0.0056 | -0.1645 | -0.1822 | 0.0940

) 0.1401 | -0.1835 | 0.0897 | -0.1594 | -0.0167 | -0.1280 | 0.0437
L.PC (5) -0.4226 | 0.1658 | -0.3105 | 0.2212 | 0.2465 | -0.0058 | -0.4786

(5) | -0.1669 | -0.0911 | -0.2364 | 0.0433 |-0.0678 | -0.0728 | 0.0234
R.cAC (5) 0.0908 | -0.2460 | 0.0218 | -0.1409 | -0.0657 | -0.2039 | 0.3838
5) | -0.0030 | -0.1264 | 0.1549 | 0.0237 | 0.0543 | 0.0510 | 0.0459
)

0.0482 | 0.3737 | 0.0275 | 0.2336 | 0.1614 | 0.4581 | 0.1887
R.THA (6) 0.2095 | 0.4003 | 0.0801 | 0.0797 | 0.0123 | 0.1586 | 0.0686

p-Value
BIS DERS | ARS SHI RRS BDI | WSAS

L.FP (1) 0.2125 | 0.4933 | 0.1010 | 0.3242 | 0.7731 | 0.6455 | 0.6246
R.FP (1) 0.4299 | 0.7704 | 0.6202 | 0.4677 | 0.9235 | 0.8781 | 0.1832
R.parsOR (1) | 0.4932 | 0.6212 | 0.8958 | 0.0940 | 0.9355 | 0.5905 | 0.3613
L.LING (3) 0.5780 | 0.6571 | 0.2728 | 0.2749 | 0.2419 | 0.5086 | 0.3708
R.LING (3) 0.4658 | 0.6685 | 0.2789 | 0.7436 | 0.0708 | 0.3946 | 0.3255

LIT (4) 0.1101 | 0.0992 | 0.3803 | 0.0027 | 0.5832 | 0.6635 | 0.6822
L.MT (4) 0.0895 | 0.4311 | 0.5987 | 0.7105 | 0.2826 | 0.4860 | 0.4441
) 0.9978 | 0.1001 | 0.4052 | 0.9539 | 0.3484 | 0.3113 | 0.5884
5) 0.4858 | 0.6943 | 0.9758 | 0.8349 | 0.2784 | 0.8692 | 0.4981
L.cAC (5) 0.9293 | 0.4391 | 0.2500 | 0.9787 | 0.4321 | 0.3940 | 0.6548

(5) 0.5043 | 0.3800 | 0.6698 | 0.4465 | 0.9370 | 0.5513 | 0.8356

) 0.0353 | 0.4284 | 0.1309 | 0.2880 | 0.2348 | 0.9786 | 0.0155
5) 0.4252 | 0.6650 | 0.2553 | 0.8372 | 0.7474 | 0.7352 | 0.9118
R.cAC (5) 0.6661 | 0.2358 | 0.9176 | 0.5017 | 0.7551 | 0.3392 | 0.0582
5) | 0.9885 | 0.5471 | 0.4596 | 0.9104 | 0.7965 | 0.8130 | 0.8277

) 0.8191 | 0.0657 | 0.8961 | 0.2611 | 0.4410 | 0.0244 | 0.3663
R.THA (6) 0.3149 | 0.0474 | 0.7034 | 0.7049 | 0.9536 | 0.4592 | 0.7447
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HCs - Deg - Scale 4 FCN
Partial correlation
BIS | DERS | ARS SHI RRS

L.FP (1) -0.2051 | 0.1498 | -0.0644 | 0.3089 | 0.0744
R.FP (1) -0.0133 | 0.2959 | -0.0524 | 0.2961 | 0.1038
R.parsOR (1) | -0.2770 | -0.0234 | -0.0621 | -0.0488 | -0.0725
L.LING (3) |-0.0319 | -0.2834 | -0.0188 | -0.0975 | -0.0066
R.LING (3) | 0.0367 | -0.1323 | 0.2342 | -0.0557 | 0.0355

LIT (4) -0.0500 | 0.2372 | 0.4060 | 0.0196 | 0.4402
) -0.2080 | -0.1711 | -0.0208 | -0.2263 | -0.0060
L. TP (4) 0.1604 | 0.2083 | 0.0902 | 0.4784 | 0.1808
L.AMY (5) |-0.1816 | -0.1345 | -0.2140 | 0.2399 | -0.2274

L.cAC (5) 0.0385 | 0.1074 | 0.0632 | -0.1988 | 0.0931
L.MoF (5) |-0.1702 | 0.1040 | -0.1962 | 0.2494 | -0.0658
L.PC (5) 0.3022 | 0.1333 | -0.0035 | -0.1650 | 0.1362
R.AMY (5) |-0.1103 | -0.0150 | 0.1325 | 0.1677 | -0.0371

R.cAC (5) 0.3559 | 0.1055 | 0.0641 | -0.1504 | 0.0629
5) | 0.1111 | 0.0704 | -0.0092 | 0.2414 | -0.0543
) 0.0946 | 0.1246 | 0.3174 | -0.0654 | 0.2581
R.THA (6) 0.1099 | 0.2521 | 0.0196 | 0.3019 | 0.1438

p-Value
BIS | DERS | ARS SHI RRS

LFP (1) | 0.3149 | 0.4651 | 0.7547 | 0.1247 | 0.7179
RFP (1) | 0.9487 | 0.1422 | 0.7993 | 0.1419 | 0.6139
R.parsOR (1) | 0.1707 | 0.9095 | 0.7632 | 0.8129 | 0.7248
L.LING (3) | 0.8770 | 0.1606 | 0.9273 | 0.6357 | 0.9745
R.LING (3) | 0.8587 | 0.5193 | 0.2495 | 0.7871 | 0.8634

LIT (4) 0.8084 | 0.2432 | 0.0396 | 0.9241 | 0.0244
) 0.3080 | 0.4032 | 0.9197 | 0.2663 | 0.9766

L.TP (4) 0.4337 | 0.3072 | 0.6611 | 0.0134 | 0.3769
(5) | 0.3747 | 0.5125 | 0.2938 | 0.2379 | 0.2640

L.cAC (5) 0.8517 | 0.6015 | 0.7589 | 0.3304 | 0.6509
()

L.MoF 0.4057 | 0.6131 | 0.3368 | 0.2192 | 0.7495
L.PC (5) 0.1336 | 0.5162 | 0.9865 | 0.4205 | 0.5069
R.AMY (5) | 0.5918 | 0.9420 | 0.5188 | 0.4127 | 0.8571

R.cAC (5) 0.0744 | 0.6081 | 0.7557 | 0.4634 | 0.7603
5) | 0.5891 | 0.7325 | 0.9644 | 0.2349 | 0.7921
)

0.6459 | 0.5443 | 0.1141 | 0.7508 | 0.2030
R.THA (6) 0.5931 | 0.2141 | 0.9244 | 0.1338 | 0.4833

Table 5.66: Partial correlation coefficients and corresponding p-Values of the nodal AUC's
of the degree in the scale 4 network with the clinical scores, across patients and controls
separately.
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Strength Tab. 5.67 resumes the results of the correlation analysis for strength in the
scale 4 network. Again, it is evident that the significant outcomes are considerably re-

duced with respect to the regressions across all subjects.

The findings are similar to those of the degree. In controls, the only statistically signifi-
cant result is the correlation between the strength of the left temporal pole and SHI; on
the other hand, in patients some more results are found, but the only one that reproduces
a result that emerged also across all subjects is the correlation between the strength of
the right lingual gyrus and the RRS. The latter is shown in Fig. 5.47: the positive slope
is confirmed in patients, with respect to the corresponding case in the previous section,

whereas in controls the correlation is close to zero.

BPDs - Str - Scale 4 FCN
Partial correlation

BIS DERS | ARS SHI RRS BDI | WSAS
R.parsOR (1) | -0.1873 | -0.0748 | -0.0789 | -0.3522 | -0.0161 | -0.0985 | 0.1850
L.LING (3) 0.0034 | 0.0923 | -0.3398 | 0.2627 | 0.2908 | -0.1174 | -0.1572
R.LING (3) 0.0073 | 0.1014 | -0.3583 | -0.0328 | 0.4132 | -0.1382 | -0.1792
L. TP (4) -0.0860 | -0.2981 | 0.0958 | 0.0524 | -0.1387 | -0.2568 | -0.1577
L.AMY (5) 0.0813 | 0.1300 | -0.0461 | 0.0549 | -0.1814 | -0.0432 | -0.1731
L.MoF (5) 0.0832 | -0.1507 | 0.0312 | -0.1299 | 0.0831 | -0.1422 | -0.0012
L.PC (5) -0.4378 | 0.1677 | -0.3786 | 0.2432 | 0.2039 | -0.0293 | -0.4057
R.AMY (5) -0.1986 | -0.0766 | -0.2804 | 0.0712 | -0.0455 | -0.0816 | 0.0149
R.cAC (5) -0.0565 | -0.1452 | -0.1501 | -0.0280 | -0.0387 | -0.1848 | 0.2815
R.INS (5) -0.0992 | 0.3932 | -0.1631 | 0.2984 | 0.1795 | 0.4199 | 0.1330
R.THA (6) 0.1093 | 0.3796 | -0.0675 | 0.1105 | 0.0095 | 0.1575 | 0.0403

p-Value
BIS DERS | ARS SHI RRS BDI | WSAS
R.parsOR (1) | 0.3699 | 0.7222 | 0.7078 | 0.0843 | 0.9393 | 0.6470 | 0.3761
L.LING (3) 0.9872 | 0.6609 | 0.0966 | 0.2045 | 0.1585 | 0.5850 | 0.4530
R.LING (3) 0.9724 | 0.6297 | 0.0786 | 0.8762 | 0.0401 | 0.5197 | 0.3913
L. TP (4) 0.6827 | 0.1478 | 0.6487 | 0.8036 | 0.5085 | 0.2257 | 0.4516
L.AMY (5) 0.6993 | 0.5355 | 0.8270 | 0.7944 | 0.3855 | 0.8410 | 0.4080
L.MoF (5) 0.6925 | 0.4721 | 0.8823 | 0.5360 | 0.6928 | 0.5074 | 0.9953
L.PC (5) 0.0286 | 0.4230 | 0.0620 | 0.2415 | 0.3283 | 0.8921 | 0.0442
R.AMY (5) 0.3411 | 0.7160 | 0.1746 | 0.7354 | 0.8291 | 0.7047 | 0.9435
R.cAC (5) 0.7884 | 0.4886 | 0.4740 | 0.8941 | 0.8544 | 0.3874 | 0.1728
R.INS (5) 0.6370 | 0.0518 | 0.4361 | 0.1474 | 0.3906 | 0.0411 | 0.5263
R.THA (6) 0.6029 | 0.0613 | 0.7484 | 0.5989 | 0.9640 | 0.4624 | 0.8485
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HCs - Str - Scale 4 FCN

Partial correlation
BIS | DERS | ARS SHI RRS
L.AMY (5) |-0.1756 | -0.1888 | -0.1967 | 0.2231 | -0.2424
L.LING (3) |-0.0173 | -0.3039 | 0.0100 | -0.1749 | -0.0550
L.MoF (5) -0.2084 | 0.0809 | -0.1726 | 0.2525 | -0.0676

L.PC (5) 0.2839 | 0.0485 | 0.0093 | -0.2139 | 0.0609
L. TP (4) 0.1854 | 0.1774 | 0.1072 | 0.4698 | 0.1690
R.AMY (5) |-0.1298 | -0.1203 | 0.1288 | 0.1364 | -0.0913
R.THA (6) 0.1188 | 0.1493 | 0.0243 | 0.1812 | 0.0689

R.cAC (5) 0.3208 | 0.0467 | 0.0592 | -0.2156 | -0.0054

R.INS (5) 0.0783 | 0.0507 | 0.3117 | -0.1910 | 0.1377
R.LING (3) | 0.0434 | -0.1961 | 0.2215 | -0.1301 | -0.0233
R.parsOR (1) | -0.3153 | -0.0798 | -0.0464 | -0.0965 | -0.1040

p-Value
BIS | DERS | ARS SHI RRS
L.AMY (5) | 0.3908 | 0.3557 | 0.3356 | 0.2732 | 0.2329
L.LING(39 | 0.9331 | 0.1313 | 0.9612 | 0.3927 | 0.7895
L.MoF (1) 0.3071 | 0.6943 | 0.3990 | 0.2133 | 0.7429
L.PC (5) 0.1599 | 0.8139 | 0.9639 | 0.2941 | 0.7675
L.TP (4) 0.3644 | 0.3861 | 0.6022 | 0.0154 | 0.4091
R.AMY (5) | 0.5275 | 0.5581 | 0.5307 | 0.5066 | 0.6575
R.THA (6) 0.5632 | 0.4666 | 0.9062 | 0.3756 | 0.7381
R.cAC (5) 0.1100 | 0.8208 | 0.7740 | 0.2902 | 0.9791
R.INS (5) 0.7037 | 0.8058 | 0.1211 | 0.3501 | 0.5025
R.LING (3) | 0.8331 | 0.3370 | 0.2768 | 0.5264 | 0.9101
R.parsOR (1) | 0.1167 | 0.6984 | 0.8219 | 0.6390 | 0.6130

Table 5.67: Partial correlation coefficients and corresponding p-Values of the nodal AUC's
of the strengths in the scale 4 with the clinical scores, across patients and controls sepa-
rately.

The correlations concerning the other two local measures that presented ROIs passing the
FDR, i.e. the betweenness centrality and the within-module strengths, did not provide
any statistically significant results; therefore, for simplicity, the results are not reported
here.

To summarize the findings of this section, the most evident result is that the correlations
across patients and controls separately are definitely not as numerous as the ones found
when merging the two groups into a unique one, therefore confirming that a considerable
part of the relationships that emerged from section 5.3.1 are not reliable, but rather ex-
hibited because of the considerable difference in terms of the neuro-psychological scores
between BPDs and HCs. Nevertheless, also some confirmations were detected, which
make more solid the inferences on the corresponding relationships.

Another aspect to underline is that the correlations evaluated on patients and controls
separately never occur simultaneously, so that if a relationship is statistically significant
in one group, it is not in the other. Note also that the only correlations that were found
to be significant in both the cases studied always involve the correlations within patients,
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patients: partial R = -0.5747, pValue = 0.0027
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Figure 5.45: Correlation of SHI with the
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Figure 5.47: Correlation of RRS with the strength of the left lingual gyrus in the scale 4
network, across patients and controls separately.

rather than controls. These aspects will be deepened in the discussion in chapter 6.

In conclusion, the extended study of correlations has allowed to assess deeply the char-
acteristics of networks related to the clinical scores, yet suggesting that some aspects
could be developed by including the investigation of the presence of more than one effect

in the differences between network measures.
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Chapter 6

Discussion

6.1 Comparison with the random networks

The results of the comparison between the subjects’ and the random networks provided
the expected outcomes that are typically observed in brain graphs, both functional and
structural. This was verified for each of the types of FC and SC networks studied.

As a preliminary step, the consistency of the strength distributions of subjects and ran-
doms was verified, in order to ensure the comparability between the two. This, together
with the degree distribution, also allowed to state that such shapes were compatible with
the presence of hubs in the network, since they tended to present heavy tails or skewed
shapes towards higher values, which indicate the presence of central nodes with many
and strong connections within the network.

In particular, this was verified through two main aspects of the brain networks with
respect to the random ones, which consist of the efficiency in information transfer at
global and at local level. The first, in fact, was correctly found to be quantitatively
comparable between subjects and randoms [10], as it was measured by the characteristic
path length and the global efficiency; the slight penalization of the latter in subjects is
likely attributable to the modular structure of brain networks, which makes it manda-
tory to pass through certain central nodes, in order to reach the peripheral ones. The
only, mild, deviation from the behaviors otherwise observed was the characteristic path
length in the SC networks, which was found to be slightly longer in subjects (patients
in particular) with respect to randoms. Nevertheless, this discrepancy did not produce
statistically significant result, as it was shown in section 5.2.2. On the other hand, the
second was consistently and significantly higher in subject, as it was suggested by the
great differences in terms of average local efficiency and clustering coefficient.

These information merge into the satisfaction of the criterion for the small-worldness
property, which is the most characteristic feature of brain networks [10, 11, 62] and
states their simultaneous good performances in terms of both global and, especially,
local efficiency in information transfer.

6.2 Comparison between patients and controls

Several and significant differences in topological measures between patients and controls
were detected, especially in the FC networks, and both at global and local level. On a
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general line, this suggest that the Borderline Personality Disorder indeed affects func-
tional brain networks in a measurable way.

The interpretation of the results obtained in this sense and exposed in the previous
chapter are discussed in this section.

6.2.1 FC networks

A first comment should regard the trend inversion in the increment of certain global prop-
erties in patients or controls, in particular the average local efficiency and the average
clustering coefficient, when they are normalized by the corresponding random outcomes.
This can be explained by the fact that the BPDs’ matrices, on average, present a struc-
ture that is closer to the corresponding random arrangement and weighting of links
among nodes than HCs’ ones, so that the quantities in patients are affected more by
the normalization. This statement is actually supported by the fact that the modularity
coefficient, which describes how likely it is that a network is subdivided into modules
that maximize the ratio of intramodular to intermodular edges, is significantly higher
in controls. Note, in fact, that the community configuration is a characteristic property
of functional brain networks [10], which instead is not as clearly observed in random
graphs.

The normalization of global properties is a standard procedure in the analysis of brain
networks. Nonetheless, to verify their reliability in the case of weighted networks, which
exhibited the inversion in increment just described, the same analysis of global proper-
ties within the full FC network was repeated after the binarization of the graphs. This
analysis indeed revealed the same results as for weighted network, i.e. that in general
the normalized global properties are significantly increased in controls. Nevertheless, in
the binarized case, there was not an evident trend inversion as it was observed for the
weighted networks, suggesting that the strength of links is actually at the base of this
phenomenon.

The full and the wavelet-decomposed FC networks showed consistent variations between
patients and controls at global level in terms of normalized average local efficiency, nor-
malized average clustering coefficient, small-worldness, largest connected component size
and modularity coefficient. In particular, all these quantities were decreased in BPDs.
The decrement of the properties related to the efficiency in local information transfer,
i.e. the first three among the ones just mentioned, implies the presence of a significantly
less clustered structure within the functional brain networks of patients. Similar conclu-
sions could be retrieved also from the information provided by the other two quantities,
the modularity coefficient and the largest connected component size, which also provide
information related to the cliquishness, at a higher hierarchical level. To further support
this statement, it was also verified that there exists a positive correlation between the
measures of local clustering and the LCC size and modularity, as it is shown in Fig. 6.1.

The greatest part of the local variations emerged from the limbic system, which was
found to be the most affected in terms of topological properties by the disease. Within
the FC networks, not only such aspect was observed in the full and in the scale 4 graphs,
but it was also demonstrated by the numerous variations within the limbic network itself,
when compared to the occipital one. Additionally, significant variations were detected
also within the frontal system and the temporal poles. These findings are in accord
with the results reported in literature, which describe a dysfunctional condition of the
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Figure 6.1: Correlation of the largest connected component size and the modularity coeffi-
cient with the normalized clustering coefficient in the full FC network across all subjects.

frontolimbic system [21, 29, 63].

Among the regions that exhibited the most relevant variations, the bilateral amygdala,
and the right one especially, emerged. Such area is acknowledged as characterized by
dysfunctional activity in the borderline personality disorder, as it is reported by numer-
ous papers on stimuli-based [21, 30] and resting-state [32, 64] studies of the disease.
The amygdala has indeed a crucial function in terms of emotion regulation, as well as
the entire frontolimbic system [65], therefore their frequent rise from researches on BPD
should not surprise.

The results reported in the previous chapter, in general show a reduced connectivity of
the amygdala in patients, which is exhibited both in terms of reduced centrality, in all
the types of FC networks considered, and of efficiency in local information transfer, in
the wavelet-decomposed one at low frequencies. Specifically, on the centrality condition
of this region, it is interesting to note that its reduction is related both to its integration
with the other modules of the network and of segregation within the module where it was
assigned. In the full network, in fact, it is particularly significant the decrease in patients
with respect to controls of the participation coefficient of the right amygdala, but also the
within-module strength is affected by a relevant decrease in both hemisphere. The scale
4 of the wavelet-decomposed networks provide an additional information in this sense:
in that case, the participation coefficient of the amygdala is not significantly varied, but
the within-module strength does, suggesting that the reduced centrality is related to the
connections within the module especially at low frequencies, and to connections with
other communities at higher frequencies.

Similar considerations can be made for other frontolimbic regions, such as the bilateral
entorhinal cortex, and the left in particular [32], the bilateral caudal anterior cingulate
cortex and other medial and orbitofrontal regions [31, 66]. The left entorhinal cortex, for
example, shows significantly reductions both in terms of centrality and local efficiency,
which are consistent with its lower within-module strength; among the orbitofrontal
ROIs, it is worth to mention the right pars orbitalis, which presents very significant vari-
ations, especially at low frequencies, in terms of centrality, which tends to be reduced,
in particular concerning its integration within the network.

Outside of the frontal and limbic systems, the bilateral, and left in particular, tem-
poral pole appears to be particularly relevant, especially in terms of local efficiency in

119



6.2. Comparison between patients and controls Discussion

information transfer, even though, in the scale 4 network, it gains significance also for
centrality; both the properties are reduced for this node. The dysfunction of this region
is already reported in literature for borderline personality disorder [32, 67|, and this is
consistent with the fact that such area has an acknowledged role in emotion processing,
being strongly connected to the limbic and paralimbic systems [68].

It is particularly interesting to note that recently Xu et al. [32], in the only paper (to
our knowledge) on a network approach to the study of rs-fMRI data from BPD subjects,
reported analogous but opposite results in terms of the comparison between patients and
controls. In particular, they found variations in the same global properties of normalized
average local efficiency, normalized average clustering coefficient, small-worldness and
largest connected component size, but increased in BPDs instead of HCs; similarly the
local efficiencies of the bilateral amygdala, the bilateral temporal poles and the left en-
torhinal cortex were reported by them to be higher in patients, in contrast to our findings.
Even though they focused on binarized wavelet-decomposed networks, the procedure of
the network construction can not explain the difference in terms of the comparison be-
tween patients and controls: to support this statement, recall that such approaches were
attempted also for this study. The deviation, therefore must be traced back to the com-
position of the cohort of subjects involved in this study. In particular, the discrepancy
might be related to a different average severity or stage of the disease affecting the pa-
tients: in fact, the age of the BPD patients investigated in that research, ranged from 20
to 45, with an average of 2947.3, against the 24.1+3.5 of our case. Moreover they had
a lower number of subjects in their cohort (20 BPDs and 10 HCs) with a ratio of males
to females of 7 to 13 among BPDs and 4 to 6 among HCs, considerably more uniform
with respect to the composition of our cohort of participants, which included 12 males
over a total of 55 subjects.

Therefore, it would be particularly interesting to follow the participants to the present
study, both from the clinical and the neuroimaging perspectives, in order to verify if the
suggested changes would actually occur, and possibly investigate their origin.

Regarding the NBS analysis, from the point of view of the alterations of functional
connectivity, those that emerged with a primary threshold of 2.9, at level of the mass
univariate test, are not particularly informative, since they involve a set of nodes dis-
tributed across every system of the brain subdivision, even if showing a prevalence of
the limbic network. Nevertheless, it is interesting to note that almost every altered link
connects nodes belonging to different systems, suggesting that the intramodular struc-
tures are mostly preserved from this perspective.

It is significant, instead, to note the presence of the bilateral caudal anterior cingulate
cortex when the primary threshold is increased to 4.0: this is consistent with the findings
of dysfunctional activity reported for this region [31, 66].

More solid and reliable data could be obtained with the improvement of the quality of
the latter, which could be achieved through the use of a 3 T scanner for the acquisition
of the images, as it would ensure an upgrade of temporal resolution, allowing to reduce
the repetition time (3 s in this case), so that more functional volumes could be collected
within the same acquisition time: this would clearly enhance the accuracy of the analysis,
since it would translate in additional data for the time series to correlate, when building
the FC networks.
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6.2.2 SC networks

From the SC networks, results as relevant as the ones obtained from a functional point of
view did not emerge. In particular, the global topological properties did not reveal any
significant variation between patients and controls and, at a local level, the outcomes
were not as numerous nor significant as those exhibited from the functional perspective.
Nevertheless, this could also be an interesting finding as well, since it may suggest that
young BPD patients do not show many evident variations from a structural point of
view, even though they do from a functional one. Nonetheless, it is also possible that
effects on the anatomy of brain regions (volume in particular) are developed in later
stages of the disease or in older age: observations of this type are indeed reported in
literature [69].

Nonetheless, meaningful results could be retrieved also in this case: first of all, the sta-
tistically significant differences between patients and controls at nodal level, even if not
numerous, were mostly detected within the limbic system, once again supporting the
hypothesis of the pathological alteration of this system. Moreover, it is of particular
interest to note that from the SC networks the hippocampus frequently emerged, even
though it did not from the FC ones. This is consistent with the findings that often
report structural abnormalities of the hippocampus in BPD subjects, together with the
amygdala [33, 70], which, in this study, was associated to significant variations within
the SC network mainly in the right hemisphere of females only.

Also from the point of view of altered connections among nodes, the results are not very
informative, as only one connection, between the left and right caudate nucleus, passed
the FDR through the z-score approach described in section 4.6.2.

In this case a greater accuracy of the results could be achieved by the inclusion of more
subjects within the study: the main issue behind the construction of structural covariance
networks is, in fact, that the series of data to correlate in order to build the matrices
tend to be short. In this case, for example, for each ROI, they were constituted of 27 and
28 values for patients and controls respectively. It is evident that if such series included
more data, also the correlation among each pair of ROIs would be more accurate, and
this can only be achieved by increasing the dimension of the cohort of subjects.

It is also important to recall that the precision of this approach is also affected by the fact
that the matrices or the outcomes of the measures can not be averaged across subjects,
as it happens for the FC ones, since they do not originate from 4D images.

6.3 Correlation with the clinical scores

The correlations of the topological properties with the clinical scores provided some re-
sults that are worthy of further investigation. The main aspect to underline is that, even
if the greatest part of the correlations across all subjects were statistically significant, so
that many of them also passed the FDR correction, not all of them could be considered
solid or reliable, since several originated from a well defined separation of the data of
patients and controls, mostly due to the difference between their scores in the neuro-
psychological scales, rather than an intrinsic property of the data. Such observation was
indeed confirmed by the linear regressions across BPDs and HCs independently, which
reported only a small ratio of significant correlations over the total possible combina-
tions, suggesting that most of the ones detected across all subjects were indeed biased.
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Among patients and controls separately, statistically significant correlations were still
found, but only two of those passed the FDR correction (the local efficiency of the left
temporal pole in the full FC network with the BIS scores and the degree of the left
inferior temporal gyrus in the scale 4 network with the SHI score). For these reasons,
the regressions that we decided to focus on, were those that were observed in both the
cases of study, as they are considered to be more solid throughout the analysis.
Nonetheless, the analysis under these two different conditions allowed us to deeply in-
vestigate the relationship between the topological characteristics of the functional brain
networks and the clinical scores, definitely revealing the presence of a group effect that
has a crucial role on the correlations. This suggest that further analyses on the data may
be viable in order to highlight and explore such effect, for example through ANalysis Of
VAriance (ANOVA).

It must also be noted that BPDs and HCs, not only did not present simultaneously a sig-
nificant correlation for any combination, but in various cases they also showed inverted
trends one with respect to the other. Nevertheless, all the combinations that emerged
after the application of the criterion of reliability were found to be significant in patients
rather than controls: this may suggest that there could exist a threshold effect within
the neuro-psychological scales, so that after a certain value a relationship with specific
topological properties may emerge, or, alternatively, that such conditions are exhibited
only in specific mental disorders, such as the BPD.

Regarding the specific combinations that emerged from the analysis, the measures of
centrality are the only ones that found a correspondence in both cases and they particu-
larly correlate with DERS and RRS. The outcomes did not support a strong relationship
with the limbic system in terms of correlations, as the only one that was detected across
all subjects and in patients only was between the degree of the right posterior cingulate
cortex and DERS. In particular neither the amygdala, nor the caudal anterior cingulate
or any other region of the frontolimbic system satisfied the criterion of showing consis-
tent correlations in both the cases examined. The remaining ROIs that are associated to
significant correlations belong to all the other systems defined by the brain parcellation:
the left superior parietal lobule within the parietal lobe, the left inferior temporal gyrus
within the temporal pole, the right thalamus among the basal ganglia and the right lin-
gual gyrus within the occipital lobe. Functional hyperactivation of the inferior temporal
cortex is reported in literature during emotion discrimination tasks in BPD subjects [71],
but it is not mentioned to be associated to self-harmful tendencies. The other regions
just mentioned are not reported in literature to exhibit dysfunctional behaviors in bor-
derline personality disorder, and they do not belong to areas typically affected by such
disease, therefore they would need further verification, which could actually be accom-
plished through the analysis mentioned above.

Beside these comments, note that the correlations are not particularly strong in any
combination: very few, in fact, overcome 0.5 and are in any case inferior to 0.6.

Obviously, a greater number of subjects would be crucial in improving the accuracy and
the precision of the results of the correlations, in particular considering the variability
that both the clinical scores and the topological measures can have for each individual.

122



Chapter 7

Conclusions

The network approach to the analysis of MR images of subjects affected by the Border-
line Personality Disorder, compared to those of age- and sex-matched healthy controls,
provided significant results, especially concerning the functional connectivity retrieved
from the rs-fMRI data.

In particular, the study of the Functional Connectivity networks revealed reduced mod-
ular structure and efficiency in information transfer in patients, at both global and local
levels when considering the graphs as a whole; in the node-specific analysis, alterations
were predominantly found in the frontolimbic system. Such variations mainly involved
the following regions: the amygdala, especially in the right hemisphere, whose central-
ity was reduced within and outside its module; the entorhinal cortex, left in particular,
associated to decreased centrality and efficiency; the caudal anterior cingulate cortex,
which instead presented an increment of these quantities; the right pars orbitalis, with
a significantly decreased centrality at low frequencies; the temporal pole, which instead
was associated to a reduction of efficiency.

On the other hand, the Structural Covariance networks, despite partly supporting an
alteration of the limbic system, among which the hippocampus and the amygdala are
of particular interest, did not provide as numerous nor significant outcomes. Nonethe-
less, considering the average young age of the participants, who were in an early stage
of the disease, this could indicate an age- or condition-dependent evolution of BPD on
anatomical structures.

The exploratory analysis concerning the correlations of the topological measures with the
scores of the neuro-psychological scales provided some interesting results, that would be
worthy to be deepened with further analysis. On one hand, the specific ROIs where the
correlations were considered to be more markedly solid, i.e. those found when analyz-
ing the relationships both across all subjects and across patients or controls separately,
were not included among the ones found to be crucial in terms of characterization of the
BPDs with respect to HCs. On the other hand, the correlations suggested the existence
of a group effect, that appears to have a considerable weight in the evaluation of the
relationships among topological and clinical features.

The limitations of this study mainly regarded the instrumentation, as a 3 T scanner,
in place of the 1.5 T used, would ensure higher quality data, not only in terms of the
spatial resolution of the images, but also of the accuracy of the FC networks. In fact, it
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would allow to retrieve longer time series, which are at the basis of the construction of
functional matrices, within the same acquisition time.

Another aspect of improvement is the dimension of the cohort of subjects, which particu-
larly influence the accuracy of the SC networks, but also would ensure a higher precision
of the outcomes of FC graphs.

A meaningful future direction for this study would be to further explore the topological
data and their correlations with the clinical scores, using additional statistical meth-
ods, which may better assess the effect of the neuro-psychological conditions on network
properties.

As a last note, an interesting long-term development for this work would be to perform a
follow-up of the participants to the present study, by monitoring their neuro-psychological
and psychiatric state and by repeating periodically the neuroimaging acquisitions. This
procedure would allow to verify whether the changes, that our results suggest, based on
the stage and the severity of the disease would actually occur, and explore their origin.
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Appendix A

Tables

ROI
Brain Stem
Left caudal middle frontal gyrus
Left frontal pole
Left paracentral lobule
Left pars opercularis
Left pars orbitalis
Left pars triangularis
Left precentral gyrus
Left rostral middle frontal gyrus
Left superior frontal gyrus
Right caudal middle frontal gyrus
Right frontal pole
Right paracentral lobule
Right pars opercularis
Right pars orbitalis
Right pars triangularis
Right precentral gyrus
Right rostral middle frontal gyrus
Right superior frontal gyrus
Left inferior parietal lobule
Left postcentral gyrus
Left precuneus
Left superior parietal lobule
Left supramarginal gyrus
Right inferior parietal lobule
Right postcentral gyrus
Right precuneus
Right superior parietal lobule
Right supramarginal gyrus
Left cuneus
Left fusiform gyrus
Left lateral occipital sulcus
Left lingual gyrus

ROI abbreviation
BS
L.cMF
L.FP
L.ParaC
L.parsOP
L.parsOR
L.parsTR
L.PreCG
L.rMF
L.SF
R.cMF
R.FP
R.paraC
R.parsOP
R.parsOR
R.parsTR
R.PreCG
R.rMF
R.SF
L.IP
L.PostCG
L.PCUN
L.SP
L.SM
R.IP
R.PostCG
R.PCUN
R.SP
R.SM
L.CUN
L.FG
L.LOC
L.LING
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Tables

Left pericalcarine sulcus
Right cuneus
Right fusiform gyrus
Right lateraloccipital sulcus
Right lingual gyrus
Right pericalcarine sulcus
Left inferior temporal gyrus
Left middle temporal gyrus
Left superior temporal gyrus
Left temporal pole
Left transverse temporal gyrus
Right inferior temporal gyrus
Right middle temporal gyrus
Right superior temporal gyrus
Right temporal pole
Right transverse temporal gyrus
Left accumbens
Left amygdala
Left hippocampus
Right accumbens
Right amygdala
Right hippocampus
Left caudal anterior cingulate cortex
Left entorhinal cortex
Left insular cortex
Left isthmus of cingulate gyrus
Left lateral orbitofrontal cortex
Left medial orbitofrontal cortex
Left parahippocampal gyrus
Left posterior cingulate cortex
Left rostral anterior cingulate cortex
Right caudal anterior cingulate cortex
Right entorhinal cortex
Right insular cortex
Right isthmus of cingulate gyrus
Right lateral orbitofrontal cortex
Right medial orbitofrontal cortex
Right parahippocampal gyrus
Right posterior cingulate cortex
Right rostr alanterior cingulate cortex
Left caudate
Left pallidum
Left putamen
Left thalamus
Left ventral DC
Right caudate
Right pallidum
Right putamen
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L.PERIC
R.CUN
R.FG
R.LOC
R.LING
R.PERIC
LIT
L.MT
L.ST
L. TP
L. TT
R.IT
R.MT
R.ST
R. TP
R.TT
L.ACC
L.AMY
L.HIP
R.ACC
R.AMY
R.HIP
L.cAC
L.ENTH
L.INS
L.iC
L.LoF
L.MoF
L.PHG
L.PC
L.rAC
R.cAC
R.ENTH
R.INS
R.iC
R.LoF
R.MoF
R.PHG
R.PC
R.rAC
L.CAU
L.PAL
L.PUT
L. THA
L.VEN
R.CAU
R.PAL
R.PUT
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Tables

Right thalamus R.THA 6
Right ventralDC R.VEN 6
Left cerebellum cortex L.CER 7
Right cerebellum cortex R.CER 7

Table A.1: List of anatomical cortical and sub-cortical ROIs identified with FreeSurfer.
Systems: O0=brain stem, 1=frontal lobe, 2=parietal lobe, 3=occipital lobe, 4=temporal
lobe, 5=limbic lobe, 6=basal ganglia, 7T=cerebellum cortex.
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Module 1 Module 2
L.CUN (3) R.CUN (3) BS (0)

L.FG (3) R.FG (3) | LACC (5) | R.ACC (5)
L.LOC (3) | R.LOC (3) | LAMY (5) | R.AMY (5)
L.LING (3) | RLING (3) | LHIP(5) | R.HIP (5)
L.PERIC (3) | R.PERIC (3) | L.VEN (6) | R.VEN (6)

L.SP (2) R.SP (2) L.FP (1) R.FP (1)

L.TP (4) L.iC R.iC (5)

LMoF (5) | R.MoF (5)
L.PHG (5) | R.PHG (5)
L.PCUN (2) | R.PCUN (2)
L.rAC (5) R.rAC (5)
R.TP (4)
Module 3 Module 4

L.CAU (6) R.CAU (6) L.PAL (6) R.PAL (6)

L.CER (7) | RCER(7) | L.PUT (6) | R.PUT (6)

LcMF (1) | R.eMF (1) | LTHA (6) | R.THA (6)
L.ENTH (5) | RENTH (5) | L.cAC (5) | R.cAC (5)

L.IP (2) R.IP (2) L.INS (5) R.INS (5)

LIT (4) R.IT (4) L.paraC (1) | R.paraC (1)
L.LoF (5) R.LoF (5) R.parsOP (1)
LMT (4) | RMT (4) | L.PostCG (2) | R.PostCG (2)

L.parsOP (1) R.PC (5)
L.parsOR (1) | R.parsOR (1) | L.PreCG (1) | R.PreCG (1)
L.parsTR (1) | R.parsTR (1) L.ST (4) R.ST (4)

L.PC (5) L.SM (2) R.SM (2)
LiMF (1) | RIMF (1) L.TT R.TT
L.SF (1) R.SF (1)

Table A.2: Modules found in a BPD patient by the community Louvain algorithm at a
density of 32% in the full FC network.
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Module 1 Module 2
L.CAU (6) | R.CAU (6) R.PAL (6)
L.CER (7) RCER (7) R.PUT (6)
L.PAL (6) L.CUN (3) R.CUN (3)
L.PUT (6) LFG (3) R.FG (3)
L.THA (6) | R.THA (6) LIT (4) R.IT (4)
L.cAC (5) R.cAC (5) L.INS (5) R.INS (5)
LcMF (1) | R.eMF (1) | LLOC(3) | R.LOC (3)
L.LoF (5) L.LING (3) | R.LING (3)
L.parsOP (1) | R.parsOP (1) | L.paraC (1) | R.paraC (1)
L.parsOR (1) | R.parsOR (1) | L.PERIC (3) | R.PERIC (3)
L.parsTR (1) | R.parsTR (1) | L.PostCG (2) | R.PostCG (2)
L.PC (5) R.PC (5) | L.PreCG (1) | R.PreCG (1)
LiMF (1) | RaMF (1) L.SP (2) R.SP (2)
L.SF (1) R.SF (1) L.ST (4) R.ST (4)
L.SM (2) R.SM (2)
R.TP (4)
L. TT R.TT
Module 3
BS (0)

L.ACC (5) | R.ACC (5)
LAMY (5) | R.AMY (5)
L.HIP (5) R.HIP (5)
L.VEN (6) | R.VEN (6)

L.ENTH (5) | RENTH (5)
L.FP (1) R.FP (1)
LIP (2) R.IP (2)
LiC (5) R.iC (5)

R.LoF (5)

LMoF (5) | R.MoF (5)

L.MT (4) R.MT (4)

L.PHG (5) | R.PHG (5)
L.PCUN (2) | R.PCUN (
L.rAC (5) R.rAC (5

L.TP

Table A.3: Modules found in a healthy control by the community Louwvain algorithm at a
density of 32% in the full FC network.
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Module 1 Module 2

BS (0) L.ACC (5) R.ACC (5)
LAMY (5) | RAMY (5) | L.CAU (6) | R.CAU (6)
L.CER (8) R.CER (8) L.PAL (6) R.PAL (6)
LHIP (5) | R.HIP (5) R.cAC (5)
L.THA (6) | R.THA (6) |L.ENTH (5) | R.ENTH (5)
L.VEN (6) | R.VEN (6) | LINS(5) | R.INS (5)

LIT (4) L.iC (5)
L.PHG (5) L.LOC (3)

L.parsTR (1) R.paraC (1)

L.PostCG (2) R.parsOP (1)
L.TT (4) R.TT (4) | L.PCUN (2) | R.PCUN (2)

Module 3 Module 4
L.PUT (6) R.PUT (6)
L.cAC (5) L.cMF (1)
R.IP (2) R.ENTH (5)
R.IT (4) R.FG (3)
LMT (4) R.MT (4) L.IP (2)
L.parsOP (1) R.iC (5)
L.parsOR (1) L.LoF (5) R.LoF (5)
R.parsTR (1) | L.MoF (5) R.MoF (5)
R.PostCG (2) | L.paraC (1)

L.PreCG (1) R.parsOR (1)
L.ST (4) L.PC (5) R.PC (5)
L.SM (2) R.PreCG (1)

L.rAC (5) R.rAC (5)
LiMF (1) | RaMF (1)
L.SF (1) R.SF (1)
R.ST (4)
R.SM (2)
L.TP (4) R.TP (4)
Module 5
L.CUN (3) | R.CUN (3)
L.FP (1) R.FP (1)
L.FG (3)
R.LOC (3)
L.LING (3) | R.LING (3)

R.PHG (5

L.periCG (3)

)
R.periCG (3)

Table A.4: Modules found in a BPD patient by the community Louvain algorithm at a
density of 32% in the full SC network.

Module 1
| R.cAC (5)

Module 2
BS (0) |
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Table A.5: Modules found in a healthy control by the community Louvain algorithm at a

LeMF (1) | R.eMF (1) | L.ACC (5) | R.ACC (5)
L.FP (1) R.FP (1) | LAMY (5) | R.AMY (5)
R.INS (5) L.CAU (6)

L.LOC (3) LHIP (5) | R.HIP (5)

R.LoF (5) | L.PAL (6) | R.PAL (6)
LMoF (5) | R.MoF (5) | LPUT (6) | R.PUT (6)
L.paraC (1) | R.paraC (1) L. THA (6) R.THA (6)
R.parsOP (1) | L.VEN (6) | R.VEN (6)
L.parsOR (1) | R.parsOR (1) L.IP (2)
L.parsTR (1) | R.parsTR (1) | L.INS (5)
L.PostCG (2) | R.PostCG (2) L.iC (5)
L.PC (5) R.PC (5) LMT (4) | R.MT (4)
L.PreCG (1) | R.PreCG (1)
L.PCUN (2) | R.PCUN (2)
L.rAC (5) R.rAC (5)
L.rMF (1)
L.SF (1) R.SF (1)
L.ST (4) R.ST (4)
L.SM (2) R.SM (2)
L.TT (4) R.TT (4)
Module 3 Module 4
R.CAU (6) L.CER (7) R.CER (7)
L.cAC (5) L.CUN (3) R.CUN (3)
L.ENTH (5) | R.ENTH (5) R.iC (5)
L.FG (3) R.FG (3) R.LOC (3)
R.IP (2) | LLING (3) | R.LING (3)
LIT (4) R.IT (4) | L.periCG (3) | R.periCG (3)
L.LoF (5) L.SP (2) R.SP (2)
L.PHG (5) R.PHG (5)
L.parsOP (1)
R.rMF (1)
L.TP (4) R.TP (4)

density of 32% in the full SC network.
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Appendix B

Codes

B.1 Harmonic characteristic path length

function lambda=charpath_harmonic (D)

Y%CHARPATH HARMONIC

%

%  lambda=charpath_harmonic (D) ;

%

% This function implements the harmonic mean version of the

% characteristic path length to avoid the problem of
disconnection
%  between nodes (distance between nodes is infinite)

%

% Input: D, distance matriz
%
% Output : lambda , harmonic mean version of characteristic

path length

Dv = D(D~=0);
lambda = harmmean (Dv) ;
end

B.2 Within-module strength

function Z=module_strength (W, Ci)

9eMODULE STRENGTH Within—module strength
%

%  Z=module_strength (W, Ci);

%

% The within—module strength is a within—module version of
strength
%  centrality .

%
%  Inputs: W, weitghted connection matriz
% Ci, community affiliation wvector.
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B.2. Within-module strength Codes

%
% Output : Z, within—module strength .
n=length (W) ; Jinumber of wvertices

Z=zeros(n,1) ;

for i=1:max(Ci)
Koi=sum (W(Ci==i , Ci==1i) ,2) ;
7.( Ci==i )=Koi;

end

Z(isnan(Z))=0;
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