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Abstract

In this work we have studied, by means of Molecular Dynamics simulations,
the trans-cis photoisomerization mechanism of azobenzene dissolved in a
liquid crystal when excited in the state associated to the nπ∗ transition
(first excited singlet S1).

A great number of photochemical applications are based on the trans-cis
photoisomerization of azobenzene-containing materials [1], and, in particu-
lar, liquid crystals [2, 3, 4], and even though many studies have been done,
the actual conversion mechanism in condensed phases is still not completely
known. Herein, with the purpose to continue the work of Tiberio et al. [5],
which analyzed the nπ∗ photoisomerization in vacuum and in various or-
ganic solvents, we start the study of the same phenomenon taking place in a
liquid crystal (8CB) via a modified molecular dynamics simulation adopting
a QM-based class II force field in the ground and excited state, electronic
transitions and stochastic decay events to the fundamental state. We de-
scribe the procedure used to parameterize the new force field for azobenzene
in ground and first excited state, analyze the molecular trajectories, deter-
mine the trans-cis photoisomerization quantum yield and decay times and
compare our results with experimental ones where available.

Quantum mechanics calculations showed that it is fundamental in the
decay pathway to reach a molecule conformation in which the central dihe-
dral angle C−N−N−C is about 90° and the two bending angles C−N−N are
asymmetric. With molecular dynamics simulations we see that this mech-
anism is followed, although with some differences, in vacuum as well as in
8CB.
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Chapter 1

Introduction

Azobenzene (AB) and its derivatives can isomerize if irradiated with light,
transforming from the longer trans isomer to the shorter, bent, cis isomer
and vice versa. This shape variation, coupled with the high stability of
the cis form and the reversibility of the conversion, can be exploited in
the design of materials with photoswitchable physical properties [6, 7, 8]
for photonic [9] and micro and nanoscale device applications [10, 11]. Thus,
understanding the molecular mechanism of the trans-cis photoisomerization
and how it can take place in the crowded environment of a condensed phase,
such as a liquid crystal, is thus a task of great importance and complexity.

The simulation of photoisomerization, which involves excited state dy-
namics and nonadiabatic crossings between different electronic states, has
been challenging computational chemists and physicists for many years [12]
[13]. However, notwithstanding the considerable progress of quantum chem-
ical excited-state methods in the investigation of potential energy surfaces
(PESs) and of their intersections and in nonadiabatic dynamics techniques
[14, 15, 16], fully quantum chemical simulations of a photochemical pro-
cess in a complex environment is still not feasible. Therefore, it must be
found a suitable and less computationally demanding approximation. Dur-
ing the years, many approaches for treating various contributions to the total
Hamiltonian at different levels of theory have been developed. For exam-
ple, in the quantum mechanical/molecular mechanical (QM/MM) method,
some atoms, usually belonging to the solvent or to the nonactive part of a
large molecule, are treated classically [17], while in the molecular-mechanics
valence-bond method [18] and in tight-binding density functional theory
[19] the subdivision regards the electrons on each atom. Also, more af-
fordable semiempirical Hamiltonians, suitably parameterized by means of
higher-level calculations, have been employed to describe the dynamics of
azobenzene-derived chromophores [20, 21], with considerable advantages in
terms of computational time, while the interaction with the surrounding en-
vironment is again modeled with classical force fields. However, a further
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drastic simplification is needed to be able to study the photochemistry of
complex systems with adequate sampling and timescales, and it would be
desirable to extend to excited states the application of classical force fields,
which have proved to be successful in describing and predicting ground-state
physical properties. This is certainly becoming possible for phenomena that
are determined by the excited state equilibrium geometries, such as steady
emission spectra, since in principle they can be described as accurately as
the ground-state case with molecular mechanics. The classical description of
dynamics processes that take place upon photon absorption is complicated
by the large displacements from the excited-state equilibrium geometry that
can follow a Franck-Condon transition from the ground state. It is also worth
noting that the curvature of the PES along these displacement coordinates
is hardly representable with harmonic functions of normal modes [22]. In
this context, it has proved helpful to select the vibronic channels relevant
for the dynamics [23] and to treat them at the QM level, while adopting
more approximate descriptions for the less relevant ones.

AB photophysics has been extensively studied, and various essential fea-
tures are now understood, at least in the gas phase. The process, which
typically occurs in the picosecond timescale, can involve an nπ∗ or a ππ∗

absorption, depending on the excitation wavelength [24, 25]. Under the
most common experimental conditions (near-UV excitation), a three-state
mechanism seems to take place, with promotion from the fundamental state
S0 of the trans isomer to the second singlet excited state S2, followed by a
decay to the first singlet state S1, and finally by a decay, either nonradia-
tive via conical intersection (S0/S1 CI) or radiative by weak fluorescence,
to the S0 state. The process can be even more complex and some authors
have recently pointed out the importance of other singlet and triplet states
[24, 26]. By comparison, the photophysics of the process following the nπ∗

absorption from the ground state in the visible region (λ = 440-480 nm) is
simpler as it involves only the first excited state S1.

The intramolecular mechanism of the isomerization process involves two
basic pathways: torsional (dihedral angle C−N−N−C), and via inversion,
which implies a wide increase of one of the C−N−N bending angles with an
exchange of the position of the lone pair of one of the nitrogen atoms. The
two mechanisms have often been considered as alternatives, and their rela-
tive contributions to the isomerization is still controversial even in the gas
phase, although some precious clarifications have been provided by recent
works [20, 24, 25]. In the most general case, the molecule can follow a mixed
mechanism that involves both processes and that reduces to pure torsion or
inversion only in borderline cases. Since in all practical applications the AB
photoisomerization takes place in solution or in a polymer, it is somehow
disappointing that the vast majority of the theoretical information avail-
able only refers to isomerization in the gas phase, where the conformational
change is not hindered by the environment and where we can expect that the
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mechanism can be different. As we have seen, part of the difficulty in study-
ing the solvent environment effects on the trans-cis isomerization is due to
the need for building a model of the process that combines the essential
photophysics with an atomistic description of the guest-host system.

The work presented in this thesis consists of a series of preliminary cal-
culations and tests which will allow to face the issue previously treated by
Tiberio et al. [5] with a new and more accurate approach, based on QM
calculations performed by Prof. M. Garavelli’s group of photophysics and
photochemistry, and so contribute to this challenging task by following the
nπ∗ transition in a vacuum and in a nematic liquid crystal by using nonequi-
librium molecular dynamics (MD) simulations.

In this first and simplified model we allow for transitions from the ground
to the S1 excited state of one molecule at time; we, then, analyze the tra-
jectories in the excited state and evaluate the decay stochastically. The
method we propose is in essence a simple QM/MD scheme, and we aim at
testing the methodology as well as obtaining new physical insights into the
mechanism of photoisomerization in the nematic liquid crystal 4′-octyl-4-
biphenylcarbonitrile (8CB). We believe this investigation to be particularly
timely, since significant experimental studies on AB photoisomerization in
solution following an S1 excitation have appeared in the last two decades
[27, 3].

This thesis is organized as follows: in Chapter 2 we give a more detailed
description of the trans-cis photoisomerization of azobenzene, in Chapter 3
we show how we parameterized azobenzene force field from QM calculations,
and in Chapter 4 we discuss the obtained results.
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Chapter 2

Photophysics and
photochemistry of
azobenzene

Azobenzene (AB) and its derivatives are one of the most important classes
of photochromic compounds. AB is made of two phenyl rings connected by
the N=N azo group ad can exist in two forms, namely, the cis and trans
isomers, which can interconvert both photochemically and thermally (see
Figure 2.1, and exhibit well-separated absorption bands in the UV-visible
region (see Figure 2.2) and different physical properties, such as dielectric
constant and refractive index.

The low-energy absorption spectrum of AB shows two main bands: one,
weak, in the visible and one, intense, in the near UV spectral region. In
n-hexane solution of the trans isomer at room temperature, the first band
exhibits a maximum at 432 nm (εmax = 400 L mol−1 cm−1) and the second
one shows a maximum at 318 nm (εmax = 22 300 L mol−1 cm−1) [29]. The
former band is structureless and is attributed to the lowest excited singlet
state, S1, associated to nπ∗ excitation and of Bg symmetry type in the C2h

symmetry group. The S1 ← S0 transition is then symmetry forbidden and
becomes allowed when the molecule is deformed along an au coordinate, such
as the (properly symmetrized) twistings around C−N bonds. The band in

N
N

N
N

hv/∆

Figure 2.1: Azobenzene trans-cis photo-/thermal isomerization.
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Figure 2.2: Electronic absorption spectra of the trans and cis isomers of azoben-
zene dissolved in ethanol [28].

Table 2.1: Quantum yield Φ of trans→ cis and cis→ trans photoconversion of
AB in n-hexane for S1 ← S0 and S2 ← S0 excitations. Results obtained by Monti
and coworkers [32, 33].

Φ S1 ← S0 S2 ← S0

trans→ cis 0.25 0.12
cis→ trans 0.53 0.40

the UV region presents a rich vibronic structure with the origin at 362 nm in
spectra measured in dibenzyl single crystal at 20 K [30], and corresponds to
the state S2, associates to ππ∗ excitation and of Bu symmetry type. Thus,
while the S1 ← S0 transition is symmetry-forbidden, the S2 ← S0 transition
is allowed. The effect of the symmetry selection rules can be observed in the
molar extinction coefficients (ε) of the two bands in Figure 2.2.

In the cis AB isomer, the frequencies of the absorption bands in the
UV-visible absorption spectrum are similar to the ones of the trans isome,
at 440 and 260 nm. The intensity ratio, instead, is rather different, since
the cis isomer has a lower symmetry with respect to the trans one, and the
transition nπ∗ become more intense [29].

An important and still debated property of the trans-cis photoisomer-
ization of AB is the dependence of the quantum yield (Φ) on the excitation
wavelength (see Table 2.1) [31]. This violation of the Kasha rule implies
that S2 decays to the ground state bypassing, at least partially the region
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where occurs the S1 → S0 decay. However, this violation disappears in steri-
cally hindered azobenzenes, for example, in azobenzenophanes (ABphanes),
where the motion of each AB molecule is somewhat affected by the compan-
ion molecule, or in azobenzene-capped crown ether [31].

While in stilbene and in ethylene derivatives the trans-cis isomerization
can occur only via torsion of the C=C bond, in AB it can proceed along
two pathways: the torsion around the N=N double bond and the in-plane
inversion. In the latter case, the transition state corresponds to a linear
geometry whereby one nitrogen atom is sp hybridized.

The traditional interpretation [31] has assigned the isomerization path-
way on the S1 to inversion and the one on S2 to torsion, respectively. As-
suming that in sterically hindered ABs the torsion motion is frozen, an
explanation was provided for the different S1 and S2 isomerization quantum
yields observed only in AB and not in AB-phanes. Recently, new theo-
retical and experimental results have questioned this model. Tahara and
co-workers [34], through time-resolved fluorescence data, attributed to both
S1 and S2 photoisomerizations the inversion pathway. On the other hand,
Ishikawa and co-workers [35] calculated the potential energy surfaces (PES)
of the lowest singlet excited states at the multiconfiguration level and found
that their deactivation takes place along the torsion coordinate. Stolow et
al. [36], on the basis of combined time-resolved photoelectron spectroscopy
observations and ab initio calculations, have associated the non-Kasha be-
havior with the quasi-degeneracy between the benzenic states and the S2
state localized on the azo group.

We now present the most relevant photoisomerization mechanisms from
S1, S2 and T1 [20, 24, 25, 37]. For the S1 and S2 deactivation we report a
more accurate description, while in the case of T1 state, we give only a brief
overview, since it is not too relevant for light organic molecules and for the
purpose of this work.

2.1 Deactivation of T1

In the ground state, it was found that the optimized barrier for isomeriza-
tion is ca. 40 kcal mol−1 higher than the minimum energy trans isomer for
both inversion and torsion pathways. According to B3LYP calculations, the
optimized PES of T1 along the torsion pathway has its minimum at roughly
105° where its energy is 28.0 kcal mol−1. This implies that, provided that
the S0-T1 spin-orbit coupling is sufficiently strong, thermal isomerization
can occur via the T1 state by overcoming a barrier of about 32 kcal mol−1,
corresponding to the higher S0-T1 crossing.

The isomerization on T1 was found to show a strong preference for the
torsion route: at the B3LYP level, the optimized energies at the twisted and
inverted geometry were found to be 28.0 and 48.4 kcal mol−1, respectively.
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Thus, the AB molecule, once it is excited in T1 at the trans or cis geometry,
follows the torsion pathway, reaching the minimum where it crosses to S0
thereby giving isomerization [26].

2.2 Deactivation of S1 (nπ∗)

From the Frank-Condon (FC) region on S1 the molecule can reach a planar
minimum with wider and still symmetric C−N−N bending angles (ϑCNN and
ϑNNC). This planar minimum is located about 10 kcal mol−1 below the FC
geometry. Concerning the the C−N−N−C torsion coordinate, the potential
energy curve of S1 obtained in many calculations [26, 25] is essentially flat.

The S0-S1 crossing seam is rather wide and includes both planar geome-
tries characterized by large C−N−N bending angles, and twisted structures
with ϕCNNC = 90° and asymmetric C−N−N bending angles (circled zone
in Figure 2.3). The former conical intersections (CIs) are found at high
potential energy, and therefore inaccessible via direct S1 population. Fur-
thermore, since they are almost planar, they are unreactive (i.e they lead
back to the trans isomer). The twisted CIs are almost isoenergetic with the
S1 planar minimum and easily accessible through a TS at ϕCNNC = 119.7°,
labeled TStors(S1), located at about 2 kcal mol−1 above the trans isomer one.
[24]. These CIs are the reactive ones and can lead to the formation of the
cis isomer.

The S1 minimum energy path (MEP) follows the torsion coordinate dur-
ing the whole isomerization. It appears that, as the CNNC torsion in-
creases, the coupling between the two nitrogen lone-pairs weakens and the
nπ∗ excitation tends to localize predominantly on one moiety because of
the electron-phonon coupling, that is, of the nuclear reorganization energy
associated with the excitation. As a consequence, the two moieties become
nonequivalent (i.e., ϑCNN 6= ϑNNC).

In Figure 2.3 it is also shown a high energy S1/S0 CI in the region of
the inverted geometry, labeled CIinv, in which one of the two NNC angles is
close to 180° and the CNNC dihedral angle is 108.7°.

To sum up, the quantum yields are determined by the competition be-
tween the S1/S0 internal conversion (IC) and the torsional motion around
the N=N double bond: if the IC occurs too early, that is, much before the
midpoint along the torsional coordinate (ϕCNNC = 90°), no isomerization
occurs, because of the unfavourable slope of the S0 PES [20].

2.3 Deactivation of S2 (ππ∗)

MS-3-RASPT2/SA-3-RAS calculations [37] found a S2 planar minimum
characterized by still symmetric C−N−N bending angles (ϑCNN = ϑNNC =
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Figure 2.3: Schematic representation of singlet (S0 and S1) and triplet (T1) MEPs
for the trans-cis photoisomerization of AB. Open circles represent S1/S0 CI. The
horizontal axis represents the C−N−N−C torsion coordinate (green numbers). Val-
ues for N−N−C angles are also reported (brown numbers). The shaded region
highlights the S1/S0 crossing space and embraces the low-energy (i.e., torsion) and
high-energy (i.e., inversion) deactivation funnels. The paths of T1 and S1 radia-
tionless decays are also shown. [24]
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Figure 2.4: Simplified scheme of the S2 → S0 decay in the space of C−N−N
in-plane bending. Note that C−N−N angle increases to the left. [37]

111°), smaller with respect to the S0 trans minimum. After the FC exci-
tation, the molecule relaxation toward the S2 minimum causes also a rear-
rangement of the bond lengths: N=N bond length increases and the C-N
bonds shorten, so that all three bonds lengths become of about 1.4�A.

In Figure 2.4 it is shown a simplified scheme of the S2 deactivation pro-
jected along the C−N−N in-plane bending. During the molecule relaxation
around the S2 minimum, which are mainly characterized by N=N and C−N
stretching modes, S2 crosses several times with the S1 state without de-
cay, and these crossings are correlated to the in-plane C−N−N bending.
In fact, a planar CI was found at ϑCNN = ϑNNC = 104.5°, but the non-
adiabatic coupling is zero for that geometry. Out-of-plane deformations are
required to have a nonzero nonadiabatic coupling. Another CI was found
at at ϑCNN = 108°, ϑNNC = 104° and ϕCNNC = 167°, through which the
internal conversion can occur (less than 100 fs after the S2 ← S0 excitation).
[37]

Once in nπ∗ state, the molecule is found at a considerably high potential
energy and can, in principle, access all the above mentioned S1/S0 CIs, in-
cluding the non-reactive ones. Indeed, ab initio molecular dynamics (MD)
simulations within the second-order multiconfigurational perturbation the-
ory (CASPT2) framework from the FC point on the ππ∗ state confirmed
that the hot nπ∗ population can decay to the GS through a high-energy
near-planar region of the S1/S0 CI, which is not accessible upon selective
excitation of the S1 state [37]. As we argued in the previous paragraph, this
CI region is not reactive, and this explains the fall in the photoisomerization
quantum yeld and the violation of the Kasha rule.

Figure 2.5 sums up the two mechanisms described above.
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Figure 2.5: Overview of the photochemistry of trans-AB in the space of the
C−N−N in-plane bending and C−N−N−C torsion modes. Excitation of the bright
S2 ← S0 transition in the UV (320 nm) opens a subps nonreactive decay channel
to the GS via ππ∗ → CI(ππ∗nπ∗)→ nπ∗ → CI(nπ∗/S0) (hot channel). [37]

2.4 Applications of azobenzene and its derivatives

As we saw, the trans and cis isomers absorption bands are well separated
(see Figure 2.2). This, combined with their different physical properties,
such as the refractive index, the dipole moment or the dielectric constant,
make azobenzene and its derivatives suitable materials for devices with pho-
tomodulable properties. For example, AB has been used in light-triggered
switches constituents of erasable holographic data [38], image storage devices
[39] and as a possible basis for a light-powered molecular machine [40].

For these reasons, the photophysical and photochemical properties of AB
have been and still are the subject of a widespread interest.1-3,9-25 A great
variety of properties and functions can be made photoswitchable: structure
and self-organization of materials, chemical and biochemical activity, optical,
electrical and permeation parameters.

One of the most relevant and intriguing applications of AB and its deriva-
tives for the scope of this work, is their use in field of the liquid crystals,
either as a mesogenic unit [38, 4] or as a solute [6, 2, 3].

2.4.1 Azobenzene and liquid crystals

Zannoni and co-workers [41] have explored the changes in the phase stability,
orientational order, and dynamics of the nematic 4-cyano-4′-n-pentylbiphenyl
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(a) (b)

Figure 2.6: Calculated 〈P2〉 order parameter of AB (left) and 8CB (right) in a
sample of trans (blue line) or cis (green line) AB dissolved in 8CB (mole fraction:
0.045) as a function of the temperature. [42]

(5CB) doped with either the trans or the cis form of different p-azobenzene
derivatives using the ESR spin-probe technique. In particular they tried to
relate the order parameter 〈P2〉, the shift of the nematic-isotropic transition
temperature (TNI) to the solute shape and charge distribution. In all the
cases the presence of the azo-derivative causes a depression of TNI, more
pronounced for the cis isomers. They also noted that in the presence of
the cis isomers the samples showed a region of phase separation which was
almost negligible at a concentration 1% but became quite evident at higher
concentrations (7%) and was found to be wider in samples with larger TNI

shifts.

Thus, isothermal phase transitions of LCs can be induced reversibly
by photochemical reaction of photochromic molecules dispersed in the LC
phase and with a rapid optical response that typically goes from 50 to 300 mi-
croseconds [38, 3]. Figure 2.5 shows the effect of the shape of AB on the 〈P2〉
order parameter of the nematic liquid crystal 4′-octyl-4-biphenylcarbonitrile
(8CB) and of AB itself. We can observe that the AB change of conformation
reduces TNI of about 10 K.

Recently, Goda and co-workers [3] studied the transmittance, the optical
switching time and the relaxation time of a guest-host liquid crystal (GH
LC) (4-pentyl-4′-cyanobiphenyl) containing more than 4% wt azobenzene
guest molecules. A sketch of their device is shown in Figure 2.5. In absence
of UV-light, the LC, azobenzene and dichroic dye are vertically aligned (V-
state) and visible light can pass through the LC layer because azobenzene
and the dichroic dye have weak absorption parallel to the short axis. Upon
irradiation of the LC cell with unpolarised UV light, the isotropic state is
obtained. When the device is in the isotropic state, visible light is absorbed
because of the random alignment of the dichroic dye. After the unpolarised
UV light is turned off, the system changes spontaneously back to the V-state

18
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UV light liquid crystal

trans azobenzene

cis azobenzene

dichroic dye

(b)

Figure 2.7: Scheme of a guest-host liquid crystal (GH LC) whith a photocromic
molecule (azobenzene). Top: no UV light, the system is vertical aligned (V-state).
Bottom: UV light irradiation, the system is isotropic (I-state). [3]
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Figure 2.8: Transmittance of the GH LC containing azobenzene as a function of
time at different cell thicknesses. Left: optical switching time. Right: relaxation
time. [3]

through the thermal isomerization of azobenzene (i.e., relaxation process).
Their results are shown in Figure 2.7. These unique devices are expected to
find use as dimming glass that can be controlled by sunlight.

Azobenzene molecules can be incorporated into polymer matrices as sta-
bilizers. The rigid rod-like structure of azo molecules allows them to behave
as liquid-crystal mesogens in many materials. Azobenzene liquid crystals
have been developed, in which azobenzene moieties play roles as both meso-
gens and photosensitive chromophores and some azobenzene derivatives in
the trans form exhibit a nematic phase (see Figure 2.9), whereas their iso-
mers in the cis form show no LC phase. If a large fraction (ideally, all mol-
ecules) of the LC azobenzene molecules (trans form) in the nematic phase
could be isomerized to the cis form simultaneously by means of a short laser
pulse, the disappearance of the LC phase could take place in principle on
the same time scale as the trans-cis photoisomerization.

The importance of these devices lies in the fact that they just need an
electromagnetic wave and not an external electric field, which could bring
technologies advantages.
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Figure 2.9: Structures and phase-transition temperatures of three azobenzene
liquid crystals. K: crystal; N: nematic; I, isotropic; G. glass; Mn: number-average
molecular weight; Mn: weight-average molecular weight. [38]
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Chapter 3

Azobenzene Force Field
reparameterization

3.1 QM-based Force Fields (Class II)

The fast evolution of experimental research in complex molecular systems
has led to greatly increased need for accurate molecular simulation tech-
niques. The molecular mechanics and dynamics are techniques based on
an analytic energy function of the atomic coordinates, the force field (FF),
that governs all the relevant molecular energetic, structural, and dynamic
properties. Although in some applications only a qualitative description of
the studied systems derived from the simulation is sufficient, in the great
majority of cases, such as in the one treated in this work, an increasingly
higher level of accuracy is crucial to obtaining meaningful results. Examples
include structural models of biological species, simulation of enzymatic re-
action rates [43] and binding constant [44], prediction of protein structures
and interaction energies [45] and study of photophysical and photochemical
phenomena [5].

A number of factors affect the accuracy of molecular simulations as com-
pared to practical experimental results, including the treatment of solvent,
counterions, and other species that may be present in the real environment,
as well as other details of the simulation techniques. However, no advance
in these techniques can compensate for inadequacies in the underlying FF.
Further, because in practice the final results will generally depend on a deli-
cate balance of many differing types of terms in the model, inadequacies in a
FF may be manifested by important qualitative errors in predicted results.

Force fields have traditionally been derived almost exclusively from ex-
perimental data, including thermodynamic data (such as conformational en-
ergy differences, rotational barriers, and sublimation energies), vibrational
frequencies, gas-phase molecular structures, and crystal structures. These
information is often rare for many functional groups and sometimes rela-
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tively nonexistent. A lack of such experimental data makes it difficult and
in some cases impossible to parameterize and test accurate potential energy
functions for use in molecular mechanics and dynamics [46].

Further, to account for the intricacies of the energy surfaces of mole-
cules, this data contains a wealth of information on the energy of distorted
structures (i.e., anharmonicity), transition states, and the energy changes
accompanying displacements of particular internal coordinates, information
that is virtually inaccessible to experiment. It is important to note that
parameterizing the energy of a molecule employing the quantum mechanical
energy surface not only provides a mean for determining the numerical val-
ues of individual terms, but also permits development of the analytic form
of the energy expression as well [46].

Force fields derived by fitting QM potential energy provide a good start-
ing point when experimental data for representative molecules of a given
functional group is too limited or even entirely unavailable. This method is
also useful when one needs a prompt derivation of necessary terms in the
force field and time is not available for fits of experimental data.

3.2 QM-based Force Field for azobenzene

Considering that our simulations deal with photophysical phenomena, such
as azobenzene trans-cis photoisomerization, several azobenzene force field
(FF) parameters for the ground state (S0) and the first excited state (S1)
have been recalculated and some new terms were added, in order to increase
simulations accuracy. Standard FFs are designed to reproduce correctly the
molecules only close to the equilibrium geometry, while we need an accurate
description also for higher potential energy molecular geometries. Indeed,
the minimum energy structures of the two electronic states differ remarkably,
thus, after a vertical electronic excitation, the molecule is found to a high
potential energy in the other state.

Starting from AMBER General Force Field (GAFF) for organic mol-
ecules (Version 1.4, March 2010) [47], we calculated new parameters, with
the aim of minimizing the difference between molecular mechanics (UMM(r))
and quantum mechanics (UQM(r)) potential energy (PE), so as to reproduce
ab initio energy profiles with classical simulations. In the next sections, we
describe the details of the procedure for the force field derivation.

3.2.1 QM and MM calculations details

Quantum Mechanics (QM) calculations at DFT level of the theory were
performed with the software Gaussian [48], using the PBE0 functional and
the cc-pVTZ basis set; MP2 and SS-CASPT2/MS-CASPT2 calculations at
RASSCF/CASSCF level were performed by Prof. Marco Garavelli’s group of
photophysics and photochemistry with the software MOLCAS 8 [49], using
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Figure 3.1: DFT optimized S0 azobenzene trans isomer. Since the molecule in
this conformation belongs to the C2h point group, bond lengths are indicated in
the left part and bending angles in the right one (all the dihedral angles are 0° or
180°). Calculation details: PBE0 functional, cc-pVTZ basis set.

the ANO-L-VDZP basis set, the active space used consists of 16 orbitals and
18 electrons (full π system plus the two n orbitals, consisting of the nitrogens
lone pairs); Molecular Mechanics (MM) calculations were performed with a
in-house modified version of NAMD.

In order to develop an effective method and have initial approximated
values to compare with later MP2 and CASPT2 results, we made some
test DFT calculations for S0 AB, using PBE0 functional and cc-pVTZ basis
set. We first optimized S0 trans molecular geometry (Figure 3.1), then com-
puted and symmetrized ESP atomic charges and obtained all the geometries
required for the parameterization changing the optimized one.

After this preliminary test, we optimized S0 trans and cis molecular ge-
ometries at MP2 level (ANO-L-VDZP basis set), computed and symmetrized
ESP atomic charges (DFT, PBE0//cc-pVTZ) and obtained all the geome-
tries required for the parameterization changing the optimized ones.

We fitted S0 standard FF parameters for all bonds, some bending and
one dihedral for the trans isomer, while non-standard ones (i.e. those relative
to C−N−N bending and C−N−N−C torsion, which are the most involved
in the photoisomerization) for a specific combination of the two isomers,
described in paragraph 3.2.6.

As we argued in Chapter 2, Cembran et al. [24] found a planar minimum
with a very small torsional barrier of about 2 kcal mol−1. We did not search
for that TS, thus we are not certain about its potential energy at our level
of the theory.
We optimized S1 molecular geometry at RASSCF/MS-CASPT2 level (ANO-
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Figure 3.2: MP2 optimized azobenzene S0 trans isomer. Since the molecule in
this conformation belongs to the C2h point group, bond lengths are indicated in
the left part and bending angles in the right one (all the dihedral angles are 0° or
180°). Calculation details: ANO-L-VDZP basis set.
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Calculation details: ANO-L-VDZP basis set.
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Figure 3.4: MS-CASPT2 optimized azobenzene S1 planar isomer. Since the
molecule in this conformation belongs to the C2h point group, bond lengths are
indicated in the left part and bending angles in the right one (all the dihedral
angles are 0° or 180°). Calculation details: RASSCF/MS-CASPT2, ANO-L-VDZP
basis set, active space of 16 orbitals and 18 electrons (RAS1 = 9, RAS2 = 0, RAS3
= 7; max. 4 excitations between RAS1 and RAS3).

L-VDZP basis set, active space: 16 orbitals and 18 electrons, RAS1=9 or-
bitals, RAS2=0 orbitals, RAS3=7 orbitals, at most 4 excitations between
RAS1 and RAS3), finding three minimum energy conformations: one planar
minimum (rplmin), similar to S0 trans isomer (see Figure 3.4), one twisted
minimum (rtwmin), at ϕCNNC = 97°, and a conical intersection (rCI), at
ϕCNNC = 95°. Both rtwmin and rCI have asymmetric C−N−N bending an-
gles. S1 planar minimum and conical intersection are rather similar to the
ones found by Cembran and co-workers [24]. Then, we computed and sym-
metrized ESP atomic charges (TDDFT, PBE0 functional, cc-pVTZ basis
set, solved for 4 singlets) and obtained all the geometries required for the
parameterization changing the S1 planar minimum one.

As for S0, We fitted S0 standard FF parameters for all bonds, some bend-
ing and one dihedral for the planar optimized geometry, while non-standard
ones (i.e. those of C−N−N and N−N−C bending angles and C−N−N−C
torsion) for the same geometries used for S0 FF parameterization (paragraph
3.2.6).

Adopted atomic numbering for azobenzene is shown in Figure 3.5, while
calculated ESP atomic charges for each geometry are displayed in Table 3.1.
We did not change GAFF LJ parameters (Table 3.2) and kept the same
values for S0 and S1 FF in MM calculations. Since we noted that internal
LJ interactions cause troubles in reproducing ab initio PE profiles and pre-
vented us from obtaining suitable parameters (bending ones were the most
affected), we decided to bring intramolecular 1-4 interaction scaling factors
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Figure 3.5: Azobenzene trans isomer and adopted atomic numbering.

to zero (intramolecular 1-2 and 1-3 interactions scaling factors are zero as
default option in AMBER FFs).
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Table 3.1: Atomic ESP charges of azobenzene S0 trans isomer (DFT, PBE0//cc-
pVTZ) and S1 planar isomer (TDDFT, PBE0//cc-pVTZ).

N. Atom
S0 trans isomer(a) S0 trans isomer(b) S1 planar isomer(c)

(e units) (e units) (e units)

1-13 N −0.246 32 −0.240 08 −0.059 12
2-14 C 0.461 88 0.441 78 0.372 91
3-15 C −0.341 63 −0.337 98 −0.360 95
4-16 C −0.017 93 −0.010 23 −0.070 59
5-17 C −0.248 31 −0.253 11 −0.262 42
6-18 C −0.123 31 −0.102 74 −0.109 45
7-19 C −0.143 50 −0.171 93 −0.284 65
8-20 H 0.149 74 0.155 22 0.184 43
9-21 H 0.124 63 0.121 36 0.128 95
10-22 H 0.162 00 0.161 65 0.148 64
11-23 H 0.147 91 0.142 00 0.138 82
12-24 H 0.074 83 0.094 07 0.173 43

Optimization details:
(a)DFT, PBE0//cc-pVTZ; (b)MP2, ANO-L-VDZP;
(c) RASSCF/MS-CASPT2, ANO-L-VDZP.

Table 3.2: Atomic LJ parameters of azobenzene S0 trans isomer and S1 planar
isomer. It is worth noting that parameters for intramolecular 1-4 interactions are
distinguished from the others.

Atom
εj

1
2 rj min εj 1-4

1
2 rj min 1-4

(kcal/mol) (�A) (kcal/mol) (�A)

N 0.1700 1.824 0.0850 1.824
C 0.0860 1.908 0.0430 1.908
H 0.0150 1.459 0.0075 1.459
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3.2.2 How to obtain FF parameters from QM calculations

Molecular Mechanics potential energy (UMM(r)) consists of different inde-
pendent terms, summarized in equation (3.1)

UMM(r) = Ub(r) + Unb(r) , (3.1)

where r is the set of atoms coordinates, Ub(r) is the sum of bonded potential
energy contributions, while Unb(r) is the sum of nonbonded potential energy
contributions. Making the terms Ub and Unb explicit,

Ub(r) =
∑

bond ab

Ustr(rab) +
∑

ang abc

Ubend(ϑabc) +
∑

dih abcd

Utors(ϕabcd) , (3.2)

Unb(r) =
∑
pair kl

Uel(rkl) +
∑
pair kl

ULJ(rkl) , (3.3)

where Ustr(rab), Ubend(ϑabc), Utors(ϕabcd), Uel(rkl) and ULJ(rkl) are stretch-
ing, bending, torsional, electrostatic and Lennard-Jones (LJ) PE terms, re-
spectively; indices bond ab, ang abc and dih abcd run over all the pairs ab
(bonds), triples abc (angles) and quadruples abcd (dihedrals) of covalently
bonded atoms, respectively, while indices kl runs over all the couples kl of
atoms (not necessarily bonded).

Defining rmin the set of atomic coordinates of the QM optimized azoben-
zene molecule, and labelling UQM(rmin) and UMM(rmin) its QM and MM
potential energy, respectively, we can take them as reference values; thus,
we get at any geometry

∆U(r) ≡ U(r)− U(rmin) , (3.4)

∆UQM(r) ≡ UQM(r)− UQM(rmin) , (3.5)

∆UMM(r) ≡ UMM(r)− UMM(rmin) =

= ∆Ub(r) + ∆Unb(r) .
(3.6)

The aim of the reparameterization is to reproduce ab initio PE profiles,
therefore the difference between ∆UMM(r) and ∆UQM(r), from here on called
χ(r), has to be minimized. Hence, we can write our problem as

∆Ub(r) + ∆Unb(r) = ∆UQM(r) + χ(r) , (3.7)

where χ(r) is the residual. Assuming the QM potential energies and MM po-
tential energy terms have been sampled in the set ofN geometries {r1, ..., rN},
the problem is solved minimizing the sum of the squared residuals (χ2), de-
fined as

χ2 ≡ ‖χ(r)‖2 =

N∑
i

[∆Ub(ri) + ∆Unb(ri)−∆UQM(ri)]
2 , (3.8)
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by changing the FF parameters. Actually, we fit the FF parameters so as
to reproduce.

Equation (3.7) relates QM PE to MM PE, allowing to obtain FF param-
eters, as we will show later.

In the next sections we will express the fits error with the root-mean-
square absolute error (RMSAE) and the root-mean-square relative error
(RMSRE), defined as

RMSAE ≡
√
χ2

N
,

RMSRE ≡ RMSAE

〈∆UQM(ri)〉i
,

(3.9)

where 〈∆UQM(ri)〉i is the average of ∆UQM(r) over the N molecular geome-
tries {ri}:

〈∆UQM(ri)〉i =
1

N

N∑
i

∆UQM(ri) . (3.10)

The standard deviation absolute errors (SDAE) and relative errors (SDRE)
on the FF parameters values will be expressed with the diagonal values of
the estimated covariance matrix .

3.2.3 Bond parameters

The 2-body spring bond potential describes the harmonic vibrational motion
between an (a, b)-pair of covalently bonded atoms, and has the form

Ustr(rab) = kab (rab − rab 0)2 , (3.11)

where rab = |rb − ra| is the distance between the atoms, while rab 0 and kab
are the equilibrium distance and the spring constant of the bond ab in the
FF, respectively. Note that rab 0 is not necessarily equal to rabmin: it is the
equilibrium distance between the two body a and b if the only force acting
on them were the gradient of the potential described in equation (3.11).

If it is possible to modify the minimum energy geometry in such a way
that only a single bond distance rab varies, without altering other variables,
the only terms that will change in the expression of UMM(r) are Ustr(rab)
and Unb(r); thus, rewriting (3.7),

∆Ustr(rab) + ∆Unb(r) = ∆UQM(r) + χ(r) , (3.12)

∆Ustr(rab) = ∆UQM(r)− [∆Uel(r) + ∆ULJ(r)] + χ(r) . (3.13)

Where, for a more concise notation, we defined

∆Uel(r) ≡
∑
pair kl

∆Uel(rkl) ,

∆ULJ(r) ≡
∑
pair kl

∆ULJ(rkl) .
(3.14)
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Table 3.3: S0 trans isomer DFT PE and MM PE contributions computed for
different N−N bond distances (rigid scan). DFT calculations were performed with
Gaussian, PBE0 functional, cc-pVTZ basis set.

rNN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.2328 0.0812 0.0401 0.0411 0.0409 0.0810
1.2378 0.0200 0.0201 −0.0001 0.0005 0.0206
1.2428 0 0 0 0 0
1.2478 0.0197 −0.0202 0.0399 0.0394 0.0192
1.2528 0.0779 −0.0405 0.1184 0.1187 0.0781

Recalling (3.11) and (3.6), we can write

∆Ustr(rab) ≡ Ustr(rab)− Ustr(rabmin) =

= kab (rab − rab 0)2 − Ustr(rabmin) ,
(3.15)

kab (rab − rab 0)2 − Ustr(rabmin) = ∆UQM(r)−∆Unb(r) + χ(r) . (3.16)

Since we have unchanged atomic charges and LJ coefficients, the FF param-
eters to fit are simply kab and rab 0.

Bonds parameters have been determined lengthening and shortening
each bond distance (rigid scan) of 0.005, 0.01 and 0.02�A. When it was
not possible to alter one single bond distance without affecting any other
degree of freedom, they were changed in appropriate combinations (e.g. in
phenyl rings). Then, we calculated QM PE and all various MM PE contri-
butions, subtracted nonbonded MM PE terms to QM PE, and minimized
χ2 through nonlinear least squares method.

N–N bond

DFT, S0 trans isomer. DFT and MM calculations results are shown in
Table 3.3.

Fitted parameters for N−N bond:

� kNN = (798± 7) kcal mol−1�A
−2

(SDRE = 0.82 %)

� rNN0 = (1.240 33± 0.000 03)�A (SDRE = 0.0025 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.0004 kcal mol−1

� RMSRE = 0.93 %
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Table 3.4: S0 trans isomer MP2 PE and MM PE contributions computed for
different N−N bond distances (rigid scan). MP2 calculations were performed with
MOLCAS, ANO-L-VDZP basis set.

rNN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.2612 0.2580 0.0698 0.1882 0.1865 0.2562
1.2712 0.0627 0.0351 0.0276 0.0315 0.0666
1.2812 0 0 0 0 0
1.2912 0.0602 −0.0355 0.0957 0.0920 0.0565
1.3012 0.2342 −0.0715 0.3057 0.3075 0.2360

MP2, S0 trans isomer. MP2 and MM calculations results are shown in
Table 3.4.
Fitted parameters for N−N bond are:

� kNN = (617± 11) kcal mol−1�A
−2

(SDRE = 1.8 %)

� rNN0 = (1.2788± 0.0001)�A (SDRE = 0.0092 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.003 kcal mol−1

� RMSRE = 2.2 %

SS-CASPT2, S1 planar isomer. SS-CASPT2 and MM calculations re-
sults are shown in Table 3.5.
Fitted parameters for N−N bond:

� kNN = (677± 16) kcal mol−1�A
−2

(SDRE = 2.3 %)

� rNN0 = (1.2624± 0.0001)�A (SDRE = 0.011 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.004 kcal mol−1

� RMSRE = 2.7 %

In Figure 3.6 we show ∆UQMr−∆Unbr and the fitted harmonic potential
of the N−N bond as a function of rNN for the S0 and the S1 electronic states.
As we can observe, the bond equilibrium distance rNN0 decreases from the
ground to the excited state, while the bond strength slightly increases (a
higher value of kNN produces a steeper parabola).
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Table 3.5: S1 planar isomer SS-CASPT2 PE and MM PE contributions com-
puted for different N−N bond distances (rigid scan). SS-CASPT2 calculations
were performed with MOLCAS, ANO-L-VDZP basis set (active space: 16 orbitals,
18 electrons).

rNN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.2436 0.2662 0.0249 0.2413 0.2393 0.2642
1.2536 0.0584 0.0125 0.0459 0.0519 0.0644
1.2636 0 0 0 0 0
1.2736 0.0754 −0.0124 0.0878 0.0834 0.0709
1.2836 0.2741 −0.0250 0.2991 0.3020 0.2771

Table 3.6: S0 trans isomer DFT PE and MM PE contributions computed with a
rigid scan of C−N bond distance (C2-N1, see Figure 3.5 for AB atomic numbering).
DFT calculations were performed with Gaussian, PBE0 functional, cc-pVTZ basis
set.

rCN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.4016 0.0401 0.0726 −0.0325 −0.0325 0.0401
1.4066 0.0099 0.0359 −0.0260 −0.0257 0.0102
1.4116 0 0 0 0 0
1.4166 0.0097 −0.0351 0.0448 0.0446 0.0095
1.4216 0.0384 −0.0694 0.1078 0.1080 0.0386

C–N bond

DFT, S0 trans isomer. DFT and MM calculations results are shown in
Table 3.6.

Fitted parameters for C−N bond:

� kCN = (377± 3) kcal mol−1�A
−2

(SDRE = 0.77 %)

� rCN0 = (1.402 30± 0.000 08)�A (SDRE = 0.0053 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.0002 kcal mol−1

� RMSRE = 0.83 %

MP2, S0 trans isomer. MP2 and MM calculations results are shown in
Table 3.7.

Fitted parameters for C−N bond:
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� kCN = (370± 5) kcal mol−1�A
−2

(SDRE = 1.4 %)

� rCN0 = (1.4152± 0.0002)�A (SDRE = 0.011 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 1.6 %

Table 3.7: S0 trans isomer MP2 PE and MM PE contributions computed with a
rigid scan of C−N bond distance (C2-N1, see Figure 3.5 for AB atomic numbering)
(rigid scan). MP2 calculations were performed with MOLCAS, ANO-L-VDZP basis
set.

rCN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.4040 0.1582 0.1394 0.0188 0.0180 0.1574
1.4140 0.0380 0.0679 −0.0299 −0.0280 0.0399
1.4240 0 0 0 0 0
1.4340 0.0393 −0.0645 0.1038 0.1022 0.0377
1.4440 0.1516 −0.1260 0.2776 0.2785 0.1526
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Table 3.8: S1 planar isomer SS-CASPT2 PE and MM PE contributions computed
with a rigid scan of C−N bond distance (2-1, see Figure 3.5 for AB atomic num-
bering). SS-CASPT2 calculations were performed with MOLCAS, ANO-L-VDZP
basis set (active space: 16 orbitals, 18 electrons).

rCN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.3447 0.1841 0.0293 0.1548 0.1561 0.1853
1.3547 0.0434 0.0141 0.0293 0.0331 0.0472
1.3647 0 0 0 0 0
1.3747 0.0413 −0.0129 0.0542 0.0569 0.0439
1.3847 0.1768 −0.0249 0.2017 0.2037 0.1788

SS-CASPT2, S1 planar isomer. SS-CASPT2 and MM calculations re-
sults are shown in Table 3.8.
Fitted parameters for C−N bond:

� kCN = (450± 5) kcal mol−1�A
−2

(SDRE = 1.2 %)

� rCN0 = (1.363 35± 0.000 07)�A (SDRE = 0.0052 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.02 kcal mol−1

� RMSRE = 2.5 %

H–C bonds

Azobenzene presents ten H−C bonds; for symmetry reasons there are only
three chemically different H−C bond types: ortho- H−C, meta- H−C, and
para- H−C. Since their contribution is not particularly important for the
scope of this work, we modeled them with a single set of parameters. Simi-
larly to what we did for N−N and C−N bonds, we modified singularly each
H−C bond. The resulting parameters were then averaged, weighting them
according to the number of bonds of each type (one para- H−C bond, two
meta- H−C bonds, two ortho- H−C bonds).

DFT, S0 trans isomer. DFT and MM calculations results are shown in
Table 3.9.

Fitted parameters for para- H−C bond:

� kp-HC = (404± 3) kcal mol−1�A
−2

(SDRE = 0.62 %)

� rp-HC0 = (1.082 47± 0.000 02)�A (SDRE = 0.0018 %)
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Fit RMSAE and RMSRE:

� RMSAE = 0.0002 kcal mol−1

� RMSRE = 0.89 %

Fitted parameters for meta- H−C bond:

� km-HC = (403± 3) kcal mol−1�A
−2

(SDRE = 0.74 %)

� rm-HC0 = (1.082 36± 0.000 02)�A (SDRE = 0.0022 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.0002 kcal mol−1

� RMSRE = 0.89 %

Fitted parameters for ortho- H−C bond:

� ko-HC = (412± 2) kcal mol−1�A
−2

(SDRE = 0.56 %)

� ro-HC0 = (1.082 91± 0.000 02)�A (SDRE = 0.0017 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.0002 kcal mol−1

� RMSRE = 0.83 %

DFT and MM calculations results with averaged parameters are shown
in Table 3.9.
Averaged parameters for H−C bonds:

� kHC = (407± 4) kcal mol−1�A
−2

(SDRE = 1.1 %)

� rHC0 = (1.0826± 0.0003)�A (SDRE = 0.026 %)

Overall fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 7.2 %
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Table 3.9: S0 trans isomer DFT PE and MM PE contributions computed with
a rigid scan of para-, meta- and ortho- H−C bond distances (H10-C5, H9-C4 and
H8-C3; see Figure 3.5 for AB atomic numbering) bond distances. DFT calculations
were performed with Gaussian, PBE0 functional, cc-pVTZ basis set.

rp-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0735 0.0411 0.0087 0.0324 0.0323 0.0410
1.0785 0.0101 0.0043 0.0058 0.0061 0.0104
1.0835 0 0 0 0 0
1.0885 0.0100 −0.0044 0.0144 0.0141 0.0097
1.0935 0.0396 −0.0088 0.0484 0.0485 0.0397

rm-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0736 0.0410 0.0110 0.0300 0.0299 0.0409
1.0787 0.0101 0.0055 0.0046 0.0049 0.0104
1.0837 0 0 0 0 0
1.0886 0.0099 −0.0056 0.0155 0.0153 0.0097
1.0937 0.0395 −0.0111 0.0506 0.0508 0.0396

ro-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0716 0.0418 −0.0099 0.0517 0.0516 0.0417
1.0766 0.0103 −0.0050 0.0153 0.0155 0.0106
1.0816 0 0 0 0 0
1.0866 0.0101 0.0049 0.0052 0.0051 0.0099
1.0916 0.0402 0.0097 0.0305 0.0307 0.0403
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Table 3.10: S0 trans isomer DFT PE and MM PE contributions computed with
a rigid scan of para-, meta- and ortho- H−C bond distances (H10-C5, H9-C4 and
H8-C3; see Figure 3.5 for AB atomic numbering). DFT calculations were performed
with Gaussian, PBE0 functional, cc-pVTZ basis set.

rp-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0735 0.0411 0.0087 0.0324 0.0336 0.0423
1.0785 0.0101 0.0043 0.0058 0.0067 0.0110
1.0835 0 0 0 0 0
1.0885 0.0100 −0.0044 0.0144 0.0137 0.0093
1.0935 0.0396 −0.0088 0.0484 0.0478 0.0390

rm-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0736 0.0410 0.0110 0.0300 0.0322 0.0432
1.0787 0.0101 0.0055 0.0046 0.0059 0.0114
1.0837 0 0 0 0 0
1.0886 0.0099 −0.0056 0.0155 0.0145 0.0089
1.0937 0.0395 −0.0111 0.0506 0.0492 0.0381

ro-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0716 0.0418 −0.0099 0.0517 0.0485 0.0385
1.0766 0.0103 −0.0050 0.0153 0.0141 0.0091
1.0816 0 0 0 0 0
1.0866 0.0101 0.0049 0.0052 0.0063 0.0111
1.0916 0.0402 0.0097 0.0305 0.0329 0.0425
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MP2, S0 trans isomer. MP2 and MM calculations results are shown in
Table 3.11.

Fitted parameters for para- H−C bond:

� kp-HC = (412± 6) kcal mol−1�A
−2

(SDRE = 1.4 %)

� rp-HC0 = (1.093 72± 0.000 08)�A (SDRE = 0.0074 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 1.6 %

Fitted parameters for meta- H−C bond:

� km-HC = (411± 6) kcal mol−1�A
−2

(SDRE = 1.4 %)

� rm-HC0 = (1.093 20± 0.000 08)�A (SDRE = 0.0075 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 1.7 %

Fitted parameters for ortho- H−C bond:

� ko-HC = (413± 5) kcal mol−1�A
−2

(SDRE = 1.3 %)

� ro-HC0 = (1.096 06± 0.000 08)�A (SDRE = 0.0075 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 1.6 %

MP2 and MM calculations results with averaged parameters are shown
in Table 3.12.
Averaged parameters for H−C bonds:

� kHC = (412± 7) kcal mol−1�A
−2

(SDRE = 1.7 %)

� rHC0 = (1.094± 0.001)�A (SDRE = 0.14 %)

Overall fit RMSAE and RMSRE:

� RMSAE = 0.015 kcal mol−1

� RMSRE = 18 %

40



Table 3.11: S0 trans isomer MP2 PE and MM PE contributions computed with
a rigid scan of para-, meta- and ortho- H−C bond distances (H10-C5, H9-C4 and
H8-C3; see Figure 3.5 for AB atomic numbering). MP2 calculations were performed
with MOLCAS, ANO-L-VDZP basis set.

rp-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0743 0.1709 0.0144 0.1565 0.1558 0.1702
1.0843 0.0419 0.0073 0.0346 0.0367 0.0439
1.0943 0 0 0 0 0
1.1043 0.0403 −0.0073 0.0476 0.0458 0.0386
1.1143 0.1584 −0.0146 0.1730 0.1741 0.1595

rm-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0744 0.1707 0.0254 0.1453 0.1446 0.1699
1.0844 0.0418 0.0127 0.0291 0.0312 0.0439
1.0944 0 0 0 0 0
1.1044 0.0404 −0.0127 0.0531 0.0512 0.0385
1.1144 0.1584 −0.0254 0.1838 0.1847 0.1593

ro-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0739 0.1712 −0.0299 0.2011 0.2002 0.1703
1.0839 0.0419 −0.0150 0.0569 0.0588 0.0439
1.0939 0 0 0 0 0
1.1039 0.0405 0.0150 0.0255 0.0239 0.0388
1.1139 0.1590 0.0298 0.1292 0.1303 0.1601
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Table 3.12: S0 trans isomer MP2 PE and MM PE contributions computed with
a rigid scan of para-, meta- and ortho- H−C bond distances (H10-C5, H9-C4 and
H8-C3; see Figure 3.5 for AB atomic numbering). MP2 calculations were performed
with MOLCAS, ANO-L-VDZP basis set.

rp-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0743 0.1709 0.0144 0.1565 0.1678 0.1822
1.0843 0.0419 0.0073 0.0346 0.0427 0.0499
1.0943 0 0 0 0 0
1.1043 0.0403 −0.0073 0.0476 0.0398 0.0325
1.1143 0.1584 −0.0146 0.1730 0.1620 0.1475

rm-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0744 0.1707 0.0254 0.1453 0.1654 0.1908
1.0844 0.0418 0.0127 0.0291 0.0415 0.0542
1.0944 0 0 0 0 0
1.1044 0.0404 −0.0127 0.0531 0.0410 0.0283
1.1144 0.1584 −0.0254 0.1838 0.1644 0.1390

ro-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0739 0.1712 −0.0299 0.2011 0.1733 0.1434
1.0839 0.0419 −0.0150 0.0569 0.0454 0.0305
1.0939 0 0 0 0 0
1.1039 0.0405 0.0150 0.0255 0.0371 0.0520
1.1139 0.1590 0.0298 0.1292 0.1566 0.1864
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SS-CASPT2, S1 planar isomer. SS-CASPT2 and MM calculations re-
sults are shown in Table 3.13.

Fitted parameters for para- H−C bond:

� kp-HC = (419± 6) kcal mol−1�A
−2

(SDRE = 1.5 %)

� rp-HC0 = (1.092 04± 0.000 09)�A (SDRE = 0.0080 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 1.7 %

Fitted parameters for meta- H−C bond:

� km-HC = (416± 6) kcal mol−1�A
−2

(SDRE = 1.4 %)

� rm-HC0 = (1.092 59± 0.000 09)�A (SDRE = 0.0080 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 1.7 %

Fitted parameters for ortho- H−C bond:

� ko-HC = (418± 6) kcal mol−1�A
−2

(SDRE = 1.4 %)

� ro-HC0 = (1.094 65± 0.000 09)�A (SDRE = 0.0078 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.001 kcal mol−1

� RMSRE = 1.7 %

SS-CASPT2 and MM calculations results with averaged parameters are
shown in Table 3.14.
Averaged parameters for H−C bonds:

� kHC = (417± 7) kcal mol−1�A
−2

(SDRE = 1.8 %)

� rHC0 = (1.093± 0.001)�A (SDRE = 0.11 %)

Overall fit RMSAE and RMSRE:

� RMSAE = 0.015 kcal mol−1

� RMSRE = 15 %
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Table 3.13: S1 planar isomer SS-CASPT2 PE and MM PE contributions com-
puted with a rigid scan of para-, meta- and ortho- H−C bond distances (H10-C5,
H9-C4 and H8-C3; see Figure 3.5 for AB atomic numbering). SS-CASPT2 calcu-
lations were performed with MOLCAS, ANO-L-VDZP basis set (active space: 16
orbitals, 18 electrons).

rp-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0731 0.1666 0.0158 0.1508 0.1497 0.1653
1.0831 0.0391 0.0079 0.0312 0.0330 0.0408
1.0931 0 0 0 0 0
1.1031 0.0452 −0.0079 0.0531 0.0509 0.0429
1.1131 0.1688 −0.0158 0.1846 0.1855 0.1696

rm-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0744 0.1662 0.0296 0.1366 0.1354 0.1651
1.0844 0.0393 0.0148 0.0245 0.0261 0.0409
1.0944 0 0 0 0 0
1.1044 0.0444 −0.0148 0.0592 0.0570 0.0422
1.1144 0.1667 −0.0296 0.1963 0.1972 0.1675

ro-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0733 0.1656 −0.0252 0.1908 0.1896 0.1644
1.0833 0.0388 −0.0125 0.0513 0.0530 0.0405
1.0933 0 0 0 0 0
1.1033 0.0453 0.0126 0.0327 0.0306 0.0431
1.1133 0.1687 0.0249 0.1438 0.1448 0.1697
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Table 3.14: S1 planar isomer SS-CASPT2 PE and MM PE contributions com-
puted with a rigid scan of para-, meta- and ortho- H−C bond distances (H10-C5,
H9-C4 and H8-C3; see Figure 3.5 for AB atomic numbering). SS-CASPT2 calcu-
lations were performed with MOLCAS, ANO-L-VDZP basis set (active space: 16
orbitals, 18 electrons).

rp-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0731 0.1666 0.0158 0.1508 0.1701 0.1859
1.0831 0.0391 0.0079 0.0312 0.0433 0.0512
1.0931 0 0 0 0 0
1.1031 0.0452 −0.0079 0.0531 0.0401 0.0323
1.1131 0.1688 −0.0158 0.1846 0.1637 0.1479

rm-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0744 0.1662 0.0296 0.1366 0.1478 0.1774
1.0844 0.0393 0.0148 0.0245 0.0322 0.0470
1.0944 0 0 0 0 0
1.1044 0.0444 −0.0148 0.0592 0.0513 0.0365
1.1144 0.1667 −0.0296 0.1963 0.1861 0.1564

ro-HC ∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.0733 0.1656 −0.0252 0.1908 0.1668 0.1416
1.0833 0.0388 −0.0125 0.0513 0.0417 0.0291
1.0933 0 0 0 0 0
1.1033 0.0453 0.0126 0.0327 0.0418 0.0543
1.1133 0.1687 0.0249 0.1438 0.1671 0.1920
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C–C bonds

In the AB molecule there are twelve carbon atoms as many C−C bonds; for
symmetry reasons, we can distinguish only four C atoms and three C−C
bond types. In order to avoid a useless complication of the FF, we de-
cided to keep the parameterization used in the work of Tiberio et al. [5]
and consider just two type of C atoms (named CA and CD, as showed in
Figure 3.7). Consequently, the C−C bond types to be parameterized are
two: the CA−CD and the CD−CD. Since in a phenyl ring it is not possible
to modify one single bond distance without affecting any other geometrical
variable, we lengthened and shortened couples of C−C bond distances in
opposite positions (C2−C3 and C5−C6, C3−C4 and C6−C7, C4−C5 and
C7−C2), so as to vary the smallest number of degrees of freedom. Then, we
calculated ∆UQM(r) − ∆Unb(r) and minimized χ2 using the Nelder-Mead
method [50]. In this case, we can rewrite equation (3.7) as∑

ab

kab (rab − rab 0)2 − Ustr(rabmin) = ∆UQM(r)−∆Unb(r) + χ(r) , (3.17)

where the indices ab run over the bonds whose distance has been modified
case by case. Since at least a bond of the CD−CD type is always involved,
we fitted simultaneously all the four parameters kCACD, kCDCD, rCACD0,
rCDCD0.

MP2, S0 trans isomer. MP2 and MM calculations results are shown in
the tables from 3.15 to 3.17.

Fitted parameters for CA−CD bond type:

� kCACD = (593± 15) kcal mol−1�A
−2

(SDRE = 2.5 %)

� rCACD0 = (1.416± 0.003)�A (SDRE = 0.21 %)
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Figure 3.7: Azobenzene atom types used in this FF parameterization.
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Table 3.15: S0 trans isomer MP2 PE and MM PE contributions computed with a
rigid scan of couples of C2−C3 and C5−C6 bond distances (see Figure 3.5 for AB
atomic numbering).

rC2C3

rC5C6
∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.3924
1.3891

0.4313 −0.0580 0.4893 0.4575 0.3993

1.4024
1.3991

0.1059 −0.0289 0.1348 0.1184 0.0893

1.4074
1.4041

0.0263 −0.0145 0.0408 0.0316 0.0171

1.4124
1.4091

0 0 0 0 0

1.4174
1.4141

0.0253 0.0145 0.0108 0.0235 0.0381

1.4224
1.4191

0.1011 0.0289 0.0722 0.1023 0.1314

1.4324
1.4291

0.3985 0.0578 0.3407 0.4253 0.4835

Fitted parameters for CD−CD bond type:

� kCDCD = (511± 16) kcal mol−1�A
−2

(SDRE = 3.1 %)

� rCDCD0 = (1.405± 0.004)�A (SDRE = 0.28 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.029 kcal mol−1

� RMSRE = 19 %
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Table 3.16: S0 trans isomer MP2 PE and MM PE contributions computed with
a rigid scan of C3−C4 and C6−C7 bond distances (see Figure 3.5 for AB atomic
numbering).

rC3C4

rC6C7
∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.3860
1.3824

0.4431 −0.0276 0.4707 0.4455 0.4187

1.3960
1.3924

0.1085 −0.0137 0.1222 0.1206 0.1073

1.4010
1.3974

0.0267 −0.0068 0.0335 0.0347 0.0281

1.4060
1.4024

0 0 0 0 0

1.4110
1.4074

0.0266 0.0068 0.0198 0.0163 0.0230

1.4160
1.4124

0.1053 0.0136 0.0917 0.0836 0.0970

1.4260
1.4224

0.4128 0.0271 0.3857 0.3716 0.3981

Table 3.17: S0 trans isomer MP2 PE and MM PE contributions computed with
a rigid scan of C4−C5 and C7−C2 bond distances (see Figure 3.5 for AB atomic
numbering).

rC4C5

rC7C2
∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.3931
1.3879

0.4269 0.0617 0.3652 0.4539 0.5154

1.4031
1.3979

0.1048 0.0295 0.0753 0.1166 0.1459

1.4081
1.4029

0.0261 0.0144 0.0117 0.0307 0.0451

1.4131
1.4079

0 0 0 0 0

1.4181
1.4129

0.0253 −0.0137 0.0390 0.0244 0.0109

1.4231
1.4179

0.1004 −0.0268 0.1272 0.1041 0.0775

1.4331
1.4279

0.3947 −0.0511 0.4458 0.4290 0.3783
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SS-CASPT2, S1 planar isomer. RASSCF/SS-CASPT2 and MM cal-
culations results are shown in the tables from 3.18 to 3.20.

Fitted parameters for CA−CD bond type:

� kCACD = (377± 9) kcal mol−1�A
−2

(SDRE = 2.4 %)

� rCACD0 = (1.453± 0.005)�A (SDRE = 0.25 %)

Fitted parameters for CD−CD bond type:

� kCDCD = (538± 14) kcal mol−1�A
−2

(SDRE = 2.6 %)

� rCDCD0 = (1.400± 0.005)�A (SDRE = 0.33 %)

Fit RMSAE and RMSRE:

� RMSAE = 0.012 kcal mol−1

� RMSRE = 8.2 %
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Table 3.18: S1 planar isomer RASSCF/SS-CASPT2 PE and MM PE contribu-
tions computed with a rigid scan of couples of C2−C3 and C5−C6 bond distances
(see Figure 3.5 for AB atomic numbering).

rC2C3

rC5C6
∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.4051
1.3942

0.4033 −0.0739 0.4772 0.4868 0.4120

1.4151
1.4042

0.1005 −0.0369 0.1374 0.1519 0.1146

1.4201
1.4092

0.0258 −0.0184 0.0442 0.0531 0.0345

1.4251
1.4142

0 0 0 0 0

1.4301
1.4192

0.0208 0.0185 0.0023 −0.0073 0.0114

1.4351
1.4242

0.0867 0.0369 0.0498 0.0311 0.0684

1.4451
1.4342

0.3522 0.0737 0.2785 0.2451 0.3197

Table 3.19: S1 planar isomer RASSCF/SS-CASPT2 PE and MM PE contri-
butions computed with a rigid scan of C3−C4 and C6−C7 bond distances (see
Figure 3.5 for AB atomic numbering).

rC3C4

rC6C7
∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.3785
1.3792

0.4547 −0.0323 0.4870 0.4871 0.4614

1.3885
1.3892

0.1153 −0.0160 0.1313 0.1360 0.1232

1.3935
1.3942

0.0309 −0.0079 0.0388 0.0411 0.0347

1.3985
1.3992

0 0 0 0 0

1.4035
1.4042

0.0226 0.0081 0.0145 0.0127 0.0192

1.4085
1.4092

0.0959 0.0160 0.0799 0.0793 0.0921

1.4185
1.4192

0.3951 0.0320 0.3631 0.3737 0.3993
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Table 3.20: S1 planar isomer RASSCF/SS-CASPT2 PE and MM PE contri-
butions computed with a rigid scan of C4−C5 and C7−C2 bond distances (see
Figure 3.5 for AB atomic numbering).

rC4C5

rC7C2
∆UQM ∆Unb ∆UQM −∆Unb ∆Ustr ∆UMM

(�A) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

1.4103
1.3956

0.3718 −0.0341 0.4059 0.3783 0.3430

1.4203
1.4056

0.0865 −0.0175 0.1040 0.0977 0.0796

1.4253
1.4106

0.0194 −0.0089 0.0283 0.0260 0.0168

1.4303
1.4156

0 0 0 0 0

1.4353
1.4206

0.0262 0.0092 0.0170 0.0198 0.0292

1.4403
1.4256

0.0969 0.0186 0.0783 0.0853 0.1044

1.4503
1.4356

0.3669 0.0379 0.3290 0.3535 0.3926
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3.2.4 Bending parameters

The 3-body angular bond potential describes the angular vibrational motion
occurring between an (a, b, c)-triple of covalently bonded atoms, and has the
form

Ubend(ϑabc) = kabc (ϑabc − ϑabc 0)2 , (3.18)

where ϑabc is the angle in radians between vectors rba = ra − rb and rbc =
rc − rb, ϑabc 0 is the equilibrium angle, and kabc is the angle constant.

If it is possible to modify one single angle width ϑabc without altering any
other variable, as we have previously seen in paragraph 3.2.3, the only terms
that will change in the expression of UMM(r) are Ubend(ϑabc) and

∑
Unb(r);

thus, rewriting the equation (3.7),

kabc (ϑabc − ϑabc 0)2−Ubend(ϑabcmin) = ∆UQM(r)−∆Unb(r) +χ(r) . (3.19)

Always keeping constant atomic charges and LJ coefficients, the FF param-
eters to fit are simply kabc and ϑabc 0.

Unfortunately, except from ϑCNN and ϑNNC (whose parameterization will
be discussed in a separate section), all the other angles can not be modified
singularly. In order to modify the smallest number of variables, produced
geometries by changing of ±0.5°, ±1° and ±2° appropriate combinations of
angles (rigid scan). Then, we calculated ∆UQM(r)−∆Unb(r) and minimized
χ2 through the script cited in paragraph 3.2.3 (C−C bonds paragraph).

For simplicity, we will show only the detailed data for the derivation of
the ϑCCN bending angles parameters, since the procedure is almost identical
to the one used for the C−C bonds parameterization.

C–C–N bending

In this case, an in-plane rotation of a phenyl ring around a CA-type atom
(C2 or C14) allow to vary CD−CA−N angles only. Let us call ϑCCN and
ϑNCC the two CD−CA−N bending angles and ϑCCC the CD−CA−CD angle.
If the rotation preserves the molecular planarity we get

ϑCCN + ϑNCC + ϑCCC = 2π . (3.20)

Since the parameters for the two C−C−N bending angles are the same, we
can rewrite equation (3.7) as

∆Ubend(ϑCCN) + ∆Ubend(ϑNCC) = ∆UQM(r)−∆Unb(r) + χ(r) , (3.21)

kCCN

[
(ϑCCN − ϑCCN0)

2 + (2π − ϑCCC − ϑCCN − ϑCCN0)
2
]

+

− Ubend(ϑCCNmin, ϑNCCmin) = ∆UQM(r)−∆Unb(r) + χ(r) , (3.22)
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Table 3.21: S0 trans isomer MP2 PE and MM PE contributions computed with
a rigid scan of two C−C−N bending angles (C3−C2−N1 and C7−C2−N1, see
Figure 3.5 for AB atomic numbering).

ϑCCN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ubend ∆UMM

(°) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

111.76 0.4267 −0.5372 0.9639 0.9212 0.3842
112.76 0.1903 −0.3857 0.5760 0.5666 0.1810
113.76 0.0476 −0.2086 0.2562 0.2595 0.0510
114.26 0.0118 −0.1087 0.1205 0.1238 0.0152
114.76 0 0 0 0 0
115.26 0.0122 0.1185 −0.1063 −0.1120 0.0065
115.76 0.0488 0.2477 −0.1989 −0.2121 0.0357
116.76 0.1963 0.5438 −0.3475 −0.3766 0.1673
117.76 0.4448 0.8999 −0.4551 −0.4936 0.4063

where

Ubend(ϑCCNmin, ϑNCCmin) ≡ Ubend(ϑCCNmin) + Ubend(ϑNCCmin) .

We noticed that the parameters kCCN and ϑCCN0 showed a strong correlation
and that the algorithm changed the value of kCCN only, whatever the ϑCCN0

starting value was. Thus, we fixed ϑCCN0 at 120° and minimized χ2 letting
the algorithm change nothing but the kCCN value.

MP2, S0 trans isomer. MP2 and MM calculations results are shown in
Table 3.21.

Fitted parameters for C−C−N bending angle:

� kCCN = (39.0± 0.7) kcal mol−1 rad−2 (SDRE = 1.8 %)

� ϑCCN0 = 120.0°

Fit RMSAE and RMSRE:

� RMSAE = 0.022 kcal mol−1

� RMSRE = 15 %

RASSCF/SS-CASPT2, S1 planar isomer. RASSCF/SS-CASPT2 and
MM calculations results are shown in Table 3.22.

Fitted parameters for C−C−N bending angle:

� kCCN = (43± 3) kcal mol−1 rad−2 (SDRE = 6.1 %)
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Table 3.22: S1 planar isomer RASSCF/SS-CASPT2 PE and MM PE contribu-
tions computed with a rigid scan of two C−C−N bending angles (C3−C2−N1 and
C7−C2−N1, see Figure 3.5 for AB atomic numbering).

ϑCCN ∆UQM ∆Unb ∆UQM −∆Unb ∆Ubend ∆UMM

(°) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol) (kcal/mol)

116.20 0.1852 −0.1202 0.3054 0.2882 0.1681
117.20 0.0527 −0.0656 0.1183 0.1177 0.0521
117.70 0.0164 −0.0343 0.0507 0.0522 0.0179
118.20 0 0 0 0 0
118.70 0.0051 0.0378 −0.0327 −0.0390 −0.0012
119.20 0.0308 0.0793 −0.0485 −0.0649 0.0145
120.20 0.1417 0.1754 −0.0337 −0.0769 0.0985

� ϑCCN0 = 120.0°

Fit RMSAE and RMSRE:

� RMSAE = 0.019 kcal mol−1

� RMSRE = 30 %

In Figure 3.8 we show ∆UQMr−∆Unbr and the fitted harmonic potential
of the C−C−N bending as a function of ϑCCN for the S0 and the S1 electronic
states. As we can observe, the force constant kCCN is almost equal in the
two cases, suggesting that this potential is not particularly involved in the
excitation process. We encountered some problems in fitting this parameter,
since the Lennard-Jones repulsion grow faster with the rotation of the phenyl
ring.

3.2.5 Torsion parameters

The 4-body torsion angle (also known as dihedral angle) potential describes
the angular spring between the planes formed by the first three and last
three atoms of a consecutively bonded (a, b, c, d)-quadruple of atoms,

Utors(ϕabcd) ≡


∑
n

an [1 + cos (nϕabcd − γn)] if n > 0

a (ϕabcd − γ)2 if n = 0
(3.23)

Bond stretching and angle bending can be considered stiff: during the
motion, bond distances and bending angles remain in the neighborhood of
the minimum energy geometry value, thus, a local sampling with a PE rigid
scan is typically sufficient. Instead, dihedral angles can vary in the interval
[0; 2π[, hence, a sampling of the whole interval is required. Furthermore, the
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Figure 3.8: PE scan of ϑCCN. Potential energies for S0 and S1 states are nor-
malized with respect to the one of the S0 trans isomer and the S1 planar isomer,
respectively.

explored conformations can differ dramatically from the minimum energy
one, thus, a rigid scan could cause clashes of molecular fragments and give
rise to high steric interactions. This is not correctly described by standard
FFs, which do not factor in any charge redistribution or LJ coefficients
variations and work properly only near the minimum energy conformation.
A relaxed scan allow to avoid this problem, provided that all the parameters
but those of the scanned dihedral angle are known.

For a relaxed scan of ϕijkl dihedral angle, we get

∆Utors(ϕijkl) = ∆UQM(r)−∆Unb(r)−∆Ustr(r) +

−∆Ubend(r)−
∑

dih abcd6=ijkl
∆Utors(ϕabcd) + χ(r) , (3.24)

where

∆Ustr(r) ≡
∑

bond ab

∆Ustr(rab)

∆Ubend(r) ≡
∑

ang abc

∆Ubend(ϑabc) .
(3.25)

C–C–N–N torsion

Since the phenyl ring stays approximately planar during its rotation, the
C−C−N−N dihedral angles to change are both C3−C2−N1−N13 and C7–
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C2−N1−N13 (which we will name ϕCCNN1 and ϕNNCC1, respectively), and

ϕCCNN + ϕNNCC ≈ π . (3.26)

Considering that we have not determined ϑCNN, ϑNNC and ϕCNNC pa-
rameters yet, we can not apply equation (3.24) performing a full relaxed
scan. Thus, we rotated one phenyl ring about the C−N axis and per-
formed optimizations with multiple constraints, i.e., keeping fixed ϕCCNN1

and ϕNNCC1 at the scan values, ϕCCNN2 (C15−C14−N13−N1), ϕNNCC2

(N1−N13−C14−C19), ϑCNN, ϑNNC and ϕCNNC at the S0 trans isomer val-
ues). Then, we computed the same scan without the constraints on ϕCCNN2,
ϕNNCC2, ϑCNN, ϑNNC and ϕCNNC, in order to verify if these geometrical vari-
ables played an important role in one phenyl ring rotation or if their change
could be actually neglected, and the calculations legitimized the approxima-
tion.

After the molecule relaxation, the conformation with ϕCCNN = 0 and
ϕNNCC = π is indistinguishable from that with ϕCCNN = π and ϕNNCC = 0,
and so is the one with ϕCCNN = π/2 and ϕNNCC = −π/2 from the one with
ϕCCNN = −π/2 and ϕNNCC = π/2, so we can sample just in the interval
[π/2;π] and must use the n-even terms of (3.23) only (except from n = 0,
obviously). Therefore, from (3.7), we get

∆Utors(ϕCCNN) + ∆Utors(ϕNNCC) =

2

{∑
n

a2nCCNN [1 + cos (2nϕCCNN − γ2n)]− Utors(ϕCCNN)

}
=

∆UQM(r)−∆Unb(r)−∆Ustr(r)−∆Ubend(r) +

−
∑

dih abcd 6=CCNN,NNCC

∆Utors(ϕabcd) + χ(r) , (3.27)

where we used cos (2n (π − ϕ)) = cos (2nϕ). Phases γ2n values are all π,
since 2n is even and the minimum energy conformation is at ϕCCNN = 0
and ϕCCNN = π. The constants Utors(ϕCCNNmin) and Utors(ϕNNCCmin) do
not appear in equation (3.27) because they are zero (since ϕCCNNmin = π
and ϕNNCCmin = 0).

After the QM calculations, we used the script cited in paragraph 3.2.3
to determine the parameters {a2nCCNN}. To obtain the various MM PE
contributions we brought to zero the ϕCCNN parameters. MD simulation
software support six cosine functions at most for each dihedral angle, thus,
cosines we proved various combination of cosines until we reached the best
result. In the case of the S0 FF, we used the first six even cosines, while in
the case of the S1 fit, we use the first five even cosines.

MP2, S0 trans isomer. Structures were optimized at MP2 level. MP2
and MM calculations results are shown in Table 3.23.
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Table 3.23: S0 trans isomer MP2 PE and MM PE computed with a semi-reaxed
scan of two C−C−N−N dihedral angles (C3−C2−N1−N13 and C7−C2−N1−N13,
see Figure 3.5 for AB atomic numbering).

ϕCCNN ∆UQM ∆UMM

(°) (kcal/mol) (kcal/mol)

90 5.1355 5.1356
108 4.3754 4.3756
126 2.6032 2.6033
144 0.9614 0.9615
162 0.1675 0.1676
175 0.0107 0.0108
180 0 0

Fitted parameters for C−C−N−N dihedral angle (since 〈χ2(r)〉 were very
small, algorithm could not compute the errors for the parameters):

� a2CCNN = 1.6068 kcal mol−1

� a4CCNN = −0.101 53 kcal mol−1

� a6CCNN = −0.011 158 kcal mol−1

� a8CCNN = −2.9584× 10−3 kcal mol−1

� a10CCNN = 3.1122× 10−4 kcal mol−1

� a12CCNN = 4.6183× 10−3 kcal mol−1

Fit RMSAE and RMSRE:

� RMSAE = 3× 10−5 kcal mol−1

� RMSRE = 0.0024 %

RASSCF/SS-CASPT2, S1 planar isomer. Since many geometrical
optimizations at RASSCF/SS-CASPT2 level would have requested a big
amount of CPU, we first optimized the molecular structures through TDDFT,
and then calculated the RASSCF/SS-CASPT2 energy of each final geome-
try. RASSCF/SS-CASPT2 and MM calculations results are shown in Ta-
ble 3.24. Note that the energies are always normalized with respect to
the S1 planar isomer (where ϕCCNN = 180°, which has been optimized at
RASSCF/SS-CASPT2 level. This causes a shift of the other structures at
higher energies, since they remarkably differ from S1 planar isomer (espe-
cially in bond distances). Also the fit RMSAE is larger than in the previous
case for this reason, but still very small.

Fitted parameters for C−C−N−N dihedral angle:
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Table 3.24: S0 trans isomer MP2 PE and MM PE computed with a semi-reaxed
scan of two C−C−N−N dihedral angles (C3−C2−N1−N13 and C7−C2−N1−N13,
see Figure 3.5 for AB atomic numbering).

ϕCCNN ∆UQM ∆UMM

(°) (kcal/mol) (kcal/mol)

90 10.2394 10.2404
108 9.8935 9.8928
126 8.5969 8.5992
144 6.0973 6.0948
162 3.4171 3.4321
175 2.2451 2.1529
180 0 0

� a2CCNN = (2.07± 0.02) kcal mol−1

� a4CCNN = (0.35± 0.02) kcal mol−1

� a6CCNN = (0.032± 0.018) kcal mol−1

� a8CCNN = (0.021± 0.017) kcal mol−1

� a10CCNN = (0.015± 0.014) kcal mol−1

Fit RMSAE and RMSRE:

� RMSAE = 0.03 kcal mol−1

� RMSRE = 0.61 %

3.2.6 Force Field Cross-terms

Differing types of terms in the energy expression may be added, deleted, or
reformulated using the fit to the theoretical energy surface and its derivatives
as criteria of physical importance.

The information contained in the quantum energy surfaces indicates that
there is a significant anharmonicity, and that important intramolecular cou-
pling interactions exist between internals degrees of freedom. The represen-
tation of the nature of these interactions, not present in diagonal, quadratic
force fields (Class I force fields), such as AMBER and CHARMM, is im-
portant in describing accurately molecular energy surfaces [51]. Class II
force fields derived from the quantum energy surfaces accounts for these
important intramolecular force by adding cross-terms to the energy expres-
sions and thus achieve more satisfactory results [52]. Indeed, the potential
energy surfaces fit accuracy increases significantly by including these func-
tions. Bond anharmonicity, angle anharmonicity, and bond-angle, bond-
torsion, and angle-angle-torsion cross-term interactions result in the most
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significant overall improvement in reproducing QM distorted structures en-
ergies [22].

Here we show some of the most relevant functions that represent the
coupling terms cited above.

Bond-bond cross-term The bond-bond coupling describes the coupling
between two stretching modes, and has the form

U II
ss (rab, rbc) ≡ kIIss (rab − rab 0) (rbc − rbc 0) , (3.28)

where rij 0 is the same stretching equilibrium distance that appears in the
harmonic stretching potential (see equation (3.11)). To a first approxima-
tion, it is considered only the interaction between two adjacent bonds in-
volving atoms a, b and c, but it can also be extended to bonds without
any shared atom. The inclusion of this bond/bond coupling interaction is
necessary for a force field to reproduce vibrational frequencies with high ac-
curacy [46]. This coupling is particularly strong for bonds in systems with
delocalized electrons.

Bond-angle cross-term The bond-angle cross-term describes the cou-
pling between a stretching and a bending mode, and has the form

U II
sb(rab, ϑabc) ≡ kIIsb (rab − rab 0) (ϑabc − ϑabc 0) , (3.29)

where ϑabc 0 is the same equilibrium bending angle that appears in the har-
monic bending potential (see equation (3.18)). There are two of these terms
for each angle (i.e., one for each bond). Bond-angle coupling can be neces-
sary to reproduce frequencies and several structural features. The neglect of
coupling of an angle to other bonds (i.e., different from the two that define
the bond angle) is typically a good approximation [53], and this has been
verified by fits of ab initio PESs.

Angle-angle cross-term The angle-angle cross-term describes the cou-
pling between two bending modes, and has the form

U II
bb(ϑabc, ϑbcd) ≡ kIIbb (ϑabc − ϑabc 0) (ϑbcd − ϑbcd 0) , (3.30)

Bending angles are coupled to other bending angles that share a common
bond. It has been suggested that this term is relatively negligible for bending
angles in tetracoordinate centers. The results obtained from the fit of the
quantum energy surface, especially in molecules with large amounts of angle
strain (i.e., cyclopropane and methyl derivatives of cyclopropane), support
the importance of the angle/angle coupling interactions [22].
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Bond-dihedral cross-term The bond-dihedral cross-term describes the
coupling between a stretching and a torsional mode, and has the form

U II
ts (rij , ϕabcd) ≡ (ϑabc − ϑabc 0)

∑
n=1

aIItsn cos
(
nϕabcd − γIIn

)
, (3.31)

where ij = ab, bc. In fact, in this case there are two types of bond-dihedral
cross-terms, because of there are two types of bonds for each dihedral angle:
one central and two external. The fits of the alkane ab initio PES show
the existence of the bond-torsion and bending-torsion coupling interactions,
both for alkanes as well as acetals, carbohydrates, amides, and other func-
tional groups [22].

Angle-dihedral cross-term The angle-dihedral cross-term describes the
coupling between a bending and a torsional mode, and has the form

U II
tb(ϕabcd, ϑabc) ≡ (ϑabc − ϑabc 0)

∑
n=1

aIIn cos
(
nϕabcd − γIIn

)
. (3.32)

Also in this case there are two possible bending angles for each dihedral
angle. The bond-torsion and the bending-torsion coupling terms were found
to reproduce the anomeric effect in acetals and carbohydrates or other func-
tional groups, especially when a carbon atom separates two electronegative
atoms [54].

Angle-angle-dihedral cross-term

U II
tb(ϕabcd, ϑabc, ϑbcd) ≡

≡ (ϑabc − ϑabc 0) (ϑbcd − ϑbcd 0)
∑
n=1

aIIn cos
(
nϕabcd − γIIn

)
. (3.33)

This coupling term, which was first introduced by Lifson and Warshel [55]
was found to make a large contribution to the ab initio relative energies,
forces and coupling derivatives in a lot of alkanes [22].

C–N–N–C, C–N–N, N–N–C parameters

We are interested in describing two electronic states simultaneously, i.e. we
must be able to calculate the right S0 PE while the molecule moves near the
S1 minimum (which is geometrically and energetically far from the S0 one)
and vice versa. This requires a wider potential energy scan and implies the
use of functions depending on several non-separable geometrical variables,
since, as we explained in paragraph 3.2.6, the curvature of the potential
energy surfaces along these displacement coordinates is hardly representable
with harmonic functions of normal modes. Considering that it is not possible
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to extend this kind of description to many variables, in this context, it has
proved helpful to select the vibronic channels relevant for the dynamics and
reserve this treatment for them only.

The trans-cis isomerization directly influences at least six internal de-
grees of freedom [56], namely: the C−N−N−C torsional dihedral angle
(ϕCNNC), the two C−N−N bending angles (ϑCNN and ϑNNC), and C−N
and N−N bond lengths (rCN and rNN). Because of the increasing computa-
tional complexity associated with the use of potential energy hyper-surfaces
(PES) depending on many non-separable variables, we limit here the addi-
tional FF cross-terms (see paragraph 3.2.6) only to the first three degrees of
freedom cited.

As described in paragraph 3.2.5, when a torsional FF term has to be
parameterized, a relaxed PE scan should be possibly performed, since the
explored conformations can differ dramatically from the minimum energy
one. This can give rise to high steric interactions, which are not correctly
described by the classic model, which does not factor in any charge redistri-
bution or LJ coefficients variations. Nevertheless, since computational time
necessary for many optimizations at CASPT2 level would have been too
high, again, we decided to perform rigid scans, merging the trans- and cis-
potentials by keeping the lowest-energy structure for each geometry. What
we did was a double 3D scan of ϕCNNC (from 0° to 180°), ϑCNN and ϑNNC

(both from 100° to 160°) starting from S0 trans and cis isomer conforma-
tions. Then, we compared the two potential energies point by point and
discarded, in the parameterization procedure, the one with the higher value.
For large values of ϕCNNC, ϑCNN and ϑNNC, we kept the PE of trans-isomer-
derived geometries, while for small values, the cis-isomer-derived structures
give a lower potential energy.

Trans- and cis- S0 and S1 potential energy as a function of ϕCNNC are
shown in Figure 3.9 and Figure 3.10. As we can see in Figure 3.9, between
50° and 70°, both S0 and S1 trans and cis potential energies cross: for
ϑCNN, ϑNNC = 112° and ϕCNNC < 50°, we kept cis PE scan points, while
for ϕCNNC > 70°, we kept trans PE scan ones. S0 and S1 trans PE steeply
rises for ϕCNNC < 60°: this is due to the fact that the two phenyl rings get
extremely close to one another, as ϕCNNC decreases. This clash is avoided
(or, actually, shifted to much smaller values of ϕCNNC) when the molecule
has the cis minimum energy conformation, in which the two ϕCCNN are
128.6° and 55.6°, instead of 180° and 0°. Indeed, in Figure 3.10, where the
two bending angles are wider (ϑCNN = ϑNNC = 126°) we can observe that
trans-cis PE crossing has moved to 30°-50° interval, since at those values of
ϕCCNN the phenyl rings are farther apart.

We explained how we chose cis or trans PE using the minimum energy
criterion, but we did not mention how we treated the points in the crossing
region. We noted that trans-minimum-derived conformations near crossing
region produce very strong LJ interactions, causing a way too steep surge in
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Figure 3.9: Total RASSCF/SS-CASPT2 energy (∆UQM) as a function of ϕCNNC,
at ϑCNN, ϑNNC = 112° (rigid scan). Remaining degrees of freedom were kept fixed
and equal to S0 trans or cis minimum energy conformation ones.

UMM with respect to that observed in UQM. This is incompatible with QM
model and not reproducible with neither classical or class II FF functions.
One of the assumptions of the Molecular Mechanics model that we use is
that it must be possible to consider the electronic distribution (i.e. atomic
charges and LJ parameters) as constant: in such molecular conformations,
the small distance between the two phenyl rings, causes a non-negligible
charge redistribution, which is taken into account in QM model, but not in
MM one. Therefore, potential energies with high values of ∆ULJ cannot be
taken into account. In Figure 3.11 and Figure 3.12 we see ∆ULJ as a function
of ϕCNNC, at ϑCNN, ϑNNC = 112° and ϑCNN, ϑNNC = 126°, respectively. The
phenyl rings clash can be identified with the hike in LJ PE.

As we did in previous paragraphs, we need to understand how to treat
QM data to obtain the required FF parameters. Rewriting (3.7), we get

∆UQM(r) + χ(r) =
∑

bond ab

∆Ustr(rab) +
∑

ang abc6=CNN,NNC

∆Ubend(ϑabc) +

+
∑

dih abcd 6=CNNC

∆Utors(ϕabcd) + ∆Unb(r) +

+ ∆Utbb(ϕCNNC, ϑCNN, ϑNNC) .

(3.34)
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Figure 3.10: Total RASSCF/SS-CASPT2 energy (∆UQM) as a function of ϕCNNC,
at ϑCNN, ϑNNC = 126° (rigid scan). Remaining degrees of freedom were kept fixed
and equal to S0 trans or cis minimum energy conformation ones.

where ∆Utbb(ϕCNNC, ϑCNN, ϑNNC) is the PE contribution of the C−N−N
and N−N−C bending and C−N−N−C torsion, normalized with respect to
that of the minimum energy conformation:

∆Utbb(ϕCNNC, ϑCNN, ϑNNC) ≡
≡ Utbb(ϕCNNC, ϑCNN, ϑNNC)− Utbb(ϕCNNCmin, ϑCNNmin, ϑNNCmin) .

(3.35)
For the geometries obtained starting from the trans minimum structure
(rmin), only ϕCNNC, ϑCNN and ϑNNC were modified. As a consequence, the
first three terms on the right-hand side of equation (3.34) are zero in such
cases. Therefore, recalling definitions of (3.14), we get

Utbb(ϕCNNC, ϑCNN, ϑNNC)− Utbb(ϕCNNCmin, ϑCNNmin, ϑNNCmin) =

= ∆UQM(r)−∆Unb(r) + χ(r) .
(3.36)

On the other hand, the geometries obtained from the cis isomer differ
from the trans minimum structure (rmin) in every degree of freedom. As a
consequence, the first three terms on the right side of the equation (3.34) are
constant, but not equal to zero and have to be calculated. Let us define r∗cis
the ensemble of the variables that describe the minimum energy molecular
geometry of azobenzene cis isomer, but with ϑ∗CNN cis = ϑCNNmin, ϑ∗NNC cis =
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Figure 3.11: ∆ULJ as a function of ϕCNNC, at ϑCNN, ϑNNC = 112° (rigid scan).
The remaining degrees of freedom were kept fixed and equal to those of S0 trans
or cis minimum energy conformations. Note that, since LJ coefficients of S0 and
S1 FF are the same, so does ∆ULJ.

ϑNNCmin and ϕ∗CNNC cis = ϕCNNCmin. If we consider the PE calculated
for this particular conformation, ∆Utbb(ϕCNNC, ϑCNN, ϑNNC) becomes zero,
while the other terms can be easily obtained:∑

bond ab

∆Ustr(rab) =
∑

bond ab

∆Ustr(r
∗
ab cis) ≡

≡
∑

bond ab

Ustr(r
∗
ab cis)−

∑
bond ab

Ustr(rabmin) , (3.37)

∑
ang abc6=CNN,NNC

∆Ubend(ϑabc) =
∑

ang abc

∆Ubend(ϑ∗abc cis) ≡

≡
∑

ang abc

Ubend(ϑ∗abc cis)−
∑

ang abc

Ubend(ϑabcmin) , (3.38)

∑
dih abcd 6=CNNC

∆Utors(ϕabcd) =
∑

dih abcd

∆Utors(ϕ
∗
abcd cis) ≡

≡
∑

dih abcd

Utors(ϕ
∗
abcd cis)−

∑
dih abcd

Utors(ϕabcdmin) , (3.39)
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or, more concisely, recalling definition of (3.2), we can write

∑
bonds ab

∆Ustr(rab) +
∑

ang abc6=CNN,NNC

∆Ubend(ϑabc) +

+
∑

dih abcd 6=CNNC

∆Utors(ϕabcd) =
∑

∆Ub(r∗cis) ≡ ∆Ub(r∗cis) . (3.40)

Thus, for the energies calculated starting from cis isomer minimum energy
geometry, we obtain

Utbb(ϕCNNC, ϑCNN, ϑNNC)− Utbb(ϕCNNCmin, ϑCNNmin, ϑNNCmin) =

= ∆UQM(r)−∆Unb(r)−∆Ub(r∗cis) + χ(r) .
(3.41)

The function Utbb(ϕCNNC, ϑCNN, ϑNNC) used to approximate the poten-
tial energy (hyper)surface (PES) is a combination of class I FF and class II
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FF functions:

Utbb(ϕCNNC, ϑCNN, ϑNNC) ≡

≡
∑

ang abc=CNN,NNC

Ubend(ϑabc) + Utors(ϕCNNC) +

+ U II
bb(ϑCNN, ϑNNC) +

∑
ang abc=CNN,NNC

U II
tb(ϕCNNC, ϑabc) . (3.42)

where Ubend(ϑabc) and Utors(ϕCNNC),

Ubend(ϑabc) ≡ kabc (ϑabc − ϑabc 0)2 , (3.43)

Utors(ϕCNNC) ≡
6∑

n=1

an [1 + cos (nϕCNNC − γn)] , (3.44)

are classical FF functions, described in the !!!introductive section!!! and in
the paragraphs 3.2.4 and 3.2.5, while U II

bb(ϑCNN, ϑNNC) and U II
tb(ϕCNNC, ϑabc),

U II
bb(ϑCNN, ϑNNC) ≡ kIIbb (ϑCNN − ϑCNN0) (ϑNNC − ϑNNC0) , (3.45)

U II
tb(ϕCNNC, ϑabc) ≡ (ϑabc − ϑabc 0)

6∑
n=1

aIIn cos
(
nϕCNNC − γIIn

)
, (3.46)

are class II FF cross-terms discussed in paragraph 3.2.6. Parameters kabc,
ϑabc 0, an, kIIbb, aIIn and Utbb(ϕCNNCmin, ϑCNNmin, ϑNNCmin) (16, in total) were
all fitted simultaneously, so as to obtain a more accurate approximation.
Phases γn were determined by symmetry (0 for n odd, π for n even), while
γIIn were kept fixed to 0, since their optimization did not improve the fit.

In the figures from 3.13 to 3.16 we see the reconstructed PES ∆UQM −
∆Unb and ∆Utbb with contour lines. Even though the regions with the
points we discarded because of the high values of ∆ULJ are not empty but
filled with interpolated values, these sketches are useful to evaluate more
easily the precision of the approximation. As we can observe, the regions
in which the function ∆Utbb differs most from ∆UQM −∆Unb are those at
small and high values of ϑCNN and ϑCNN. In the first case, when small values
of bending angles are combined with small values of ϕCNNC, the difference
is due to steric repulsion of phenyl rings, as discussed before. Also the
neighborhood of the S0 trans minimum, which is shifted to smaller values
of ϑCNN and ϑCNN (see paragraph ?? for a more detailed description) is
not well reproduced. In regions at high bending angles values we can see a
sharp change in the gradient for both the S0 and S1 PES. This is caused by
the fact that there are high energy conical intersections and the two states
cross. This trend can not be reproduced by our kind of functions and so
those points were not used for the fit. This should not be a problem, since
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Table 3.25: Utbb(ϕCNNC, ϑCNN, ϑNNC) parameters values and relative uncertain-
ties, fitted on S0 PES ∆UQM(ϕCNNC, ϑCNN, ϑNNC) − ∆Unb(ϕCNNC, ϑCNN, ϑNNC)
(rigid scan).

Parameter Value SDAE Unit of measurement SDRE (%)

kabc 42.6 17.0 kcal mol−1 rad−2 39.9
ϑabc 0 110.8 22.2 degrees 20.0
a1 0.001 64 0.000 23 kcal mol−1 14.0
a2 19.2 3.2 kcal mol−1 16.5
a3 −1.24 0.17 kcal mol−1 13.6
a4 −1.05 0.14 kcal mol−1 13.3
a5 0.134 0.020 kcal mol−1 15.1
a6 0.374 0.039 kcal mol−1 10.5

kIIbb 20.2 10.3 kcal mol−1 rad−2 51.0

aII1 −5.18 0.87 kcal mol−1 rad−1 16.8

aII2 11.6 1.8 kcal mol−1 rad−1 15.4

aII3 1.85 0.29 kcal mol−1 rad−1 15.7

aII4 0.083 0.013 kcal mol−1 rad−1 15.7

aII5 −0.468 0.080 kcal mol−1 rad−1 17.2

aII6 −0.0159 0.0019 kcal mol−1 rad−1 12.2

Utbbmin 1.56 0.47 kcal mol−1 30.1

the FC point on S1 is at a smaller value of PE and that region should not
be accessible.

In the S1 QM PES we can note a double well in the region at ϕCNNC =
90° and asymmetric bending angles (Figure 3.15c). Clearly, the function
∆Utbb does not account for a similar behaviour, and “smooths” them pro-
ducing a unique well in the midpoint between the two (Figure 3.15d). This
could be an important difference, and we will have to verify if the simulation
trajectories can explore the whole region anyway or if it is visited the neigh-
borhood of the minimum. Considering that the S1 PES is rather flat (the
barrier height separating the two potential wells is less than 5 kcal mol−1),
this could be possible.

The fitted parameters of Utbb(ϕCNNC, ϑCNN, ϑNNC) are shown in Ta-
ble 3.25 and Table 3.26.

� Fit RMSAE and RMSRE for S0 PES:

– RMSAE = 2.93 kcal mol−1

– RMSRE = 7.01 %

� Fit RMSAE and RMSRE for S1 PES:

– RMSAE = 1.67 kcal mol−1

– RMSRE = 10.9 %
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Figure 3.13: Sections of reconstructed S0 PES. From top to bottom: ∆UQM −
∆Unb (left) and ∆Utbb (right) as a function of ϑCNN and ϑNNC at ϕCNNC =
10°, 90°, 180°.
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Figure 3.14: Sections of reconstructed S0 PES. ∆UQM −∆Unb (left) and ∆Utbb

(right) as a function of ϕCNNC and ϑNNC with symmetric bending angles (ϑCNN =
ϑNNC).

Table 3.26: Utbb(ϕCNNC, ϑCNN, ϑNNC) parameters values and relative uncertain-
ties, fitted on S1 PES ∆UQM(ϕCNNC, ϑCNN, ϑNNC) − ∆Unb(ϕCNNC, ϑCNN, ϑNNC)
(rigid scan).

Parameter Value SDAE Unit of measurement SDRE (%)

kabc 34.9 8.3 kcal mol−1 rad−2 23.9
ϑabc 0 125.0 6.0 degrees 4.9
a1 0.1287 0.0063 kcal mol−1 4.9
a2 −1.524 0.064 kcal mol−1 4.2
a3 0.481 0.022 kcal mol−1 4.6
a4 −0.619 0.028 kcal mol−1 4.6
a5 0.512 0.027 kcal mol−1 5.2
a6 0.0329 0.0012 kcal mol−1 3.6

kIIbb 31.1 9.7 kcal mol−1 rad−2 31.2

aII1 −0.887 0.090 kcal mol−1 rad−1 10.1

aII2 −3.29 0.31 kcal mol−1 rad−1 9.5

aII3 −0.995 0.095 kcal mol−1 rad−1 9.5

aII4 −2.56 0.24 kcal mol−1 rad−1 9.5

aII5 −0.300 0.031 kcal mol−1 rad−1 10.4

aII6 0.811 0.059 kcal mol−1 rad−1 7.3

Utbbmin 54.9 5.3 kcal mol−1 9.6
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Figure 3.15: Sections of reconstructed S1 PES. From top to bottom: ∆UQM −
∆Unb (left) and ∆Utbb (right) as a function of ϑCNN and ϑNNC at ϕCNNC =
10°, 90°, 180°.
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Figure 3.16: Sections of reconstructed S1 PES. ∆UQM −∆Unb (left) and ∆Utbb

(right) as a function of ϕCNNC and ϑNNC with symmetric bending angles (ϑCNN =
ϑNNC).

The values of parameters SDAE and SDRE and fit RMSAE and RMSRE,
although still acceptable, are higher with respect to those of the previous
fits of the class I FF parameters. This is due to the fact that here we
are dealing with wider ranges of geometrical variables and potential energy,
where harmonic approximations are no longer valid. S1 PES develops in
a more restrained range of potential energies than S0 one does, and it is
reflected in a smaller value of the fit root mean square error and a greater
root-mean-square relative error.

To prove the importance of the class II FF cross-terms for the PES
fit, cited in paragrah 3.2.6, we show in Figure 3.17 and Figure 3.18 the
PES fitted without the functions U II

bb(ϑCNN, ϑNNC), U II
tb(ϕCNNC, ϑCNN) and

U II
tb(ϕCNNC, ϑNNC). We can observe the smaller resemblance of the fitted

PES to the QM ones, confirmed by the fit RMSAE and RMSRE, which
almost double.

� Fit RMSAE and RMSRE for S0 PES (no potential energy cross-terms):

– RMSAE = 5.45 kcal mol−1

– RMSRE = 13.1 %

� Fit RMSAE and RMSRE for S1 PES (no potential energy cross-terms):

– RMSAE = 1.67 kcal mol−1

– RMSRE = 21.1 %

In conclusion, the function ∆Utbb(ϕCNNC, ϑCNN, ϑNNC) does not repro-
duce all the PES fine details, but this is the price to pay to have a good
molecular description in a wide range of geometries with relatively simple
analytic functions. Moreover, since the overall trend is well preserved, and
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Figure 3.17: Fit results without cross-terms. Sections of reconstructed S0 PES.
∆UQM−∆Unb (left) and ∆Ubend+∆Utors (right) as a function of ϕCNNC and ϑNNC

with symmetric bending angles (ϑCNN = ϑNNC).
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Figure 3.18: Fit results without cross-terms. Sections of reconstructed S1 PES.
∆UQM−∆Unb (left) and ∆Ubend+∆Utors (right) as a function of ϕCNNC and ϑNNC

with symmetric bending angles (ϑCNN = ϑNNC).
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considering the thermal noise present at temperatures nearby 300 K, these
errors could become negligible in a standard MD simulation.
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Chapter 4

Molecular Dynamics
Simulations of azobenzene
photoexcitation

4.1 Energy minimization

For further validating the accuracy of the derived force field in reproducing
QM results, we performed energy MM minimizations for S0 trans and cis
isomers and S1 minimum energy conformations, and compared the resulting
molecular geometries with those obtained via QM calculations. The results
are shown in Tables from 4.1 to 4.4.

In the case of S0 trans and S1 planar isomers, which are the structures
used for the FF parameterization, the variables values of QM and MM min-
ima are very similar to one another (see Table 4.1 and Table 4.3). Indeed,
the relative error (RE) for each bond length and angle stays under 1% and
the absolute error (AE) reaches a maximum value of about 1°, with the ex-
ception of ϑCNN = ϑNNC, which differs from the QM value of about 4°. The

Table 4.1: Comparison between the most significant variables of QM and MM S0

trans isomers.

Variable QM MM AE RE (%)

rNN (�A) 1.2812 1.2808 −0.0005 −0.04

rCN (�A) 1.4240 1.4262 0.0022 0.15
ϑCNN (°) 113.29 108.92 −4.37 −3.86
ϑCCN (°) 114.76 114.03 −0.73 −0.63
ϑNCC (°) 124.68 125.72 1.04 0.84
ϕCNNC (°) 180.00 180.00 0.00 0.00
ϕCCNN (°) 180.00 180.00 0.00 0.00
ϕNNCC (°) 0.00 0.00 0.00 0.00
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Table 4.2: Comparison between the most significant variables of QM and MM S0

cis isomers.

Variable QM MM AE RE (%)

rNN (�A) 1.2783 1.2915 0.0132 1.03

rCN (�A) 1.4417 1.4244 −0.0173 −1.20
ϑCNN (°) 119.23 118.02 −1.21 −1.02
ϑCCN (°) 117.18 117.10 −0.09 −0.07
ϑNCC (°) 121.76 121.76 0.004 0.004
ϕCNNC (°) 5.66 5.67 0.01 0.25
ϕCCNN (°) 128.64 118.89 −9.75 −7.58
ϕNNCC (°) 55.85 66.45 10.60 18.98

Table 4.3: Comparison between the most significant variables of QM and MM S1

planar isomers.

Variable QM MM AE RE (%)

rNN (�A) 1.2636 1.2634 −0.0002 −0.02

rCN (�A) 1.3647 1.3649 0.0003 0.02
ϑCNN (°) 128.02 128.26 0.25 0.19
ϑCCN (°) 118.20 117.77 −0.43 −0.36
ϑNCC (°) 121.65 120.63 −1.02 −0.84
ϕCNNC (°) 180.00 180.00 0.00 0.00
ϕCCNN (°) 180.00 180.00 0.00 0.00
ϕNNCC (°) 0.00 0.00 0.00 0.00

reason can be identified in the function Utbb(ϕCNNC, ϑCNN, ϑNNC) used to
approximate the PES: as discussed in paragraph ??, the function does not
reproduce accurately the neighborhood of the S0 absolute minimum (trans
isomer), and, consequently, the minimum energy point shifts to smaller val-
ues of ϑCNN and ϑNNC.

Concerning the S0 cis isomer (Table 4.2), the errors are a little higher but
still acceptable, except for the MM values of ϕCCNN dihedral angles, which
differ significantly from the QM ones (∼ 10°). This is probably because of
the semi-relaxed scan used to determine ϕCCNN parameters (see paragraph
3.2.5), which makes them precise only if the molecular conformation remains
in proximity to the trans minimum (which is not the case of the cis isomer).
It is also important to recall that atomic charges were fitted on the trans
isomer charge distribution and were not changed for the cis isomer.

In the case of the S1 twisted isomer (see Table 4.4), we see that the
difference between the MM and QM optimized geometries is greater with
respect to the previous cases: this is due to the fact that, again, the function
Utbb(ϕCNNC, ϑCNN, ϑNNC) does not reproduce the double well of the PES at
ϕCNNC ≈ 90°-100° and asymmetric bending angles ϑCNN and ϑNNC, but
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Table 4.4: Comparison between the most significant variables of QM and MM S1

twisted isomers.

Variable QM MM AE RE (%)

rNN (�A) 1.2681 1.2632 −0.0048 −0.38

rCN (�A) 1.4180 1.3654 −0.0526 −3.71

rNC (�A) 1.3544 1.3654 0.0110 0.81
ϑCNN (°) 116.05 126.45 10.40 8.96
ϑNNC (°) 138.77 126.45 −12.32 −8.88
ϑCCN1 (°) 116.21 117.48 1.28 1.10
ϑNCC1 (°) 120.09 117.48 −2.61 −2.17
ϑCCN2 (°) 123.08 120.93 −2.15 −1.74
ϑNCC2 (°) 119.85 120.93 1.08 0.90
ϕCNNC (°) 97.00 100.59 3.59 3.70
ϕCCNN1 (°) 176.84 179.79 2.96 1.67
ϕNNCC1 (°) 175.54 179.79 4.25 2.42
ϕCCNN2 (°) −4.67 −0.85 3.83 81.86
ϕNNCC2 (°) −6.88 −0.85 6.04 87.68

“smooths” them producing a unique well in the midpoint between the two
(see ϕCNNC = 90° PES section in Figure 3.15). Indeed, the MM molecule
keeps the C2 axis and the bond lengths and the angles are a sort of interme-
diate values of QM molecular conformation ones. As we already said, this is
not dramatic, since the PES flatness allow the molecule trajectory to explore
the whole region. Another source of errors for the S1 FF is the fact that
the rigid scan of ϕCNNC, ϑCNN and ϑNNC, were made starting from trans
and cis isomers geometries, which are S0-optimized structures, relatively far
from S1-optimized ones.

After the geometrical comparison of this four stationary points, we com-
pared the potential energy difference between molecular conformations in
the same electronic state.

� U0QM(rcismin)− U0QM(rtransmin) = 8.52 kcal mol−1

� U0MM(rcis eq)− U0MM(rtrans eq) = 9.19 kcal mol−1

� U1QM(rplmin)− U1QM(rtwmin) = 0.25 kcal mol−1

� U1MM(rpl eq)− U1MM(rtw eq) = 2.44 kcal mol−1

where we called rtrans eq and rcis eq the molecular geometries of the MM op-
timized trans and cis isomers, respectively. As we can observe, the PE
difference between the QM and MM structures is reasonably comparable.
The error is higher for S1 state, always because of the wrong shape of
∆Utbb(ϕCNNC, ϑCNN, ϑNNC) in the neighborhood of ϕCNNC = 90°, which
makes the S1 twisted minimum slightly shift to a lower potential energy
with respect to the planar minimum.
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4.2 Adaptive Biasing Force profiles

After verifying the correct description of the main geometrical parameters,
the actual shape of the energy profiles was explored by means of force-biased
MD simulations.

The Adaptive Biasing Force (ABF method) [57] is based on the ther-
modynamic integration (TI) scheme for computing free energy profiles. The
Helmoltz free energy as a function of a set of collective variables ξ = {ξi} is
defined from the canonical distribution of ξ, P(ξ):

A(ξ) = − 1

β
lnP(ξ) +A0 . (4.1)

In the TI formalism, the free energy is obtained from its gradient, which is
generally calculated in the form of the average of a force Fξ exerted on ξ,
taken over an iso-ξ surface:

∇ξA(ξ) = −〈Fξ〉ξ . (4.2)

NAMD implementation of ABF relies partly on the classic formulation
[58], and partly on a more versatile scheme originating in a work by Ruiz-
Montero et al. [59], generalized by den Otter [60] and extended to multiple
variables by Ciccotti et al. [61]. Consider a system subject to constraints
of the form σk(x) = 0. Let {vi} be arbitrarily chosen vector fields (R3N →
R3N ) verifying, for all i, j and k,

vi ·∇xξj = δij (4.3)

vi ·∇xσk = 0 , (4.4)

then the following holds

∂A

∂ξi
= 〈vi ·∇xV − kBT∇x · vi〉ξ (4.5)

where V is the potential energy function. The vector vi can be interpreted
as the direction along which the force acting on variable ξi is measured,
whereas the second term in the average corresponds to the geometric entropy
contribution that appears as a Jacobian correction in the classic formalism
[58]. Condition (4.3) states that the direction along which the system force
on ξi is measured is orthogonal to the gradient of ξj , which means that
the force measured on ξi does not act on ξj . Equation (4.4) implies that
constraint forces are orthogonal to the directions along which the free energy
gradient is measured, so that the measurement is effectively performed on
unconstrained degrees of freedom.

78



In the framework of ABF, Fξ is accumulated in bins of finite size ∆ξ,
thereby providing an estimate of the free energy gradient according to equa-
tion (4.2). The biasing force applied on the collective variables to overcome
free energy barriers is calculated as:

FξABF = α(Nξ)∇xÃ(ξ) (4.6)

where ∇xÃ(ξ) denotes the current estimate of the free energy gradient at
the current point ξ in the collective variable subspace, and α(Nξ) is a scaling
factor that is ramped from 0 to 1 as the local number of samplesNξ increases,
to prevent non equilibrium effects in the early phase of the simulation, when
the gradient estimate has a large variance.

As sampling of the phase space proceeds, the estimate ∇xÃ(ξ) is pro-
gressively refined. The biasing force introduced in the equations of motion
guarantees that in the bin centered around ξ, the forces acting along the
selected collective variables average to zero over time. Eventually, as the
undelying free energy surface is canceled by the adaptive bias, evolution of
the system along ξ is governed mainly by diffusion.

Thus, an ABF profile can be compared to a relaxed energy scan. In
Figure 4.1 and Figure 4.2 we show ABF Helmoltz free energy (AABF) as
a function of ϕCNNC compared to the potential energies obtained with the
merged rigid scan used for the FF parameterization (paragraph 3.2.6). The
ABF profiles were computed for a molecule of S0 and S1 azobenzene in
Argon at 300 K and 1 atm. Argon atoms have been used in order to have
some heat exchange, improving the performance of the thermostat.

As we can observe, ABF profile for azobenzene in the ground state is
comparable with the ∆UQM one, but in the case of S1 state, although the
shape of the two profiles is not too dissimilar, the potential energy derived
from the merged rigid scan is higher, making difficult the comparison. This
is because the scan was made using S0 trans and cis geometries, which are
S0 optimized geometries. As a consequence, we get a correct PE profile in
the case of the ground state, but the relative S1 potential energies are shifted
to higher values with respect to those of a scan made using S1 optimized
geometries. For this reason, we performed QM constrained optimization in
the S1 state at ϕCNNC = 0° in order to compare the peaks height of the ABF
profiles with the ones obtained with QM calculations. We also plotted the
PE of the energies of the three minimum geometries rplmin, rtwmin and rCI.

� ϕCNNC = 0°;
∆UQM(r) = UQM(rϕCNNC=0)− UQM(rtwmin) = 10.46 kcal mol−1

As regards the S0 ABF profile, we can observe that the QM calculations
slightly differ from values obtained with ABF simulations in the barriers
height. This could be partly due to the fact that the peaks are the most
delicate parts of the profiles: in fact, they are the last regions which are
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properly sampled by the ABF algorithm and a longer calculation may have
led to obtain more accurate barriers.

The S1 ABF profile confirms what emerged from the comparison we
made between the PE of the minimum geometries in the previous paragraph.
Indeed, we note that the S1 planar minimum (ϕCNNC = 180°) is found at
about 2 kcal mol−1 above the S1 twisted one (ϕCNNC ≈ 90− 100°).

On the other hand, the barrier height at ϕCNNC = 0° measured with
respect to the twisted minimum is comparable with the one obtained via
QM calculations.

Furthermore, we must remember that we are comparing a potential en-
ergy with a Helmoltz free energy, which could be slightly different. However,
the profiles are also reasonably comparable with those present in literature
[24, 62].

4.3 Trajectories analysis

4.3.1 Azobenzene in vacuum

Once performed the above cited tests of the force field, we ran a Molecular
Dynamics simulation of a single molecule of azobenzene in the ground state
in vacuum at constant temperature (300 K) and volume (NVT). Then, we
simulated the excitation process employing as starting configurations 100
frames of the S0 trajectory by changing the force field from the one of S0
to the one of S1. We let the molecule evolve following the S1 PES for 10 ps
and analyzed the trajectories of ϕCNNC, ϑCNN and ϑNNC (Figure 4.3).

In Figure 4.3 we show ϕCNNC as a function of time for three different tra-
jectories and averaged over all the simulations. In the first one the molecule
soon reaches the S1 twisted geometry; in the second one, the C−N−N−C
dihedral oscillates around 180° before going towards 90°; in the last one, the
molecule remains almost planar during all the simulation time. We noted
that, in general, the molecule tends to rapidly reach the twisted minimum
region. Indeed, defining τ90 as the average time to reach the twisted ge-
ometry, we obtain τ90 = 1.2 ps. In about the 2% of the cases, after 10 ps
the C−N−N−C dihedral angle is still oscillating around 180°. This gives a
further proof of the presence of a torsional barrier to break the planarity.

In Figure 4.4a we show the trajectory projected on the two bending
angles coordinates superimposed to the QM potential energy map of S1.
We observe, that the majority of the points of the trajectory are found in a
region between the double well of the S1 PES. This is due to the fact that, as
we argued in paragraph 3.2.6 and in the previous paragraphs of this chapter,
the function ∆Utbb “smooths” them producing a unique well in the midpoint
between the two (Figure 3.15d). As a consequence, the molecule rarely
reaches regions where S1 and S0 are degenerate (see Figure 4.4b). Since
the decay probability decreases with the increase of energy gap, this means
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Figure 4.3: Top: MD trajectories of |ϕCNNC(t)| of three NTV simulations of
one azobenzene molecule in the S1 electronic state in vacuum. Bottom: average
trajectory over 100 simulations 〈|ϕCNNC(t)|〉. At t = 0 the molecule is found in
different Frank-Condon points.
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Figure 4.4: Top: MD trajectories in vacuum of the two C−N−N bending angles
ϑCNN, ϑCNN of three NVT simulations of one azobenzene molecule in the S1 elec-
tronic state, superimposed to the QM energy map of the S1 state at ϕCNNC = 90°
(∆UQM(ϕ = 90°, ϑCNN, ϑNNC)). Bottom: MD trajectories in vacuum of the two
C−N−N bending angles ϑCNN, ϑCNN of three NVT simulations of one azobenzene
molecule in the S1 electronic state, superimposed to the QM S1-S0 energy gap map
at ϕCNNC = 90° (∆UQM(ϕCNNC = 90°, ϑCNN, ϑNNC)).
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that the hopping events will be rather rare. Thus, the decay probability
expression employed by Tiberio and co-workers is not the best one to be
used in this case.

We then decided to re-normalize the decay probability so as to give any
trajectory a chance to hop from S1 to S0 whenever it reaches a region with
an energy gap smaller than 0.3 eV ( 7 kcal mol−1). This hopping probability
is proportional to exp [−∆UQMS1−S0(ϕCNNC, ϑCNN, ϑNNC)].

However, this makes the lifetime of the excited state (τS1) physically
meaningless. Indeed, we found τS1 ≈ 6 ps, which is much greater than the
literature values, usually below 1 ps [20, 5]).

The obtained photoisomerization quantum yield (Φv) is 0.35, comparable
with the literature results (0.35 [63]; 0.46 [5]; 0.33 [20]).

4.3.2 Azobenzene in 8CB

We then performed NVT MD simulations at 300 K and ca. 1 atm of a sample
of 134 molecules of azobenzene dissolved in 2866 molecules of 8CB. We let
the sample equilibrate for several nanoseconds, then, for each azobenzene
molecule, we started a simulation of 25 ps in which it was brought to the
excited states.

In Figure 4.5 we show ϕCNNC as a function of time for three different
trajectories and averaged over all the simulations. We observe in figure
Figure 4.5 that the molecules take longer to reach the S1 twisted geometry
with respect to the simulations in vacuum. Indeed, we found that τ90 =
4.0 ps, due to the steric hindrance of the solvent, that prevents torsion.
Furthermore, in Figure 4.6, we note that the trajectory explores wider values
of C−N−N bending angles. This is again an effect of the solvent, which
tends to elongate the molecule. Consequently, the trajectory reaches regions
in where the energy gap between the electronic states is smaller. This,
combines with the electrostatic effect of the solvent, which stabilizes S1 and
destabilizes S0, thus, further reducing the S1-S0 energy gap. As a result, the
molecule can hop at higher values of ϕCNNC, lowering the photoisomerization
quantum yield, which is Φ8CB = 0.2. This value is comparable with the
experimental ones in several organic solvents (in hexane: 0.20-0.27 [5]; 0.25
[63]).
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Figure 4.5: Top: MD trajectories |ϕCNNC(t)| of three NVT simulations of one
azobenzene molecule in the S1 electronic state in 8CB. Bottom: average trajectory
over 134 simulations 〈|ϕCNNC(t)|〉 At t = 0 the molecule is found in different Frank-
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Figure 4.6: Top: MD trajectories in 8CB of the two C−N−N bending angles
ϑCNN, ϑCNN of three NVT simulations of the azobenzene molecule in the S1 elec-
tronic state, superimposed to the QM energy map of the S1 state at ϕCNNC = 90°
(∆UQM(ϕ = 90°, ϑCNN, ϑNNC)). Bottom: MD trajectories in 8CB of the two
C−N−N bending angles ϑCNN, ϑCNN of three NVT simulations of the azoben-
zene molecule in the S1 electronic state, superimposed to the QM S1-S0 energy gap
map at ϕCNNC = 90° (∆UQM(ϕCNNC = 90°, ϑCNN, ϑNNC)).
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Chapter 5

Conclusions and future
outlooks

In this work we have studied, by means of Molecular Dynamics simulations,
the trans-cis photoisomerization mechanism of azobenzene dissolved in a
liquid crystal when excited in the state associated to the nπ∗ transition
(first excited singlet S1).

In order to properly describe the system, we have calculated a new
Quantum-Mechanics-derived class II force field (FF) for azobenzene, includ-
ing some terms of coupling between the internal molecular modes most in-
volved in the photochemical process (i.e., the C−N−N−C torsion and the
two C−N−N bendings), which allowed us to accurately describe the two
electronic states involved in the process (the ground state S0 and the S1
state). The FF parameters were determined by fitting the quantum me-
chanics potential energy profiles. In order to take into account the new FF
terms, we modified the Molecular Dynamics software NAMD introducing
new functions for cross-term energy and forces, and new keywords in the
parameter input file. We ran simulations on the excited state and evaluated
the probability of the decay process after a certain time has elapsed from
the Frank-Condon excitation (ps), as a function of the instantaneous QM
potential energy gap between the two electronic states.

We first performed simulations of one azobenzene molecule in vacuum
and then of samples of azobenzene molecules dissolved in the liquid crystal
4′-octyl-4-biphenylcarbonitrile (8CB) at 300 K.

We obtained meaningful results in terms of the photoisomerization mech-
anism and quantum yield, both in vacuum and in 8CB (Φv = 0.35, Φ8CB =
0.20), which were found to be comparable to the literature ones (Φv = 0.33,
Φ8CB = 0.25 [63]). We wish to point out that from the analysis of the
trajectories we noted that the errors made in the approximation of the po-
tential energy surface (PES) prevent the molecule from completely exploring
the QM S1 minimum energy regions, (from where the decay process should
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occur). This is because the analytic functions used in the new FF, even
though of fundamental importance for the fit of the PES, do not perfectly
reproduce the QM potential energy surface. These inaccuracies, however,
can only affect the S1 lifetimes (make them longer than the experimental
ones).

The simulations showed that the trans-cis photoisomerization mecha-
nism follows an inversion-assisted torsional pathway both in vacuum and in
8CB, but in the latter case, the inversion character is emphasized with re-
spect to what happens in vacuum (higher values of C−N−N bending angles).
The solvent hindrance, combined with its the electrostatic effect (which sta-
bilizes the S1 state and destabilizes the S0 one), reduce the energy gap
between the states and make the molecule reach high-decay-probability re-
gions at wider values of the C−N−N−C dihedral angle, making the quantum
yield of photoisomerization decrease.

As for the outlooks, we plan to improve several aspects of the presented
approach and to add various features. The first step will be to improve
the fit of the potential energy surface by adding other FF cross-terms or by
interpolating using splines. Then, we will implement the Tully algorithm
[64] to evaluate the decay process on the fly. This is a fewest-switches
surface-hopping algorithm, based on the inter-state non-adiabatic coupling
vector (which we already calculated). Another feature that we want to
implement is to take into account the azobenzene transition dipole moment
and simulate a continuous polarized-light-induced excitation, in order to
examine the change in molecular organization and director orientation upon
irradiation [65].
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